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Abstract

The present thesis designs, implements and evaluatehannel for interaction
between office and field users through a collalegamixed reality system. This
channel is aimed to be used for civil engineeringppses and is thus oriented toward
the design and construction phases. Its applicatmuld contribute to the reduction
of the challenges faced by those involved in al @agineering project dealing with
communication, collaboration and mutual understagdiSuch challenges can
become real problems for multidisciplinary teams asthitects, engineers and
constructors when working on the same projecthéndontext of this thesis, outdoor
users are equipped with a real-time kinematic dl@oaitioning system receiver, a
notebook, a head-mounted display, a tilt sensoraacaimpass. A virtual environment
representing components of a civil engineeringamiis displayed before their eyes.
Outdoor users share this collaborative virtual ernent with indoor ones. They can
talk to and see each other through an avatar. mdsers can take part from any
location where Internet is available. The goal bistthesis is to show that a
networked solution of at least two users (In tlase; indoor and outdoor users) is an
opportunity for outdoor users to perform complesk& whilst experiencing an
immersive augmented reality application. Indoorrsiseteract with outdoor ones
when handling and navigating the virtual environteguiding their counterpart
through the scene and making clear common pointanderstanding. The thesis

evaluates how users interact within a prototypdesysusing a formative approach.
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Users are introduced to the system and motivatéthtb loudly”, thus verbalising

what they are experiencing during the tests. Akrsisare video-recorded while
performing the exercises and interviewed immedyasdler. The evaluation reveals
that users end up experiencing a system that isirtooersive, which ends up

narrowing their “attentional spotlight” to the widl environment and not, as desired,
experiencing an augmented reality system. The etiatualso makes clear that the
design of the virtual environment is eventually smamportant for users than the
system itself, and it is completely the kind of Bggtion that it is being used to and

who the users are.
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Chapter 1

Introduction

Communication, collaboration and mutual understagdare crucial necessary
elements in any complex Civil Engineering (CEn) iemwvments. The current
literature reveals that there already exists a rarmoalb scholarly efforts tackling and
providing support on these aspects, but it alschlights the fact that many
opportunities remain for improvements, notably tiglo additional functionalities.
Enhancing the ways in which communications are cbléathand used might help to
bring actors involved in CEn environments to wor&rencollaboratively, increasing
in this way their mutual understanding. This thesisis to design, develop and
evaluate a channel of interaction for both indoamsl outdoors users within a CEn
environment. The channel is based on a Collab@&afixed Reality System (CMRS)
and it intends to reduce some of the gaps in conwatian, collaboration and mutual

understanding through an adequate and effectiveemgntation.

CEn, like most other professional environmentdgsebn a complex network of
knowledge generation and information transfer amdmg parties involved. As
mentioned in (Ugwu O. O. et al., 2001), the reallieimge in this collaborative design
environment is to find a common representation e problem-solving domain
shared by the various experts and parties. Indeedjifference in terminologies can

lead communication between parties to a dead erat. iRstance, various



professionals can use differing terms to deschieesame concepts or the same terms
for different concepts. Augenbroe (Augenbroe et2002) addresses the difficulties
of communication and collaboration between beiftgs exemplifies this through the
intensiveness and paper work-flow in the design emastruction businesses. Any
change to the requirements could take weeks tgpopeoaed by all the contractors,
engineers and architects involved. Heitz (Hein@)2) mentions in his papét...fail

to capture the collaborative nature of the desigogass and do not support the
efficient and effective management of the depemeiebetween designs tasks carried
out by different actors” The problem of communication and collaboratioraliso
explored by (Wilkinson, 2001). Her paper descrities resistance of acceptance of

project managers and their work by different actothe CEn environment.

This relationship between different parts or actmesates the motivation for the
work in this thesis which aims to design, implemantl evaluate a tool created for
users to enhance their communication, collaboratama mutual understanding as

parties involved in the same CEn project.

1.1  Communication, Collaboration, and Mutual Understandng

Throughout this thesis the reader will occasionafind the key words
communication collaboration and mutual understandingTheir meanings are very
broad and highly difficult to accurately measureéamms of how they are affected (for
instance, their enhancement or degradation). Tasi¢ is not primarily concerned
with the particular subject of definition. Howevemce it argues that the challenges
faced by Architecture, Engineering and Construct{&iEC) over these keywords
could be reduced with the implementation of a comrobannel of interaction it is

understandable that they do require some degreenaeptualisation.

The concept of the worcbmmunication goes far beyond the fact that it involves
a process of transferring information from “A” (alknows as the sender) to “B”
(also knows as the receiver) through the use ofediim. Schramm (Morris and
Schnepp, 1954) gives a number of definitions itatstg what the term
communicatiorcan represent. Some of the definitions used Hgghfi...the idea of



transfer of information; they distinguish betwedre ttransfer of ideas, knowledge,
thoughts, and messages, and the transfer of moterialathings”. Although some of
the definitions®...rest on the idea of influence or effect, rathean a transfer of
anything”.

A more solid definition of the concept is the omndopted by the (Office of
Superintendent of Public Instruction) where thedwoollaboration is added:

“Communication is defined as a process by whichaggign and convey meaning in an
attempt to create shared understanding.”...“It isodgh communication that
collaboration and cooperation occur.” (Office ofp8tintendent of Public Instruction)

The online dictionary Merriam-Webster  (Merriam-Wios 2008)  describes

communication as:

1: an act or instance of transmitting
2 a: information communicatebk: a verbal or written message

3 a a process by which information is exchanged betwadividuals through a common
system of symbols, signs, or behaviour <the functaf pheromones in insect
communicatiorn; also: exchange of informationb: personal rapport <a lack of
communicatiorbetween old and young persons>

4 plural a: a system (as of telephones) for communicabng system of routes for
moving troops, supplies, and vehictepersonnel engaged in communicating

5 plural but sing or plural inconstr a: a technique for expressing ideas effectivelyifas
speech) b: the technology of the transmission of informatigas by print or
telecommunication)

The word collaboration thus comes almost as a natural consequence of
communication. In Merriam-Webster (Merriam-Webst2007) and Encyclopedia

Brittanica (Encyclopedia Brittanica Online, 2009)laboration is defined as:

a recursive process where two or more people wagkther toward an intersection of
common goals — for example, an intellectual endeavoMerrian-Webster, 2007,
Encyclopedia Brittanica Online, 2007) that is dreatn nature ((Eds.) Simpson J. A. and
Weiner E. S. C., 1989) — by sharing knowledge,rigey and building consensus.

From Merriam-Webster collaboration can be undersasd



1: to work jointly with others or together espegidlt an intellectual endeavour

2: to cooperate with or willingly assist an enemy afe's country and especially an
occupying force

3: to cooperate with an agency or instrumentalityhwhich one is not immediately
connected

Godfried (Godfried Augenbroe et al., 2002) citegys(Gray, 1989) when defining

collaboration in his paper:

...finding common ground for multiparty problems whicelates to collaboration as a
process through which parties who see differenéetspof a problem can constructively
explore their differences and search for solutitias go beyond their own limited vision
of what is possible.

Mutual understanding embraces both communication and collaborationsateis

(Thesaurus, 2008) summarises mutual understanding a

Noun 1. mutual understanding— sympathy of each person for the other
mutual affection

sympathy — a relation of affinity or harmony betwegeople; whatever affects one
correspondingly affects the other; "the two of theare in close sympathy"

Merriam-Webster (Merriam-Webster, 2008) has thi¥ahg translation:

1: a mental graspcomprehension

2 a the power of comprehendingspecially: the capacity to apprehend general relations
of particularsb: the power to make experience intelligible by &pm concepts and
categories

3 a friendly or harmonious relationshipp: an agreement of opinion or feeling
: adjustment of differences a mutual agreement not formally entered intoibugome
degree binding on each side

4: explanation, interpretation

5: sympathy 3a

The citations above have shown strong connectietsden these three keywords.
Indeed, with good communication it is possible thiave efficient collaboration
between two or more people. Communication is tloeeesbin element that must be

present if collaboration is to occur (Godfried Aobgeoe et al., 2002). In turn,



effective collaboration requires mutual understagdiVarious parts/actors in a CEn
environment (as well as in any other similar enmin@nt) must establish a balance

between these three elements in order to achievgdals of the project.

1.2  Potential Application for the Proposed Project

It is natural to assume that an AEC cannot congtaamain in the same location for
every arranged meeting during the whole cycle ef@ftn project. Independently of
the scale of the project, the research undertakéims thesis proposes to facilitate the
interaction between all actors. As a result, ddfgrcompanies associated with the
same project would be able to exchange ideas awdveeissues remotely. Users on
the site would be able to interact with those ie tifice eventhough they could in

many cases be at a considerable distance fromatiaeh

Potential applicability of the suggested researghlict range from a new house
extension to highly complex designs. Nowadays, with improvements of the
construction technology, architect agencies arenoffroposing outstanding designs
all over the world. For instance, David Fisher @ioig Tower Technology
International Limited, 2008) or the Skidmore, Owsngnd Merrill office (Skidmore
Owings & Merrill LLP, 2009) responsible for the dgs of the Freedom Towers,

amongst many others.

Some of the suggested areas of applicability:

* Tracking the actual development of the construcéind how it conforms to
the established time schedule.

» Customer guided tours around the project.

* Identification of critical points/specifications the project.

* Maintaining accuracy of details when different compa are merging work.

» Simulation of the environment surrounding the newstruction.



1.3 Potential Gaps in CEn Phases — When CommunicatiorCollaboration

and Mutual Understanding are not Fully Reached

Turning to the specific context of CEn projects, ttiwllenges exemplified by
Kamara (Kamara J. M. et al., 2000a) provide a ckaample of the complexity
involved in attending to the requirements of a rdlievhen ordering a new CEn
project. Kamara’'s paper describes the developmentethodologies to enhance the
understanding of client requirements (Kamara J.eMal., 2000c). To achieve full
comprehension of what the client is requestingitii@mation should facilitate the
concurrent work of the various disciplines involvéd the project, the early
consideration of all life-cycle issues, the intégma of all professionals and the

traceability of the design decisions. In particuthe paper highlights:

In the context of the multidisciplinary teams, thisplies that the presentation of the
requirements has to be neutral enough to allovewifft professionals to understand them
in the same way (i.e. in the perspectives and ifigerof the client).

Communication across disciplines regarding designsitaints and trade-offs is
mentioned by Fiksel and Haynes (Kamara J. M. eR@D0b, Fiksel and Hayes-Roth,
1993) cited in Kamara.

Ugwu (Ugwu O. O. et al., 2001) makes referenceh eed for a specific
“ontology” to overcome the difficulties faced by mbers of different groups that
work together. For him, a tool that can enablerdra@ce collaboration would help to

reduce the problem:

One potential solution to this communication probls the development of an ontology
of collaborative design concepts and terms alonh thieir unambiguous definitions. The
existence of such an ontology in a problem domaiuld/ enhance the ability of the
participating agents (both human and artificial) toter-operate without
misunderstanding, and consequently share or relatse information and knowledge.

The field of research into ontology is very broadl as certainly not limited to the
issues within the topics of communication and operability between beings.
However, this subject is not part of this projestian extended introductory review
about it can be found in (Uschold and Gruninge6)9



The difficulties faced by those involved in a CEwjpct are also highlighted by
Mokhtar (Mokhtar, 2002). Although construction teamiork on what are calleithe
plans of construction®rrors are still made. The lack of coordination dafsign
information leads to an incompatibility between thlans. Mokhtar concludes his

views on the matter with:

The errors lead to change orders, contractual tispucost overruns, time delays,
compromise to quality, frustration and client disgfaction. Common types of errors are:

0 Inconsistency in design information. For examphe fiocation of a specific column
is not identical when comparing the architectural the structural drawings.

o Mismatch between connected components. For exarijgating, Ventilating and
Air Conditioning (HVAC) ducts dimensions, which agiven in the mechanical
drawings, do not match the dimensions of the rélggass-holes in the structural
beams, which are given in the structural drawings.

o Components malfunction. For example, electric supph room is designed to serve
a classroom activity while architectural drawingslicate that the same room has
been re-designed as a computer lab.

Tiley (Tilley and Barton, 1997) cited by Mokhtarpraplements this view of the

problem with the following:

Unfortunately, such errors have become very commmothe construction industry,
especially with escalating complexity in buildingise increasing specialization in design
teams, and the tightening of financial and time@uveses available to designers.

The increased demand for collaboration especialigrmconstruction becomes more

and more complex is also covered by Heintz (Hei2@9_2):

When it comes to collaboration, effective plannemgd conduct of the project occurs
informally and not through either formal planningpgedures or contractually specified
relations and products. It would therefore seenergsd, in a time when the design of
buildings is an increasingly collaborative effotg find planning methods that can
support collaboration.

Although this subject has not been covered exhalgfithe citations above give a
solid foundation for the motivations of this thedisere is a lack of communication,
collaboration and mutual understanding betweenethasors involved in a CEn

project that can be potentially reduced with a prag®nnel of interaction between
the parts involved. Clearly, potential success ddpend of the size and complexity



of the project. However, such gaps can arise aitakrimoments during the CEn life-

cycle and often when at its very beginning — tlenping phase.

1.4  Civil Engineering Life Cycle
The tool created and evaluated by this thesistended to support a few phases of
what is called the CEn life cycle. The life cycleafCEnN project is not restricted to

the construction site. Neil (Neil S. Grigg et &Q01) demonstrates the number of

steps related to a CEn cycle (Figure 1.1) and th&grrelationships.

Fimal desigr
Preliminary
desi’gn w

* Operations

Replace/
decommission
. Repair/
rehabilitate

Figure 1.1 CEn Life-Cycle and Interrelationships Neil S. Grigg et al., 2001)

Maintenance

Considering that the process starts in “planningid aruns clockwise until
“replaced/decommission” there are eight major siapthe CEn cycle. For each of
the phases there are sub-phases that can be ekplBhases can also move
backwards (from “preliminary design” to “repair/rdigate”). At the centre of
Figure 1.1 is “Society”, representing all those vére involved directly or indirectly
in the CEn project. The following bullet points weextracted from Neil's (Neil S.
Grigg et al., 2001) work and they are a brief reva the phases showed in Figure
1.0



Planning — This is the very early stage of a CEajgut. This phase is
characterised by the discussions and exchangesnoepts that take place in
the realm of planning before the formal processirseglt is where the
conceptual design occurs and it is also where tlelsef the project are
identified and the first set of options is develdp€&he planning phase can be
broken down into:

o0 Reconnaissance — identifying projects that meetgtheds established

in the overall planning and development process.

o Feasibility — financial, technological, environmairand political.

o Defined project plans — plans, specifications aperating agreements.
Design — The preliminary design can lead the ptajeo a different direction
depending on the outcome of the investigationsrdiga its feasibility. This
phase uses a systematic methodology for analyzmigrs for the project,
thus selecting the one that best fits the requirgsn@amara J. M. et al.,
2000c). The selected option should even have puhalvement. The final
design phase extends the analysis done in therpnaliy design, for example
some of the calculations, to a more detailed Ielis sub-phase includes the
“specification of the material, dimensions of thejgcts components, and
details of member connectior{dleil S. Grigg et al., 2001). Finally the design
review sub-phase confirms that the design is optiorahe proposed cost.
Construction — This phase starts with thentractor planning all aspects of
work for finances, resources, permissions, enviremal awareness, safety,
etc’(Askew, 2007). As the name suggests, it is durimg phase that the
project becomes a reality on a construction sitejelet management is
performed by a contracted company, an individuathe same company hired
to develop the project and which therefore managegtoject on behalf of its
client (Wilkinson, 2001). Construction should redbbk finalised goals of the
design phase as comprehensively as possible inguthe budget. Any
change in the construction will lead to a designew. “All construction
changes must be evaluated to ensure that the dedigyrity of the project is
not compromisedNeil S. Grigg et al., 2001). This phase also hdbkes
processes of quality control and quality assuraleaing to the final
inspection and acceptance activity (Neil S. Griggak, 2001). Another



important aspect of this phase is project managem&ithough this is
necessary to enable a CEn project to achieveniés §joal, managers can face
very strong opposition as presented in (Wilkins@001). This phase is
finished with the approved completion of the comsion contract—
commissioning (Askew, 2007).

* Operation — The facility is monitored by one or mengineers. It is their duty
to make operational decisions such as quality obritr example. Greene
(Greene, 1984) cited by Neil divides operation ng@maent into the following
disciplines: production management, facilities nggment, maintenance
management, and information management.

* Maintenance — As mentioned in (Neil S. Grigg et ab01) “preventive
maintenance heads off problems and is the most ocommaintenance
operation in organisations. Corrective maintenartt@s minor and major
aspects, depending of the extent of the correciieeded. Corrective
maintenance involves repair, replacement, and réhation of facilities”.

* Rehabilitation/Replacement — CEn projects shouldnberently designed to
support rehabilitation/replacement during theie4ifycles. This is a central
element of the design necessary for those instarwtben a major
infrastructure must pass through a rehabilitateplacement process (Neil S.
Grigg et al.,, 2001). Hartshorn (Hartshorn et al.020 gives pertinent
examples of successful sustainability in CEn pitsjec

e Demolition/Decommissioning — Neil (Neil S. Grigg ak, 2001) gives an
example of the importance of demolition/decommissign“consider the
engineering challenges in decommissioning a nuclgawer plant or a
hazardous waste processing facilityDnce more, this is also a key part of the
design process intended to prepare the CEn prigeds very last step in the
life-cycle.

1.5 Thesis Objectives

The objectives of this thesis are to design, imgletmand evaluate a channel of
interaction between office and field users in tbatext of a CEn with the help of a
CMRS.

10



The CMRS might ultimately be adapted for many of pirases of a CEn life-
cycle. However, the prototype developed in thisihdas its focus directed on the
design and construction phases (including the c¢oatidn and supervision sub-
phases). It can also be used by both people withnteal expertise (engineers,
architects, contractors, etc.) as well as any merob¢he public potentially being

affected by the CEn project (the wider societyemegral terms).

The selection of only two among eight possible pead a CEn life-cycle (Figure
1.1) is not a unique nor a whimsical decision. BdjeShin and Dunston (Shin and
Dunston, 2008) describe in their paper a wide rebemvestigation into how AR
projects best fit within CEn environments. Althougley sub-categorise the CEn life-
cycles they identify that: layout, excavation, piosing, inspection, coordination,
supervision, commenting and strategising are tis¢ fd@tches for applications based

on AR in CEn projects.

1.6  Proposed Solution

Given the potential gaps in communication, collaltion and mutual understanding
during different phases of the CEn life-cycle (Cleaf®), this thesis aims to reduce
them with the support of a channel of interactietween indoors and outdoors actors
through the development of a CMRS. The diagramiguré 1.2 gives a very high-
level view of the CMRS that was developed duririg groject.

On the left side of the diagram we find the “indoangineers”. They are
equipped with a computer on which they can expkidirtual Environment (VE).
Their work is to assist those who are exploring\likeoutdoors. The VE shows parts
of a CEn project that are relevant at that paricaioment. They can navigate freely
in this VE, walking through it, being perched abawvand even moving the objects
within it.

Indoor engineers can communicate using an audioolirtkrough the movements
of their representation inside the VE — their anaf&ey also can see where outdoors

engineers are located within the same VE throughr thorresponding avatars.

11



Engineers when indoors do not need to stay closth@éoCEn site. They can be
virtually anywhere around the globe provided thésean internet connection

available.

" data communication

Indoors Engineers Outdoors Engineers

- computer
- computer - collaborative AR system
- augmented reality hardware
- hight accuracy GPS
- audio link - inertial sensor
- audio link

- collaborative virtual environment

< >
communication, collaboration and mutual understan'ding

Figure 1.2 General View of the Project

Outdoor engineers are depicted on the right sidhetiagram (see Figure 1.2). As
mentioned before, it could be any person with argfgssional qualificatiorts The
outdoor engineers must carry all the necessarypetnt with them once they are
mobile in the Real Environment (RE). In a backp#uody should have a notebook
with a wireless-Local Area Network (LAN) capabilit9n this computer, they would
have the same VE running as do the indoor engin@de@rexternal set of devices is
connected to the notebook: a high accuracy GloladitiBning System (GPS)
receiver, an inertial sensor, and a see-throughdi¥é@unted Display (HMD). The
outdoor engineer can communicate with other useoaigh the audio link or through

a limited number of body movements.

Outdoor engineers can explore in the RE the VElayga before their eyes
thanks to the see-through HMD. The images of the && rendered in real time
following the body movements (head and body) ofubers. They can, for example,
walk into a real and virtual house at the same tivhédst simutaneously talking and

sharing points of views with other users of theeys

The system processes and transmits every actiafeitise VE (for both indoors

and outdoors engineers) to other participants spatie same VE. A wave-LAN

! The “engineer” word was chosen for the purposearification and to exemplify the use of the tool.
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router is installed near the area where the outdeagineers are. The data is sent
through whatever channels of transmission are ablail(wireless or not) from the

router to the indoors engineers and vice versa.

1.7  Steps Followed to Achieve the Objectives

Several steps were performed to achieve the fib@ctive of this research: the

investigation, creation and evaluation of CMRS.

The investigation process starts with the iderdtfan of the state-of-the-art tools
created to enhance communication, collaborationranthal understanding in CEn

projects.

The next step is the investigation of the resouasedlable to develop the project
itself. This phase gives preliminary indicationshafw far the development of the

project can reach.

The understanding of technologies such as highracguGPS is also a
requirement for this project as this is a centomhponent in linking the virtual world

to the physical one. This leads to questions sach a
* Why is this technology the best fit for the project
* How does this technology work?
* Why are there differences between methodologies?

* How is the equipment set up? (reference point aadr)

* What kind of data can be extracted from the GP8ivec?

Naturally, there are similar questions for the fiasensor too.

The second major part of this research involved @mgnting and then
formatively evaluating the CMRS.

For this second half of the research the steps are:
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» Initial implementation of the system (integratidrhardware and software).

» Testing of the system in single user mode.

* Further implementation of the system, exploring @ren collaborative
environment.

» Testing of the system in collaborative mode.

* Final integration of the components (hardware aithsire).

* Final test of system behaviour.

» Evaluation of the project for users with differéyppes of expertise.

1.8 Thesis Structure

The structure of the thesis is illustrated in Fegir3.

Review of CEn Issues

{
Review of MR and GPS
{

Design Overview

!

First Phase of Implementation = Test

+

Second Phase of Implementation <>  Test

1 t
Pre-evaluation

Final Evaluation

i)
Future Work

Figure 1.3 Thesis Structure

Chapter 2 — Review of CEn Issues

Some of the challenges of CEn environments aredoted in Chapter 2. The
research looks for potential gaps in communicatioallaboration and mutual
understanding when actors from AEC are working tiogreon a project. The idea of

collaboration over AEC is not new but is currergtarting to become good enough
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(in terms of both hardware and software capalsljti® meet the requirements for
such complex integration/merging of disciplines. rfEhalready exist in the market
various solutions provided by companies trying teate a culture and a universal
standard of what formats and platforms to use. Hewehis is not a finalised matter.
Indeed, various ongoing research efforts are Iaplkinthe type of information that
AEC professionals really want to have at their désppat the right time. The way
information is retrieved from previous constructisnenarios, how data can be
filtered for a specific user, and how to converdfope formats are just a few
examples of the current issues deemed of interestrelevance. It is an undeniable
fact that technology has helped create a dynamica@maent in AEC, but it is also a
fact that if access to the necessary informatioesdaot became easily and widely

available then some people will continue to keggsitowners of knowledge”.

Chapter 2 shows the advances in technology for ARG also illustrates that
information might be better explored through uding visual sense. This gap is a key
element in this thesis: The data can be availabtdh® right output for some of the
cases can be explored in a better way. Dependingeoapplication, an AR system
might constitute the crucial difference for builslemanagers, engineers, architects,

customers and the wider society affected by a r@wstcuction.

Chapter 3 — Review of MR and GPS

Mixed Reality (MR) and all other concepts that hlghape it are introduced at the
beginning of Chapter 3. This chapter reviews ndy evhat is involved in Milgram
and Kishino’s (Milgram and Kishino, 1994) diagrabut also pays special attention
to collaborative environments. The reason behind iki the need to create a

conceptual basis to represent what this projeghdit.

Chapter 3 reviews projects with some relation t@atvs being proposed here. The

survey covers projects with the following aspects:
* The way that information is being explored and staby users — the

survey reviews projects where users are working stand-alone mode or

in collaboration with other users.
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 The way that information is being displayed to aser users might
visualise information on a computer screen, larggeens with
stereoscopic images, handheld screens or see-thHM®.

* Where information is available for users — users eaplore information
in indoor environments such as offices, a theatadternatively outdoors.

* The position system used to explore information sersi can explore
information using click of mouse devices or usingmplex indoor
tracking systems. The research also surveys owgddRrsystems with or
without GPS to track users in the field.

Chapter 3 finishes with a brief review of positiogisystems with special attention to
GPS. Indeed, this positioning system is the one ahder the application that is
proposed in this thesis. Three main methodologie&RS are explained — single
frequency GPS, Differential GPS (DGPS) and Real eTikinematic GPS (RTK-

GPS).

Chapter 4 — Design Overview

Chapter 4 introduces the requirements of the prejesystem and how the CMRS is
designed. The chapter starts by introducing whatunslerstood as the initial
requirements of a CMRS prototype. Such requiremenes completely open and
might be changed to address different needs inr gtt@ects. The next step is the
formal introduction of who the users are and whbey are located. A diagram helps
to make clear how the proposed system is imagiodzetused in a daily base. The
design overview shows the complexity of how theteys works and what is
necessary to make it run. This overview is veryaldrohelping to elucidate where
each component is located within the CMRS being émgnted. A full
understanding of the design requires a close ldadRhapter 5, as several processes
mentioned in Chapter 4 are fully explained in tbkofving chapter. Diagrams help to
explain the connections between processes andrtlee m which they run when a
keystroke on the keyboard or when a new positiortogrdinate arrives at a

communication port for example.
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The hardware is then reviewed together with thesamgss that are expected from
the various input devices — such as the RTK-GP&wer, magnetic compass and tilt
sensor. An overview of the hardware integratioretbgr with the platform used to
manage the VE completes this chapter — Equip an&$IXE-3.

Chapter 5 — First Phase of Implementation

In a practical sense, during this part of the thesime knowledge about how to
survey parts of RE and convert them into the VEobees a requirement. The survey
of an area involves techniques for setting up kersiand tripods, collecting points,

post-processing, interpolation and conversion ofradinates to a common format.

The next step is the design of the scene basedeorobrdinates of the terrain and the
features mapped during the survey. Such proceduesdetailed at the beginning of

Chapter 5 and the results are demonstrated alahghe first tests using the VE.

Another key element of Chapter 5 is the descriptbrthe processes involved
when the system is operational. Such documentéionportant to make future users
aware of how the technology works and what is resmgsto make it run. Parameters
for these processes are described and complenmentftrmation started in Chapter
4,

Collaboration becomes possible when two users stiegesame VE over a
network. This is the first step towards the finhjextive — to have an outdoor user

exploring a VE assisted by an indoor user enhantiaghree keywords.

At the end of the chapter we describe the resuttsiesed through the
implementation of the Kalman filter on the magnetampass and tilt sensor. The
graphs indicate a reduction of jerking caused ey disturbance of magnetic field
around the sensors. This reduction improves thdabrior the user when exploring
the VE using the see-through HMD.

Chapter 6 — Second Phase of Implementation and Fih&Evaluation
The second phase of the implementation is markethdogombination of indoor and
outdoor users sharing the same Collaborative Mirtelvironment (CVE). The

system is tested several times until is becomesbtelenough for a final evaluation.
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Three exercises are also created for the finaluatiain. Two of the VEs created
are based on real constructions and the third ®oeeated to demonstrate some extra

potentialities of the system.

Before the final evaluation, a pre-test is perfadnreorder to investigate whether
there are any final adjustments to be done. Thelteeshow that outdoors users
cannot perform complex tasks using the handheltdayl. All interactions over the
VE must be performed by the indoor user. This fieguirement makes the system
easier to explore for outdoors users. These usave their hands free and can

dedicate more attention towards exploring the AResy than to controlling it.

In total, eight people are invited for the final R:dion. This employed the
formative approach to extract the results from tsts. As mentioned in (Vicente,
1999) “formative approaches focus on the way things cdutdby identifying novel
possibilities for productive work”Users are chosen according to their knowledge
about subjects such as: Information Technology, ,0#R, new technologies, etc.
Each user has his test recorded by a cameramagthé&wgwith notes taken by the

author (acting as the indoor user), and an intervsealso recorded on video.

The evaluation process shows that the compositidgheoVE is a very important
issue. Indeed, users become more responsive tovahds they are seeing” than to
“how they are seeing”. There is a lack of qualitythe AR display that cannot be
avoided. The device is not designed for outdoortagks. The evaluation highlights
that the system being proposed could be accepted wed in the right application.

Two sub-chapters are used to describe the resulteeokvaluation. First, the
outcomes of the exercises and interviews perfortmgdhose invited to test the
system are introduced. The text is subdivided iafocs to render it more clear, it is
also enriched with comments contributed by usersefond sub-chapter gives an
overall conclusion regarding the evaluation. Agaome text excerpts from users’
comments are added in order to adequately frameofhies to be analysed and the

subsequent conclusions.
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Chapter 7 — Conclusion and Future Work
A final conclusion is provided in Chapter 7. Thiglilights the key elements of the
thesis as well as the achieved goals. Those aimiscibuld not be achieved are

reviewed as well.

Through the course of the development of the thesigral new ideas started to
be elaborated on as a complement of the currerit.vidare to the time frame, these
ideas are mentioned as future work. These perhapstitute merely a starter point
for even more elaborate ideas that can stimulaterasearch in the near future. The
future work also discusses the potentiality of thel suggested here and the ways

through which it can be adapted.

Appendixes
The appendixes complement the research producéusthesis. They are created to
help clear the reading of the main text as welke@sp more technical information

together within the same section.

Appendix A extends the review of GPS already sthimeChapter 3. The most
used GPS methodologies in AR are explained inef beview. Such methodologies
produce different results as illustrated in a pcattexercise performed during the
implementation of this project. The appendix alsmntains a review of some

augmentation systems and network services nowadaysble for GPS usage.

Appendix B reviews the program created to convertdurveyed coordinates and
features of the RE in a Virtual Reality Modellingriguage (VRML) (W3C, 1995)
format. It shows the parameters and a high levgbrahm based on the C

programming language (Huss, 1997).

Appendix C is an implementation reference for ladl bther Java classes (Schildt,
2001) created to link between the external dewvacekthe controller of incoming data
to the database. There is also an explanation ahnagsam of how the Kalman filter
(Welch and Bishop, 2001) is implemented.

19



Appendix D contains the transcripts of all the imiews conducted with the
participants during the evaluation process. ChaptelEvaluation — contains excerpts

of Appendix D.
Compact Disk

This thesis is followed by a compact disk that pdegi a summary of the research. It

is recommended to download the video onto a have dor better visualisation.
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Chapter 2

Civil Engineering Challenges

This thesis argues that there is a potential oppdyt for a channel of interaction
among AEC through the use of a CMRS. Such chanms & improve the handling
of complex information in a CEn context. With redjao the project proposed in this
thesis the users do not suppose to explore theldfieaThey are expected to share
their views, to ask questions and to talk abouttwheay have understood and about
the CEn plans. From this interaction between usew, conclusions can be reached,

adding value to the information that is being exgdbr

The concept of an “augmented architect” is not ndawever, it was only during
the past few years that technology has maturedteritly for the creation of the first
prototypes. Engelbart cited by Brate (Engelbart62)9introduced views about

collaboration in CEn or architecture using VE:

In 60’s Douglas Engelbart imagined the “augmentethitect” situated at a workstation
with a three-foot display screen. The user woulthmoinicate with the machine by
means of a keyboard or similar device. The computarld be a “clerk”, an assistant to
the human problem solver. The clerk would comph&rmath and display information,
both textually and graphically. Several people dowork together to model, for
example, the interior of a building. Each architeculd be presented with the same
information and collaborate in the same environm&he computer would manipulate
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and display information in real time, and peopleuldchave an opportunity to simulate
various solutions to a problem. In this way, thehtelogy fosters intuition and creativity
as well as logic and reason. This, Engelbart saidhuman augmentation. (Engelbart,
1962)

The possibility of using computers and electronigicks as tools that support the
manipulation of huge volumes of data in a mattersetonds is nowadays easily
available. Engelbart mentioned the augmented &whés a clear example of how
several people should work together in CEn projettss in other words, means
collaboration. Moreover, the human augmentatiorthis combination of human

beings and computers. Computers are able to imgtardcess several megabytes of
data thus allowing human beings to go even furihéheir quest to collaborate with

each other and to resolve any unclear points faster

In the Augmenting Human Intellect manifesto mengidrin (Engelbart, 1962),

the collaborative environment is illustrated asdak:

Three people working together in this augmentedersmem to be more than three times
as effective in solving a complex problem as is angmented person working alone —
and perhaps ten times as effective as three simmtar working together without this
computer-based augmentation. (Engelbart, 1962)

Important challenges, however, remain and they weranotivation for this work as

mentioned in the previous chapter. It is not alwtyes case that information flows
smoothly to all parts of a CEn project. Haymakeaykiaker et al., 2004) presents
some complementary challenges in a modern CEngtroje

* Multidisciplinary — engineers and architects fromffeslent companies must
work together. However companies may have diffepeiatrities and projects
and there can be a clash of interests represedifiegent engineering criteria.

» Constructive — a creation is usually built-up ovdrat other creators have
already done in the past.

» lIterative — during the project modifications cowdcur. Such modifications
must pass through others engineers and architects.

» Unique — projects are unique in several aspects.
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* Error-prone, time-consuming and difficult “manually constructing and
integrating dependent views from source views caosany problems in AEC

projects today”

The review of the literature was split into two semts. Chapter 2 reviews some of
the technologies created to support CEn. This haedpto reveal eventual “gaps” in
terms of communication, collaboration and mutualarathnding between office and
field CEn actors. Chapter 3 is an extended survey wiimber of technologies with
and without direct connection to CEn. The conclasidrawn from such technologies
can help us to identify features that could becqrotential requirements for the

proposed project.

2.1  Solving CEn Challenges — Design and Construction Rses

The following subsections explore the current stdtthe-art CEn. These reviews are
focused on the design and construction phases fochvthis thesis is centred) and
where there are significant possibilities for neasearch. The projects that are
introduced below try to address some of the diffiesl introduced by Kathleen
(Liston et al., 2001). Actors in a CEn project faarajor difficulties in dealing with
information when using conventional 2D plans. Theeded to flip over plans,
schedules, contract documents, etc., to find arswasr quickly and precisely as
possible. If the answer is not available on loggtiactors need to leave the meeting
rooms to seek it. The environment becomes unproguetith actors spending more
time trying to understand and make sense of thwir ionformation than giving proper

answers or sharing their views about a subject.

2.1.1 Building Information Model

Salazar (Salazar et al., 2006) mentions in his ptqae the disparities between AEC
are being reduced since tools pursuing and famildacollaboration and coordination
have started to become a reality in CEn. Also kn@srnthe Building Information
Model (BIM), these tools help AEC teams to deliV@En projects with*higher

quality in shorter times and at lower costs”
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BIM models are very extensive and cover severasaoé knowledge/information
including: geometry, spatial relationships, geograpinformation, quantities and
properties of building components (Wikipedia, 200&art of the BIM framework is
a database to store all this information. Once saébrmation is digitalised and
shared by AEC any handover of a project will bangbm a reduced information
loss. This is especially significant when exchangiata between different software

programmes (White, 2006).

BIM can greatly decrease errors made by design teemmbers and the construction
team (Contractors and Subcontractors) by allowieguse of conflict detection where the
computer actually informs team members about paftshe building in conflict or
clashing, and through detailed computer visualizatif each part in relation to the total
building. As computers and software become moralgapof handling more building
information, this will become even more pronoundbdn it is in current design and
construction projects. This error reduction is aeagrpart of cost savings realized by all
members of a project. Reduction in time requiredctmnplete construction directly
contributes to the cost savings numbers as welkif\Wdia, 2008a).

ArchiCAD from Graphisoft (Graphisoft R&D Zrt., 20Pp¥% an example of a tool with
BIM proprieties. The company claims that the sofevaan make users perform
better: focus on design; manage change; evaluaigrdelternatives; collaborate;
coordinate. It was created to give mdwontrol over design, while maintaining
accuracy and efficiency in documentatio®® central database stores and shares all
information available for the project reducing tt&ks of replications and working
over the same issue again. Any change is autorfigtidsseminated accross the
database maintaining the integrity of the projebhe software also allows 3D
interactive design sessions with customers: to edivigate and interact within the

session under design.

Another example of BIM comes from the AEC Designo@r (AEC Design
Group, 2008) with ArTrA BIM. Their website claimbat the models created can be
handed by the design team to contractors and striactors, and then to the owner of
the project. The AEC Design Group claims that tleémadvantage of their product is
the freedom for the users to choose their own CoenpAided Design (CAD)

platform, saving money and training time.
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Companies like Autodesk (Autodesk Inc., 2008a)ase aware of the potential

of the BIM concept and are guiding their productghis direction. On their website

there are several examples of how BIM can imprénvegdroductivity of companies,

the management of projects (small and large-scaglicing the time needed to

produce paperwork. Products like Revit allow desigre interact with customers in

real time, altering plans and showing the modifarad in a 3D environment.

Bentley (Bentley Systems Incorporated, 2008) putschallenge for BIM as:

Unite the project lifecycle, bringing together dgsiand documentation information and
workflows for the design, construction, and operatof all types of buildings and
facilities around the world, from the conventiomalthe most inspiring projects of our

time.

Their products are aiming to bring the life-cyclé ©@En projects (considering

design/building/operation) together with informatiabout the building and its life-

cycle.“The definition and simulation of the constructiots delivery, and operation

using integrated tools”.

The study of the advantages achieved in a CEn girQje this case Mechanical,
Electrical and Plumbing — MEP) using BIM can be foum (Khanzode et al., 2008).

In this particular study, the construction of a meatoffice building is evaluated with

an initial contract of $96.9 million USA dollars5@,000 square foot, three level

building, and a car park. All these constructe@ inmonths — from January 2005 to

April 2007. Khanzode highlights the first impressaf CEn projects difficulties:

Lack of ability to identify conflicts due to the 2f@presentation of the designs.
Delays in construction process due to conflict adentified in the field.

Lack of trust in the fabrication offsite due to tlear of system not fitting leading
to a lot of on the site fabrication.

Rework to fix the conflict issues not identifiedrohg design and coordination.
Increased site supervision required to avoid coisflbetween trade contractors.
Increased administrative burden of more requestirftarmation and change
orders due to identification of conflicts in thel@l after budgets are approved.
“Install first” mentality amongst trade contract@s as to avoid having to move
their systems in case conflicts arise leading.

Overall reduced productivity for everyone invohiedhe process. (Khanzode et
al., 2008)
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The team leaders decided to go for a BIM and ¥lridesign Construction (VDC) —

specifically 3D/4D and automated clash detectianl toeven though this was their

first experience of these technologies.

At the end of the project the team members creatset of guidelines which form

— in their point of view — the best practices forimdp MEP coordination using
BIM/VDC tools:

(@]

O o0o0oo

Clarifying the role of the general contractor angedality contractors in the
coordination process.

Increased site supervision required to avoid ccisfloetween trade contractors.
Developing the levels of detail in the architectus&ructural, and MEP models.
Setting up the coordination process — with diff¢sarb-levels.

Managing the coordination of the installation psscgKhanzode et al., 2008)

The paper describes how teams worked in small groopganising themselves,

coordinating their tasks throughout the construction

Among the many benefits of using BIM/VDC tools taa¢ reported in the papers,

the following can be highlighted:

The drastic reduction of time spent on requestsrffmrmation or change of
orders due to field conflicts — relieving architeand engineers.

Field conflicts were sorted out at once with nord®of orders by different
managers.

Information about the building is easier to recover

Savings of $6 millions US dollars and 6 months’dim

There was a drastic reduction on time spent by rg¢ér@®ntractors — from

typically 2 to 3 hours/day to 10-15 hours in 8 nint

The number of accidents on site was also consiterabduced.

The building parts were pre-fabricated offsite.slteduces the risk of injuries
(lower number of machinery) and makes the sitengeal’he delivery method
was “just in time” reducing the amount of stockeatenial too.

All trades finished their work ahead of schedule.

“The subs could use lower-skilled labour for theldiwork compared to other

projects where higher-skilled field labour is nes&y for installation as the
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labour force typically needs to interpret 2D drag#) etc”. (Khanzode et al.,
2008)

e The 3D design should address not only the strucnocdethe displacement of
the rooms of the building but also the furniturepecially in a medical
centre).

e Sub contractors spent around 2 days per week watitacts and engineers
discussing issues being addressed. This is more Wit they predicted

initially.

Figure 2.1 (Khanzode et al., 2008) shows the savingime and money during the
course of the CEn project. The difference betwden dstimates (red line) using
standard methods of design and building and theahfihal achievement (green line)
is significant thanks to the tools (BIM/VDC) useiltelp manage the project and the
collaboration between teams. The image (Figurg¢ i8.provided courtesy of DPR

construction, Inc., CA, USA and extracted from (Khade et al., 2008).
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Figure 2.1 Reduction of Costs and Time in the Proj Evaluated on (Khanzode et al., 2008)

There are several other companies producing BIMumrisdon the market. Some of
the examples are (but not limited to): (Buildimgelgration Software Company Ltd.,
2008, BulidingExplorer.com, 2007, Tekla, 2008, AadC2004, Nemetschek North
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America, 2008). More information about BIM can alse found in (White, 2006,
Maldovan, 2007).

2.1.2 Interactive Visual Simulations (VizSims) — Applied b Urban Planning

Interactive VizSims were explored in a paper presstipy Delaney (Delaney, 2000)
with the focus on urban planning. His examplestatbwith Bill Jepson who founded
the Urban Simulation Team (UST) at the Universitgalifornia (UCLA), one of the

pioneers of urban simulation.

The UST (UST, 2004) produces solutions for realetwmsual simulation in the
field of design, urban planning, emergency resparse education. However, the
focus of the group is on the development of a mofiélos Angeles (LA), an area of
several hundred square miles (Delaney, 2000). Ukims that the system is
extremely efficient when compared to the time atwblr spent to construct a model.
The system can be used to visualise any urbanamagnt. The data that feeds the
digital environment is acquired through aerial pigpaphs, GPS data, street maps,
eye-level photos and three dimensional geometry aiadtes a realistic 3D visual
simulation of the extremely dense Los Angeles udranronment (Delaney, 2000).

The VizSim eliminates the necessity of blueprirdsarts and other “hard-to-
understand” traditional representational methodwe VE explored allows the users
to fly, drive or walk-through in real time giving laetter impression of what the
architects are doing. On Delaney’s paper (Dela2&)0), Jepson highlighted the
UST work, saying:

We empower the clients to understand what the t@atlsi are doing. The architect wants
to control the information flowing to the client. aAfome between the architect and the
client. Once the client walks through (the planbedding), he feels empowered to take
a larger role in the design process...When (theifepeace) differs from the client’s
agenda, problems happen. The model shows the prsble

Even with the focus in modelling LA, the UST teansl@mpleted a number of
transportation related studies and recreation stohc environments. Transport
simulations run from new metro stations to LA fregw development. Some studies

are also related with the beautification of Los Aleg International Airport (LAX)
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(UST, 2003). Figures 3.5 shows an image produc#utiwe results achieved with the
modelling of LA. The enhancement proposed to LAXexemplified by Figures 2.2
and 2.4.

Figure 2.4 LAX Proposed Condition (UST, 1998)
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The LAX project is a combination of efforts fromffdrent teams of architects,
environment graphic designers, landscape, lighterggineers and art consultants.
The first phase of the project was to register dlotual condition of the entire
environment where LAX is placed. Later, the enhammas on the area were
designed and presented to the Los Angeles Worldo#ils Board of Commissioners
and at public meetings held throughout the pro@dSs’, 2004).

Delaney (Delaney, 2000) also reports as experimetit the architect Mike
Rosen, in which they created 3D models of housdsoéfice buildings for sales and
planning purposes. When working in a virtual baebtadium, the mayor of
Philadelphia, Ed Rendell, was faced with a scorebolscuring the City Hall. The
solution was to move the scoreboard 40 feet awtayas a simple solution but the
system proved to be useful on situations like tiis. Delaney (Delaney, 2000)

affirmed:

...simulation is quickly becoming an essential toml planners at the town, city and
regional levels. As computers become more powenitd, can expect planet-wide
simulations to extend our understanding of the whpd development of large areas of
the globe. (Delaney, 2000)

Interactive VizSim is a term that can be appliedniach wider prospects than only
urban planning. The application of VizSim for urbdesign is a facilitator tool that

makes the ideas introduced by engineers and acthiteore accessible. Generally,
the public who is affected by the changes prodie@En schemes have difficulties
in assimilating the information presented on 2Dolag, blueprints, charts, and even
scale models. Significant changes on the VE camldree almost instantaneously,

generating objective and efficient answers.

2.1.3 Geographical Information System (GIS) — ArcGIS 3-DAnalyst

The urban visualisation tools that have been deesloare getting closer to GIS
which is, according to (ESRI, 200%a system of computer software, hardware and
data, and personnel to help manipulate, analyse anedent information that is tied
to a spatial location”.The same concept is understood by the U.S. CdBsreau

(Bureau, 2001) to béA system of hardware, software and proceduresgiesl to

30



support the capture, management, manipulation, yaisl modelling and display of

spatially-referenced data for solving complex plawgnand management problems”

The following list gives a better idea of whatnsolved in a GIS system:

e Spatial location — all the data contained in a @abase must be geo-
referenced. A reliable result depends on reliablees/s of data collection.

* Information — a chart of an area containing différeolours representing
distinct layers of information is better comprehemidhan a long table with
lots of columns and numbers. A visual graph ressllbne of the goals
explored by GIS. Fast analyses of databases, elfferombinations of layers
and a precise result in colour charts, maps, on 8 VEs contributes to the
popularity of this system.

» System — the whole system can be exemplified asgdgédbetween software,
hardware and data. The hardware encompasses gaherdomputers that are
part of the management system but also those Hpmtie information that
feeds the database.

* Personnel — they are the people involved in exipiptine potentialities of GIS.

It is not the intention of this thesis to concefisgaGIS. The objective is to describe
GIS as an information source to be explored in VIitEe results can be presented to
the users in large or reduced scales dependinghenapplication and general
specification. Urban simulators are huge databag#s the shape, locations and
textures of buildings. Telephone and electrical eabivater pipes, street planning,
population density, the number of traffic lightse all examples of data that can be
embedded in the visualisation. Figure 2.5 introduae idea of a GIS visualisation,
exploring 3D potentials. The image was created bgombination of layers of
information as the Digital Terrain Modelling (DTM)pundaries of the forest, water
level, position of the fences, and the positiorenérgy cables. This VE is explored
with the help of a VRML browser.
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Figure 2.5 Visualising Data from a GIS (Capra, 2000

The following two examples are commercial produwgsigned for GIS applications.
The purpose is to demonstrate how this technolesgg ¥R for visualisation.

IMAGINE VirtualGIS by ERDAS is an example (Leica &@&ystems LLC., 2001)
of a package that allows the user to make an aecuggistration between the DTMs
and images acquired by aerial photography, saalitagery and airborne scanner
data. Users can add annotations, vector GIS layetsymbols, and can create a VE
with significant realism by adding texture to 3Djexdis. By using mouse control, it is
possible to navigate through the VE, exploringeteht points of view — as if the user
had the freedom and eye-sight of a bird — and ¢orcethis movement to create a
movie. ERDAS improved the LoD algorithms in orderminimise the effect when
presenting complex polygons in the DTMs. The sofevean render datasets with
different resolutions that can be merged togetinethe same visualisation. The
screenshot shown in Figure 2.6 is an example aeflteeproduced by the software.
Some advantages offered by ERDAS include:

* Terrain Database Export — the software can expgwt dbjects and their
proprieties to VRML, OpenFlight (OSG Community, 200and RAW
(Wikipedia, 2008c).

» Performance Setting — the users can control thitgaad performance of the
system to the level that they would like to achieve

* Animation Tool — the user can create movies sinmgaaircraft flight paths,

ground vehicle routes, shipping lanes, etc.

VirtualGIS is a complementary package of a fulltegs named IMAGINE. The full
system is composed of: Advantage, Essential, M@&i&and Analyst.
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Figure 2.6 Textured 3-D View of Munich (ESRI, 2004p

ArcGIS 3D Analyst (ESRI, 2004b) is part of a conel&IS named ArcGIS. This is a
browser that integrates the ArcScene applicationyigmng an interface to view
multiple layers in a 3D view. With ArcGIS 3D theeaus can analyse 3D data from
several viewpoints to create a realistic perspectivaping raster and vector data over
the DTM. The release 9.0 (ESRI, 2003) can manageereely large sets of 3D
geographic data. As an extension to the ArcGIS fgsgroducts, the system allows
users to leverage the GIS analysis tool availablarcView, ArcEditor and Arcinfo
to perform geoprocessing tasks in a 3D environn{E&RI, 2003). Some of the

characteristics of ArcGIS are:

» It can work with both vector and raster data.

» It can create 3D fly-through animations.

» It can apply various effects to layers of dataluding: transparency, lighting,
shading and priority on layers overlap.

» It allows the visualisation of multiple perspecsv&@multaneously.

Figure 2.7 shows a screenshot of the ArcGIS 3D ystal
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Figure 2.7 ArcGIS Screenshot (ESRI, 2004a)

The two tools that have been introduced are a sulfsa complete GIS package
composed of several other tools. Both IMAGINE VaituGIS and ArcGIS 3D
Analyst are in fact browsers and interfaces betwbengueries made to the dataset
and the 3D visualisation. The major advantage isftlleintegration between the
packages, making it possible to combine 2D and a[x.dThe software (Sapeta,
2003) creates an integrated, real-time visual fiaterfor the analysis, mining, linking
and visualisation of geographic and related datacesuAlso, image registration is a
strong component on these tools. It enables thelugtmn of 3D DTMs with
photogrammetric works placed upon the model, priagiéxtra realism to the scene.
As cited by Sapeta (Sapeta, 2003), the next geaerat GISs with applications for
urban analyses are limitless and can include: sitiwl of emergency and disaster
scenarios, land development, police operations, nurpnning, environmental

impact, transportation planning, telecommunicati@ts.

2.1.4 Possible Solutions for a Channel of Interaction ifCEn Projects —

Academic Research

The projects presented in this sub-section are gifarésearch aiming to reduce the
problems relating to the communication, collab@matand mutual understanding in
CEn projects through new channels of interactiotwben AEC. Each tends to be
more focused on one aspect rather than others m#kamg not “total solutions” as

claimed by some commercial products.
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Kamara (Kamara J. M. et al., 2000a) describes iffieudties in establishing and
processing client requirements on concurrent CEamara, quoting Winner (Winner
et al., 1998), explains that the concurrent apgraansiders all the elements of the
product life-cycle including quality, cost sched@ed customer requirements. The
paper is focused on the development of methodaddgieenhance the understanding
of client requirements (Kamara J. M. et al., 2000)th this methodology clients’
requirements will be better comprehended by multigiinary teams working
collaboratively. The requirements are processedpmditised at the time they are
also cross-correlated against several other regemés that normally arise in a CEn
project such as: site requirements, environmentaduirements, regulatory
requirements, design requirements, and construciignirements. The output of the
system“serves as the basis for adopting a particular puoement/contract strategy,
such as design and build. This approach focuseslanifying the ‘problem’ using

methods other than design, as is usually the aasarirent briefing practice”

Ugwu (Ugwu O. O. et al.,, 2001) describes that thmiltiple-agent systems
paradigm allows distributed organizations and domexperts to be modelled as sets
of collaborating (but not necessarily co-operatiagents that interact in a problem-

solving space to achieve set goal¥he goal mentioned by Ugwu is:

...often the agreement on a product configurationt tkamutually satisfactory or

satisfying to the design team. The design teanudwed: Architect, Structural Engineer,
Steel Fabricator, Building Services Engineer, QixarSurveyor, Health and Safety
Personnel, and other specialist trades that argreshjin a given project. (Ugwu O. O. et
al., 2001)

The paper describes the early stages of a websiédion — or a portal to facilitate a
collaborative design — helping to disseminate kmolge between the multiple-agents.
Data and information processing improves the decisof the agents in a
collaborative design area. An important point ie flaper concerns the understanding
by the participants of the concepts of collaborateord ontology as well as the
functionality of the system. Even in such an envinent, agents/participants can act
like owners of the knowledge thus not using theeptlity of the collaboration
between parts. The challenges in these systems étr@nslating what experts know
as the owners of knowledge, and then to captuamsiate, and represent it using
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digital forms. The complexity of creating systenieelthis is part of the research
presented by Ammar-Khodja (Ammar-Khodja et al.,&00n this paper the research
has a focus on making actors from different parnskwcollaboratively aiming for
knowledge to be transferable between actors usinguéomated system. The paper
reviews the concepts of a Knowledge Base SystenSjKBlore refined products
systems like the Knowledge Base Engineering comgigérwhat can be produced by
CAD systems, automating design activities and orgat structure of knowledge for

the product.

Tuzmen (Tuzmen, 2002) presents a conceptual modal ditributed process
management environment in the establishment oflabayative design environment.
The tool supports remote access whereby userdglanrformation to see only what
is relevant to their work — like the activities yheeed to perform for example. Users
can create a new process definition or reuse astiegione through modifying it
when necessary. The process definitions are cordpade activities and the
relationships between them, and are linked to gatdise of CEn life-cycle. A
process-enacting service interprets the executiotheftasks completed identifying

the next one. Users are advised by the systemcbfreaw update.

Similar projects can also be found in (Mokhtar, 208ugenbroe et al., 2002,
Heintz, 2002).

Sarshar (Sarshar et al., 2002) describes severeth#émat projects like the ones
mentioned in this sub-section should address, these

* Model driven as opposed to document driven infoimnamanagement of
projects— information is not centralised/unique to everyboeshaped for the
requirements of each case.

» Life-cycle thinking and seamless transition of infation and processes
between life-cycle phasescommunication and knowledge should be shared
between phases of CEn life-cycles.

* Use of past knowledge (information) in new devekusr reuse of past

knowledge in present and future projects.
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* Dramatic changes in procurement philosophies, assalt of the Internet
new business opportunities should arise with theace of technology.

* Improved communications in all life-cycle phasdspugh visualization—
taking advantage of visualisation to improve comroation between parts
making it more effective and user friendly.

* Increased opportunities for simulation and whagifalysis— simulation can
improve the understanding that helps to predictiblty, planning and
scheduling.

* Increased capabilities for change management amdgss improvement it
is not only the technology that should improve. entioned before the
structure of the organisation must also understaaedoncepts involved, what

technology has to offer and restructure itselftfos new era.

Another approach to integrate AEC project modelspissented by Haymaker
(Haymaker et al., 2004). This researthvestigates the conceptual simplicity of
formalizing a project model as a directed acyclicagh of views and their
dependencies, allowing engineers to manually manikge cycles’ Their work
introduces an approach tfmrmalise methods to construct views for othenwseand
control the integration of a directed acyclic graphviews and dependencies as the
project progresses’The Perspective tool logs information likeources, status, and
nature of its dependencieselating to a CEn project. Engineers can composk a
reuse information from past projects creating fiparspectors”. The tool automates
or assists engineers to add more information aimgyshether all parts of the project
are integrated and making sure that all requirementhe project were satisfied. The
created prototype allows users to see and intevdbt perspectors and analyse the

geometry of the construction in 3D using VRML.

Shelbourn (Shelbourn et al., 2006) claims thatdalenges do not rely “only”
on “capturing, storing, sharing, and re-usingihformation. The paper describes the
“creation of tools that enable the development ofjamisational practices in the
construction sector to promote knowledge creatipnor to sharing and re-use,

along with the tools to support such a pro€essThey consider knowledge
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management and give reasons for the limitationhencteation and dissemination of

knowledge between actors in CEn projects. Somkeofdasons are:

* Knowledge residing in the head of single individuaPeople can move to
different projects or change some of the ideas.

» Decisions are often not recorded in documents.

* Information is only recorded at the end of the gcbjinstead of during the

events.

To improve these practices the paper addresse€-4BanD project (University of
Loughborough et al., 2001). C-Sand is driven by gbssibility of sustainability of
CEn in favour of the environment. Creating and sigaknowledge is one of the
possibilities for the project to achieve its godls. pursue this objective they report
the creation of a website portal called SMAZ. Thesults after evaluation
demonstrate that although the research would biiluse actors in CEn projects
they need to improve considerably the design ofpthréal user interface. As a result,
they report that groupwork functions are apparebéiter accepted than information

retrieval functions.

Kubicki (Kubicki et al., 2006) investigates the peoative work between
heterogeneous actors in a CEn project. The papdudies a discussion of the
dynamic of a CEn project especially in the constomcphase and the difficulty to
create rules when new actors (contractors, secuetg.), objects (material,
equipments, tools), and documents are in constaanige. Eventually, requirements
and coordination become informal and ultimately regfistered:

Coordination activities have to determine elemgntanstruction tasks and their time
sequence. Planning has to take into account res®(inctman and material) and technical
constraint{Kubicki et al., 2006)

Kubicki quotes Brousseau (Brousseau and Rallet, )168%he challenges faced in

the codification of actors’ activities in CEn projs:

The random nature of the activity, the singularureements of CEn projects and the
participation of actors from different sources mdkécult a precise codification of rules
of interactions. In addition, the effort to repmelsprocedures in a codified way is not
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justified because of the transient nature of refeti As a consequence, coordination
procedures implemented in construction are relgtifew formalized. This does not

mean that written contracts do not exist, or tim& tegulations do not define certain
coordination procedures. This means that any tamtssubject to greater margin of
interpretation in the industry (Brousseau and Rallg95).

The paper (Brousseau and Rallet, 1995) concludegfmyting the achievements in
the designing of an assistance tool for cooperagingineering. A first prototype
called“Image.Chantier” is an assistance tool created to coordinate ttesdain of
meeting documents between actors. The tool canadgpersonalised access to
information”, meaning that actors receive only the relevanbrméation for their
work. The tool is based on a web browser view wabr split windows: Gantt
planning view, 3D mock-up, text, and graph. Thedews are dedicated to different
users such as architects (with focus on 3D visat@tis) and coordinators (with focus

on documentation/organisation).

Kathleen (Liston et al., 2001) also argues thabracshould concern themselves
only with what is really important to share as mf@ation. Such sharing should
happen only when time requires it and tools shdxddmore specific instead of
broadly designed to accommodate all cases. Réwzarevaluated the difficulties for
actors to share information when using conventigpagler-based meetings. It was
estimated that actors spend more time trying to thredinformation than explaining it
to other actors. The situation improves considgradtien the meetings are hosted
within a Computer Automatic Virtual Environment (€E). Information becomes
more interactive and easy to find. A large and etharisualisation between AEC
helps to keep them focused on the meeting andralsmves the interaction between
them. The disadvantage is the limitation of esaéptioject information available that
can be disseminated. The final evaluation was oétimgs with product model
support. This technology pursues the compatibdftgdata between different packs of
software used by actors making data more consistedtreliable (updated). The
major disadvantage is:

Pre-defined semantic models are unlikely to supalbthe information needs by multi-
disciplinary project teams because each projecdxd@e address a unique set of
requirements, which require the generation of ptegpecific information views to

address project-specific decisions. They (the n®)ddb not yet scale to the multi-
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disciplinary, multi-phase, multi-objective, and ttipie level of detail nature of projects.
(Liston et al., 2001)

The paper describes a project called iRoom. Theraetive workspace is composed
of interactive touchscreens, notebooks, projectiaser pointers, etc. The meeting
room accepts a range of options (at the hardwamed)léor inputting and outputting
information. The software controls the informatimaking it easier for it to be shared
between meeting participants. Information is autiically updated and replicated
when users select an item in one of the many ssrédre results suggest that users
are more focused on relevant information than legkior answers in their own

documentation.

Complex building designs and the challenges of u8iDgtools between actors
from different design teams has been studied by(lKw et al., 2008). The paper
describes three case studies where companies lshar® information between them
to implement a CEn project. Usually, companies dbhave the same set of software
solutions often leading to file incompatibilitieadagiving rise to misunderstandings.
Problems start to increase when the complexityhefdtructure in construction can
not be clearly represented using 2D graphs (som®anies are still using 2D-only
graphs for representation) giving an opening forbignties in interpretation to
emerge. The lack of a common channel of commuicabetween the platforms
used by constructors and designers can also leadack of coordination regarding
subsequent changes to the project. Ku has alsadtgdd the reliability issues when
companies share the same project. Such barriefom@one company to redesign a
model increasing the chances of mistakes and misstagielings due to transcription

errors.

Scheer (Scheer et al., 2007) describes the resdtained when several
professionals involved in a design team workedat@tatively using a system called
“System for Project Managementleveloped at the Federal University of Parana —
Brazil. The system logs into a database of informmativailable for exchange with
other actors; in addition, users can extract infdram of particular interest to them
(such as personal projects, activities and tagks. actors from the design team did
not have any previous experience in using suchstdldiey were trained to run the

system and encouraged to use it. Results of thiiai@n report that some of the
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actors either did not fully understand the toottwey were not willing to use it, thus

showing a moderate optimism in the potentialityhaf system.

2.2 Preliminary Conclusions Regarding the Reviewed Pr@cts

Although companies usually claim that their produate the “best in the market”
(82.1.1) for a range of solutions, the papers mteskin 82.1.4 showed a different
reality. Researchers still need to address a nurobehallenges to implement a
system that can help enhance communication, colébor and mutual
understanding between those involved in a CEn grojéhe review also makes clear
the difficulties in introducing/implementing infoation and communication
technology to a company where actors are alreaclystmmed to another culture. The
situation can get worse when the solution provideds not attend to the users’ real
desires (Peansupap and Walker, 2005, MathiesoKeaihdL998, Nitithamyong et al.,
2007).

In a survey conducted by Nitihamyong (Nitithamyoeg al., 2007) of 82
companies evaluating 14 different project managensgtems — application
management providers concluded that benefits amngelil to “strategy, time, and
communication’” Benefits like “cost savings, quality improvement, and risk
management’still need to be improved — although (Khanzodd.e808) argued the
opposite, at least with regard to the cost and tsaeings. In a collaborative
environment system there are also risks to be Gakuliregarding the coordination of
distributed products as explained in Qiu (Qiu ef 2007a, Qiu et al., 2007b). To
know more about the limitations of implementing néechnologies in CEn
environments the author recommends Peansupap (egnand Walker, 2005) with

an extended list of papers reviewing the subject.

In general the products and research papers pegsabbve are mostly focused
on management with a specific targeting of indagsrs. Although they can work
collaboratively they are mostly limited to the offiarea. Researchers seem to have
forgone an exciting opportunity to develop new texbgies between online and

mobile CEn actors to the next level. Chapter 3awsi some of the technologies that
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may help to address some of the issues concermligecand mobile applications

working in CEn environments.
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Chapter 3

Technology Review — MR and GPS

As mentioned by James Vandezande (Autodesk IncQ820 “Design and
visualisation is an important aspect of a projest @eople are driven by the visual
experience of the architecture™This statement is particularly true for a projeased
on the visualisation of VE in complex areas likenCEEange (Lange and Bishop,
2005) quotes Bruce (Bruce et al.,, 1996) when dsnogsthe importance of
visualisation. They estimate th&0 percent of our impression of our surroundings
comes from sight”Back to the three keywords of this thesis thekwmmesented by
Lange indicates three bullet points very closebatssl to the focus of this project.
Lange and Bishop summarise the idea of visualisasfollows:

o0 We want visualization to give us the opportunityst®e, experience and understand
environment changes before they occur.

0 Through the ability to share their experience ammtemtial for exploration,
visualizations will help communities (of whatevered to build consensus and to
make decisions about their future.

0 The relationship of people to their environmerd isey contributor to environmental
decisions and visualization can help us learn rabrait that relationship. (Lange and
Bishop, 2005)

From a MR perspective, CEn and Architecture aregeised by the wide field of

applications that can be created (Woodward et24lQ7a). Tools based on MR
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concepts are a natural medium for AEC professiaiaéxpress ideas, manipulate 3D
objects in real-time, explore VEs from different lsgand stages (Bouchlaghem et
al., 2004). The next natural step is the convergdetween those research findings
presented in Chapter 2 and AR systems (Woodward, @087a).

This chapter makes clear the potential use of M& gpecially CMRS in CEn
projects. The following sub-chapters introduceaew of MR and related work with
direct or indirect applications in CEn. In this rewi we aim to introduce some
emerging technologies that might fill the “gap” eddy indentified on Chapter 2.

Broadly speaking these technologies are referred tdR.

This chapter also introduces an overview of the epterelated to positioning
systems — an important component of AR systenis.rlobt intended to include an in-
depth description of the techniques required tcegge positioning information but
an overview of some of the techniques used to eafey outdoors users in VE. The
text introduces three usual GPS methodologies warehcommonly applied in AR
systems: stand-alone GPS positioning, DGPS and BPK- Since this chapter is an
overview of the applications of positioning systessme previous knowledge about
the subject is required. More in-depth researchr @RS can be found in Appendix
A.

3.1 Mixed Reality

MR is commonly understood as tteeamless integration between the real world and
a virtual world” (Novak, 1999). As shown on Figure 3.1, MR is a geneoncept
involving both AR and AV running from RE to VE.

3.2 Virtual Reality

The term VR was first coined in the 1980’s by Jatanner (Brate, 2002). As
mentioned in Koleva (Koleva, 2001), the term MR vpaisposed by Milgram and
Kishino (Milgram and Kishino, 1994) in 1994. Theypticed that the term VR is
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being used not only for full synthetic environmehta also for all kinds of computer

generated scenarios that combine the real and Mwturéds.

Milgram and Kishino proposed the Virtuality Contimauto demonstrate where

each of the concepts lay (Figure 3.1).

| Mixed Reality I
Real P Virtual
Environment Augmented Augmented Environment
Reality Virtuality

Figure 3.1 The “Virtuality Continuum” (Milgram and Kishino, 1994)

The RE, on the left side of the diagram, is defibgadVilgram and Kishino based on

the difference between real and virtual object®eting to three different aspects:

* Real objects are any objects that have an actuatig existence. Virtual
objects are objects that exist in essence or effettnot formally or actually.
Real objects can be viewed directly. Virtual olgatiust be simulated.

* In order to be seen, virtual objects must be swisleel and then projected or
displayed by an electronic device. Just becausmage “looks real” does not

mean that the object being represented is real.

Milgram and Kishino developed these aspects oin plager, defining real objects by
means of a sort of counterproof. Even though tHeyified that VEs and REs are
much more comprehensive than visual perceptiomettsea tendency to work with

examples focused on vision.

The VE, on the right side of the Virtuality Contimau diagram (Figure 3.1), or
VR, are both concepts that can be found in thealitee as:an experience in which
a person is surrounded by a three-dimensional cderggenerated representation,
and is able to move around in the virtual world asek it from different angles, to
reach into it, grab it, and reshape i{fNovak, 1999). Brooks (Brooks, 1999) suggests
that: “a VR experience is any in which the user is effety immersed in a
responsive virtual world. This implies user dynagoatrol of viewpoint? It must be

clear that a VR experience is not only related i®on and viewpoint. There are
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environments where stimulation of the haptic, audltactory and palate senses also

exist. All the five senses can work together orasately.

Aside from these concepts, there are three key wortstter understand the VR

theme: immersion, interactivity and involvement.

* Immersion — The idea of immersion comes from thesagon of staying
inside the environment, which means being part.dfhis key word depends
basically on the quality and accuracy of stimulatdrthe five human senses.
It could be achieved by a high graphical resolubarthe scene with textures,
shapes and simulations to make it very similar toatwis known in the
physical world, for example. Very accurate devicesld be added to it,
enabling the user to forget that they are connecteda computer. Such
devices must be fast enough to update the chahgesenough in order not
to be perceived, and ergonomic enough to allowdfveeof movement.

* Interactivity: In his report, Pinho (Pinho, 1999%eenplifies a VE where the
user can visualise, handle and explore in real-tathéhe features of the VE
without a rigid control of these actions. The us@plies his natural and
intuitive movements to control the VE. The intenaty is not only related to
the object but it is also completed with other ssafrthe system and virtual
agents. They share the same senses of space,qaesehtime.

* Involvement: In the same report, Pinho (Pinho, }@#&cribes the motivation
of the user inside the virtual world. The user bame an active situation when
there are interactions or engagements between atkers or existing
elements. A passive situation is always possiblenwere is not mutual or

reciprocal action (between users or existing elés)an the VE.

3.3  Augmented Reality

If the intention is to overlay a perception of thetual physical and real world with
images, sounds, smells, haptic sensations and terg@ted by a computer system, the
terminology used is named AR. Azuma (Azuma, 19%)eghe following definition
AR:
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AR is a variation of VE, or VR as it is more commportalled. VE technologies
completely immerse a user inside a synthetic enument. While immersed, the user
cannot see the real world around him. In contrAg,allows the user to see the real
world, with virtual objects superimposed upon omgosite with the real world.
Therefore, AR supplements reality, rather than detefy replacing it. (Azuma, 1995)

In AR systems, the perceptions can be increasdeéaeased. Besides adding objects
to the RE, AR also has the potential to remove th&numa, 1995).
It is possible to differentiate between VE and ARallows:

* VE is a situation where the user is in a place outtexternal contact. That is,
if the VE has the focus in audio, for example, tiser will not listen to
anything directly from the external world. The sdugenerated is digital. A
cockpit of an aircraft simulator is an example oE.VThe user has the
sensation of being contained in the VE.

* The integration of current information and compuwenerated (digital) data
in a designated area is the concept for AR. Thisbwoation supplies the
user’'s necessity of information that can not be@eed at the moment. The
added digital data can represent information frbm ast, present or future.
The inverse could be achieved by taking out infdromafrom the RE. An AR
system can, for example, capture sounds from theaREreproduce it in a
directional 3-D VE with a partial inclusion or eslon of the audio.

3.4  Augmented Virtuality

Milgram and Kishino (Milgram and Kishino, 1994) emplified the concept of AV
on the right side of the Virtuality Continuum diagr (Figure 3.1). The concept
proposes integration of information retrieved fréme RE on the VE. Schnédelbach
et al. (Schnadelbach, 2001) presents an examplanofAV application in the

Augurscope project (see 83.6).
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35 Collaborative Virtual Environments

As mentioned before, one of the main goals of tiesis is related to the aspects of
collaboration between the users of the system. écessful co-operation between
actors in a CEn environment is achieved easily wiveht regulated and managed
than when developed for a self-contained entityci#éed on (Churchill and Snowdon,
1998): “in ‘real world’ domains, collaborative work invols considerable complex
information exchange. Individuals need to negotisttared understandings of task

goals, of task decomposition and sub-task allocatowl task/sub-task progress”

Therefore, collaboration does not mean that thee gomplete agreement of the
parts involved on the progress of a task. Peopienheae different points of view over
a resolution of a task for instance, disagreeingame topics, but because they are
also looking for the same welfare, the dialog dr&ldo-operation must have place for
the mutual understanding. No one holds the trutra l€E and neither is there
imposition of a perspective on a person. Thereusual respect and a well-balanced
division of tasks. Thus, it is important that colb@ators know what is currently being
done and what has been done in the context oakegoals (Churchill et al., 2001).

Collaboration can be observed in several ways insoarety: personal contacts,
gestures, body expressions, work groups, lettaslgphone calls are just few
examples which could help to achieve a common ddake recently, computers
have been used for the creation of CVE, digitalatgs” created over a net of
computers where collaboration and interaction eréaks between users. Each space
has a connotation that constitutes a “place”. Wtegithe users the opportunity to
understand the activities performed on the enviemnas well as on the real world.
The places are created to support multiple groupsldeing multiple activities. As
in the real world, people (or the users on a CVaiext) understand that even without
straight relations the spaces and places are depemd their actions, behaviour,
social skills, manifestations, etc.

According to Churchill (Churchill and Snowdon, 1998hurchill et al., 2001)
CVEs are explained as:
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CVE's represent the computer as a malleable spaspacén whichto build and utilize
shared places for work and leisure. CVE providerein or digital landscape that can be
‘inhabited’ or ‘populated’ by individuals and datmcouraging a sense of shared space or
place. Users, in the form of embodiments or avatams free to navigatthrough the
space, encountering each other, artefacts andoflfgats and are free to communicate
with each using verbal and non-verbal communicatiomough visual and auditory
channels. (Churchill and Snowdon, 1998, Churchidle 2001)

The users that explore a CVE are not restricted tiesktop PC. CAVE, wearable
computers and PDA, are some examples where CVibeahared and explored by
the users.

Greenhalgh (Greenhalgh, 1999a) mentions some comaha@nacteristics on
CVEs:

» Computers spread over the planet are connected aometwork sharing the
same CVE. The system can be distributed over aanktw

» Collaboration can be done in different ways likestires, audio, video, etc.

» The idea of space or world is conveyed to the uJdrs users soon understand
the boundaries of the VE and the context of thegla

» Users are represented, in a way, as a form ineg® E in order to make them
visible. It could be a textual representation assidone on Multiple User
Dimensions/Dungeons (MUD) or as an embodiment éayat humanoid
representation on 3D environments. Often the usesms choose a
representation that is appropriate to the VE.

* VE is a free space for users to freely go and egplihe environment.
Certainly, the VE has a virtual boundary delimitithge space. Depending on
how detailed the VE is, the users will need to eesfpasic conventions of the
physical world, such as walking over a lake, gostigaight through a wall;

thus, marking the internal boundaries of the system

The text above reviews Mixed Reality and all consdgpat shape this technology.
The next natural step is the creation of CVEs whisers could exchange information
inside of a VE. The following paragraphs explorensoof the common features that

can be found on CVEs.
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Natural and Spatial Communication

The idea of natural and spatial communication isnected to the knowledge of
where users are positioned in relation to othetstarobjects. In the real world, for
example, a simple look around can give to persaugim information to identify the
approximate number of people in the place, whdigseally close to whom and who
is not, where are located in relation to the plaa®] surrounding obstacles. This
“glance” over the area that surrounds him is caieeeto the knowledge of space and

time.

The CVE should support natural spatial communicatgased on the knowledge
of space and timé€,...gestures, posture and speed of movement cons$giaunsl
unconsciously convey information such as availgbflor conversation, interest and

intended actions{Greenhalgh, 1999a) .

The paragraphs above reveal two important poinbsieGVES. The users of the
VEs must have at least an embodiment. This gersetiaéenotion of space and time.
Comparing two extremes, both 3D and textual CVEoWwithe same principle. On 3D
environments, the perception of scale or obstaslése most notable way to know if
another user can be reached or not. On textual GhMiabited by objects, the user
knows if what is being said is reaching the otheysa “proximity sensor”. On a
richer scenario, space and time are revealed thrtheginformation of the object and

places that surround a specific user.

The second important point is the support of bodywaments. A CVE can only
offer this possibility if, and only if, the embodént of one user can be observed by
the others. In the real world, a good percentageunfcommunication is done via
gestures, movements, expressions, level of voweuc of skin, transpiration, etc.
Currently, much of this “communication” can not pevided by CVEs. However,
simple movements are already integrated on thesydh MASSIVE-3 (Greenhalgh,
2000b) the embodiment of the user has its head dbwime user is not actively
interacting with his avatar for a few minutes. Fdher users sharing the CVE, it
indicates that the person represented by the awvatatbe is not in front of the

computer.
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Sharing Context

As cited in (Churchill et al., 2001) ‘shared context can mean many things; it can
mean shared knowledge of each other’'s current itiesy shared knowledge of
other’s past activities, shared artefacts and skagavironment”.

Collaboration is based on sharing. When a gestudomne or an object is shared
“not only do they become the subject of commurocakietween users, but also the
medium of communication(Churchill et al., 2001).

Peripheral Awareness

When a person is driving a car, the environment swasrounds the car provides
enough information for the driver to know whethersi time to brake or push the
accelerator pedal. What the driver has is a natamdl spatial communication that
must be shared with all potential hazards thatosunal him. If the traffic light turns
red and the cars in front stop suddenly, the perglhawareness lets the driver know
if it is feasible to avoid the car taking the othane. In a fraction of time, several
calculations must take place, such as: velocityhef car, distance from the car in

front, condition of the other lane, break distantéhe vehicles behind, etc.

Hughes et al., cited on (Churchill et al., 200bjserved that co-located workers
maintain and make use of an ongoing awarenesseocétlivities of others with their

environment, even when not explicitly co-operating”

For further information Benford (Benford et al.,9%9) discuss some of results

achieved with CVEs supporting people’s natural alogkills.

Negotiation and Communication
Churchill (Churchill et al., 2001) explains that:

Conversations are crucial for negotiation and compation about collaborative
activities. Collaborative work requires the negidia not only of task-related content,
but also of task structure in terms of roles antiviies and task/sub-task allocations.
(Churchill et al., 2001)

The exchange of information through limited numbébody gestures (vision) and
voice (hearing) has been developed with promisasglts in CVE. Such approaches
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always enhance the comprehension of what is belreged. Wearable tracking
devices like (Xsens, 2008, Ubisense, 2008) are pbemmof how gestures can be
added to VE.

Freedom of Movement
Another premise of VE is freedom of movement. Thera can often explore the VE,

maintaining the autonomy of their acts.

Eventually, multiple view points can be exploreaistead of being restrained by
the embodiment’s line of sight, other shots cantdken from “virtual eyes”. They
could be placed on specific points, either follogvimr not the embodiment

movements.

Extra powers (flying, diving, etc.) can also beegivto the embodiment with the

objective of turning the VE flexible, enhancing terspective of collaboration.

Large Number of Participants

The size and complexity of the VE added to the nemadb participants suggests how
powerful the computational system is in the backgh Usually CVEs are complex,
with thousands of polygons to render and textuvesdd. Video and voice channels
are also included on the system’s performance.it®dg on Greenhalgh (Greenhalgh,
1999a) the final advantage of CVEs from the perspectivealiaboration is that
there is a clear potential to support extremelygkarnumber of simultaneous
participants”.

As a reproduction of the real world, a CVE systeastronly pay attention to the
strict necessities of each user. If an embodimemplaced on a room with some
furniture spread around and is talking with a ceupf other users, there is no
requirement for the system to render the wholedingl for the three users. The
system spends resources on what is relevant for eser — this process is also called
Level of Detail (LoD) (Singhal and Zyda, 1999). Aged on (Greenhalgh, 1999a),
“...it allows them to be aware of and to interact lwd relatively large, continuous

and consistent subset of the total environment”
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3.6  Related Projects

As presented in the previous sub-chapters, MR p&m and wide area of study. The
concept can be applied to many areas that needtdgpret information, which is

sometimes not easily understandable by chartsedablmbers, text, etc.

A selection of projects was chosen to exemplify MdiR, and in especially VR,
can help CEn actors perform their works. Althoughme of the examples introduced
at this first moment do not have a direct relatioth CEn application it is imaginable
that they can be adapted to this area. This sefedibased and presented using the

following criteria:

* From VE to AR — the overview covers a spectrumesearch from VE to AR.
This approach was used to demonstrate the limit&/Bfand when AR
becomes a necessity.

* Visualisation Modes — from computer screens todargncave screens for 3D
visualisations. The examples cover the idea of floevVE can be visually
explored. This includes the use of HMD devices f& groposes.

* Collaboration — some of examples are for userscexyg the VE on a
computer screen without direct interaction withestkisers. There is no real
sense of presence inside of the VE. The informat&onbe shared but not the
VE. The examples progress up to where users cam shirmation in a
collaborative way. Users can share the same pHysitand virtual space at
same time that they collaborate over the informatina is being presented.

* Positioning System — previous research shows difterapproaches to
calculate the position of a user, especially whemdaars. This survey
exemplifies how researchers suggested the resolufopositioning. The
examples are focused on GPS solutions once thssstissworking with this
methodology for outdoor positioning.

From numerous projects surveyed, the following gutg were chosen for review as

representative of the state-of-the-art.
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* VizSims (Delaney, 1999) — Applied to Oil Exploratie Petrobras.

* TerraVision Il (Reddy, 1999).

* VizSims — Gamming on Urban Planning (SC3000.COM8)9

* Shiodome CyberDome (Masanori and Sawada, 2004).

* Cyber Walker 2001 — Wisteria World 2001(Tamura, 2000amura, 2001b).

» Towards Outdoor Wearable Navigator (Tamura, 20&kdph et al., 2001) —
Air Hockey (Tamura, 2001a) — AquaGauntlet (Tamu@f12).

e Studierstube Augmented Reality Project (Interactidedia Systems Group
Institute for Software Technology and Interactiyest®ms Vienna University
of Technology, 2004).

* Columbia University AR Projects (Columbia Univeysifomputer Graphics
and User Interfaces Laboratory, 2004b).

e Tinmith (Piekarski, 1999, Piekarski, 2001b, Piekar2001d, Piekarski,
2001c, Piekarski, 2001a, Piekarski, 2002).

* The Augurscope (Koleva et al., 2001).

* Augmented Reality for Subsurface Data Visualisa{iRaberts, 2002, Roberts
et al., 2001, Evans, 2001).

* ARMobile, ARONSite, ARWebCam, ARPhone (Woodwardlet2007a)

VizSims — Applied to Oil Exploration — Petrobras

Delaney (Delaney, 1999) describes in his papeclantdogy that helps find oil faster
by using a 3D interactive visualisation. The devamdlects data from the ground
based on acoustic imaging and has its patent dade#t to 1923 — US patent
no.1451080. Initially, these devices used stripreers to record the acoustic signal
that bounced off from underground rocks. Soon, tbmber of acoustic receivers
increased in order to give a better idea for Petnol Geologists of what they can
expect to find on a possible oil-bearing grounde Tig issues were the volume of
data captured by the acoustic receivers and theereaused by the reflection of the
signal by the subterranean structures. The dataallyspresented as layers of
information in 2D charts, was improved in 3D chaxith the quality limited by the
skill of the geologist, the quality of the data dhd time available.
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In the late 1990s, computers were powerful enowghandle huge amounts of
data in real time. 3D charts were substituted byirBhersive environments where
data could be analysed and explored from diffeegles, and teams collaborated
with each other. Delaney (Delaney, 1999) cited ibhoft Director of the Virtual
Environment Technology Laboratory at the UniversifyHouston — described the

rationale:

No one person owns all the knowledge. You have diveix people who work together
to manage a reservoir. They have different vocatmdand knowledge. If you put them
together in the same data, they communicate béfetaney, 1999)

The researchers of the Brazilian Oil CompaPRgtrobras have worked with the
previously described system in order to help geastegand engineers to explore oil
on deep ocearfsWith the data from the layers of the ocean gro@idlimages are
projected on concave screens. Stereoscope glagsde the sensation of 3D objects
“flying” in front of the research team, thus allowi the discussion of ways to
perform a new perforation. The system runs on agxQmith 5 Central Processor
Units (CPU) IP27 250 Mega Hertz (MHz), 8 gigabytésRandom Access Memory
(RAM) and a graphic board InfinityReality2E. Eventiwthe high cost of the
equipment and the area where the visualisatioer®pned (estimated at that time in
U$2,000,000.00 USA dollars), the cost of positignem oil platform in the ocean
along several days is even higher. With this sydtesy know exactly where the oil
platform should be positioned according to the atioudata received. Figure 3.2
shows a selected number of layers of informatidtected from the deep ocean to be
analysed byPetrobrasteam. Different colours represent distinct soyiels found by

the survey.

Figure 3.2 Potential Oil Field — Petrobras

2 This was observed during my visit to this compang000.
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The system explores an idea created around 191 Rbginald Fessended received
a patent for hisSMethod and Apparatus for Locating Ore Bodiewhich also used
acoustic energy to makeup underground formatiorslafizy, 1999). Nowadays,
users are placed in a collaborative environmentdreates a synergy of knowledge,
dramatically cutting time and budged needed toyaeah block of seismic data, in

some cases from months to hours.

TerraVision Il

Reddy et al. (Reddy, 1999) describe the browserraVésion that uses the
potentialities found in VRML. Their research creht¢he Tile Set Manager
Application Program Interface (tsmApi) where theginted out four fundamental

design criteria to develop the browser to explovetaal terrain:

» Scalability — the browser must support large andlsdata sets.

» Composability — the browser must support multiglees of geo-referenced
data such as images, cultural features, etc.

» Efficiency — the easy navigation to explore the Wi a standard VRML
browser must be maintained or a customisationgaired to further increase
the navigation efficiency.

» Data Interchange — the development of generic dgieesentations for geo-
referenced data in VRML.

TerraVision Il (Reddy, 1999) was created as a smiub retrieve and merge massive
volumes of remotely located data, including aeaiad satellite imagery, topography,
weather data, buildings and other cultural featugesh data can be terabytes in size
and could be recovered from multiple servers actiosdnternet. The interface to the
data used by TerraVision is GeoWeb, a distribuesattchable database of metadata
also created by the Stanford Research Institutd) (@Bup. TerraVision Il constantly
gueries the indices for any relevant data in theecdirview. The system starts the

most suitable interface depending on the kind afuwhegta returned from GeoWeb.

In order to handle massive data sets TerraVisiaods not download the whole

high resolution data once, but instead employsed thultiresolution data hierarchy.
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The data is divided in rectangular tiles over agearmf resolutions creating the
sensation of LoD. This implementation avoids thansmission of dozens of
megabytes over the network, leaving the whole sydi@ster even when working
with highly accurate data. The browser interpretd predicts the user's movement
over the data and manages to download only theegubkst four tiles in a higher
resolution. The process is repeated if the usetsatanexplore more information from
a specific area. Unlike VRML, this approach avowmgerspending huge network

communication or system processing.

The system allows the user to explore a data setigh multiple windows from
different points of view or different combination séts. Three-dimensional models
can overlay the terrain data adding extra inforaratn the visualisation. Features
including buildings and roads, and even simulati@iswind vectors and air

turbulence can be added.

Other features of TerraVision Il include (Leclert a&., 2002): open source,
massive scalable dataset, multiple datasets, garettipport, OpenGIS Consortium
Web Mapping Server support, flight path, viewpdomtokmarks, heads-up display,

documentation and cross-platform.

Figure 3.3 shows an example of a TerraVision Il liappon. The image
represents, with a resolution of one metre, Ung&ates Geological Survey (USGS)
imagery and elevation for the Menlo Park area. &d¢ltimensional VRML model of
the SRI Campus was superimposed by a texture-m@pceed from aerial imagery
(SRI International, 2002).
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Figure 3.3 VRML Model of the SRI Campus (SRI Intermational, 2000a)

Figure 3.4 shows an example of an application ece#trough different sources of
information. The view shows an area of Southerrif@ala with a high resolution
image inserted around the Camp Pendleton area aW®RML model of wind

conditions for that region.

Figure 3.4 VRML Wind Vector Overlay (SRI Internatio nal, 2000b)

As described on (Leclerc et al., 2002)e high performance system enables the user
to browse massive, rich, distributed terrain; viembedded multimedia data; and

collaborate with other users in the virtual 3D spac
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VizSims — Gamming to Urban Planning

Another example of how far an urban simulator careasy to understand is the game
created by Will Wright titled SimCity. Wright stad the project in 1985
(SC3000.COM, 1998) and released the first compgaene simulation to accurately
model a city in 1989. On a CNN online interview Wilright explained:

...In the first two years | worked on "SimCity," Idguite a bit of research and read 20
books at least on urban planning theory. In additio that, we did a fair amount of
research into simulation techniques. And for that neersion of "SimCity" (2000), |
spent quite a bit of time talking and meeting witlirious people who had expertise,
including city planners, police administrators, leibworks people, teachers, etc.
(SC3000.COM, 1998)

Nowadays, SimCity is a VizSim urban simulator pldys millions of people around
the world. The players can delimit the virtual ceas where industry, shops, rescue
teams, etc. will be placed. Roads, power plantsemsupply are also allocated and
placed by the players. The high graphic resoludod the dynamic way that the
virtual city evolves contributes to a sense ofitgaFigure 3.5 shows a virtual city

named Olympia created by CityScape.

Figure 3.5 SimCity — View from Olympia (CityScape2004)

Shiodome CyberDome
Apart from 3D digital environments being explorech @womputer screens,
stereoscopic visualisation presents another pdisgifor users to be immersed and

surrounded by 3D objects.
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Matsushita Electronics Hemispheric Dome — Shiod@yberDome — is one of
the largest immersive projection based VR systamtbhe world. The users receive a
pair of polarised glasses at the beginning of ttesgntation. The dome is a hemi-
spherical screen of 8.5m in diameter, displayintheousers a Field of View (FoV) of
180 degrees on the horizontal and 150 degree akr@n the background, there are
18 liquid crystal projectors, one master Personai@uter (PC) and 18 rendering
PCs computing the 3D environment.

The high quality stereoscopy projection makes daepermatch between the
screens projected by each projectdhe software-based distortion-correction
technology does not require an expensive speaial lend the projector placement,
expressed in parameters, enables projection onearsddome of any size (Masanori
and Sawada, 2004).

In a visit to Shiodome, the author could experietita the illusion of being
immersed in the VE is convincifigin one of the possible applications, the users ca
explore part of a city going between buildingsests and submerging into a river.
The sensation is that of a real 3D scale environmemtdered in real-time and
commanded by a logical and simple user interfabe. ilterface consists of a ball on
a stand where just half of the sphere can be sd®a.control allows the forward,
backward, left and right movements, without any \podovements from the user,
who faces ahead exploring the environment by moyusg the sphere. Around the
hemisphere there is a disc that controls the maglk left turns. Finally, a stick shifts
the view up and down. Everything is easy to undexstand control, so that users are

confident enough to have a close experience andtopulate it.

Figure 3.6 shows a layout of how the CyberDome do@nd where the
participants are placed. The users are free tmexphe 3D VE and to contribute new
ideas based on what they see. If the visualisaiorlated to a new urban plan, for
example, the engineers, architects and the otloeipgrinvolved can maximise effort

to find a better solution for ongoing problems.

% Based on my visit to this complex on December 2003
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Figure 3.6 Shiodome CyberDome Structure (Matsushit&lectronic Works Ltd, 2003)

Figure 3.7 shows three different users’ interfacedntrol the movements inside the
VE. Each interface is strictly related to the apmto where the 3D VE is being
applied. The frame on the left illustrates the hatkerface explained previously. On
the middle and on the right, respectively, a virtualk and a scooter ride are

explored as interfaces.

Figure 3.7 Shiodome CyberDome User’s Interface (Matshita Electronic Works Ltd., 2003)

Shiodome CyberDome is a huge state-of-the-artfaxtercreated to explore 3D VEs.
As mentioned on Virtools (Virtools, 2004), the cagplication of this CyberDome is
the "VR Environmental Project Support TgoWhich is used for reviewing and
consensus-building in CEn and urban developmentaje@s by construction
companies, engineers, planners, designers, residamtl users. The range of

applicability is unlimited, as are the ways to explthe user’s controls over the VE.

Cybercity Walker 2001 and Wisteria World 2001
The Cybercity Walker 2001 by Tamura and Kotake (Uiean 2001a) uses AV
technology to generate a large-scale virtual Citye basic idea was to equip a car

with several sensors, including seven video camenags roof. The cameras were
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distributed around a circle on the roof of the twaprogressively record images at the
same time that the car is driven around the cibe ®ther sensors indicate the car’s

position and the angles that the images are beiptyed.

The visualisation is done on a widescreen projedtian can change the point of
view when the user simulates walking on the stoeelriving a fast car. The velocity
of the projection depends on the amount of foreg ihbeing applied to the controls.
Virtual buildings can be added to the scene foy pianning purposes and virtual

tours.

Another example introduced by Tamura is the Wiatéiorld 2001 (Tamura,
2001a), which incorporates MR functions into apedsence system. Instead of using
pre-captured images, the users control a remowovidmera pointed at a 1/87 scale
model. The scale model is precise enough to resembtity. The simulation of
walking and bird’'s eye viewing can be seen on a sagEen projection. As the
previous project, virtual buildings can be addeth®scene.

Both projects work with widescreen projection amath e easily associated with
CEn applications. Some enhancements, such as telogment of a dedicated
hardware to render the images and a robust refistracheme can also described in
the paper (Tamura, 200la). As illustrated on secBo®5, the advantage of

projections on widescreen is noticed by the nunolb@eople in the audience.

Towards Outdoor Wearable Navigator - Air Hockey - AguaGauntlet
The projects discussed so far have introduced WEsugh computer screens or
widescreens with or without stereoscopy. The foitmpsections will explore projects
related to AR. Even though some of them are n&elinto CEn applications, they are
helpful to exemplify the basis of the research psgal of in this thesis.

“Towards Outdoor Wearable Navigator” (Tamura, 2Q(atoh et al., 2001) is a
mobile system where the user is equipped with a HMD optical fibre gyro, and a
portable PC. Instead of the users being tracked B®PS receiver for example, they
announced a system that uses vision-assisted reggiat to adjust the drift of the

optical fibre gyro and presently performs with omiethe best spatial registration
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accuracy in the world. However, the users can wigyalise the environment on pre-

surveyed places. There is no flexibility to walk@and exploring the VE.

Applications including the insertion of new featsirever specific points in the
city were demonstrated in Tamura and Satoh (Tan20@la, Satoh et al., 2001).

Tamura and Yamamoto (Tamura, 2000, Yamamoto, 1988pduced the
experience of a case study of collaborative AR.yTdeveloped the AR Air Hockey,
a game where the players hit a virtual puck withletgon a table. Thanks to a see-
through HMD, the players can recognise the oppdmanbvements (on the real
world) at the same time that they see the virtualkp A sensor and a camera are
mounted on the HMD to register the user's movemeAfser recognising the
player's movements, the system produces the behawidhe virtual puck and shares

the information on a VE.

Tamura (Tamura, 2001b, Tamura, 2000) also commamta multi-player MR
entertainment entitled AquaGauntlet. Their objectives to create a system able to
support more than three players, multiple virtulajeots, occlusion between virtual
and real, special sound effects, gestures’ recognietc. The players’ movements are
logged through magnetic trackers positioned ortHl® and on gloves. The HMD is
not a see-through type but a block view. The reslirenment is recorded by a
camera placed on the HMD and then blended on théaf&re it is displayed on the
glasses. The gloves track the arms’ movements,hndnie recognised by the system,
resulting in different actions to attack the vitto@onsters.

These three projects exemplify the multipurpose afs&R. The project entitled
“Towards Outdoor Wearable Navigator” only works @elimited areas of the city.
The users always need to stop over a pre-surveyssdmant. Then the users need to
tell the system which base point they are steppovgr. By choosing this
methodology, there is no need of a GPS receiveritiRogoints on the research

presented by Tamura and Satoh (Tamura, 2001a, 8a#&bh 2001), are as follows:

* The wearable equipment is considerably light.
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» There is never the problem of GPS signal beingkadd®r multipath
distortion.

e There is no need for radio links to use DGPS or FIlKS.

However, there are also the following disadvantages

* The users must stop at one of the base pointgar ¢o identify their location.

* The system does not allow the exploration of caltabive environments.

Air Hockey and AquaGauntlet are two examples of s&y®tems which allow the
exploration of CVE. Users are immersed on the gsysiee to the large amount of
interactivity and involvement between players ahd bbjects to be hit. Another
positive aspect is the development of interactiothie VE through recognition of a
user's arm movements. In AquaGauntlet (Tamura, RGo0example, the users have
three gestures commands: ready, fire and defenaeler to attack virtual jellyfishes,

sharks and rockets.

Studierstube Augmented Reality Project

The Studierstube (Columbia University Computer @Grep and User Interfaces
Laboratory, 2004b) is a system that interfaces msnaad VE in a CMRS context. It
was named after the study room where Goethe's famloaisacter, Faust, tried to
acquire knowledge and enlightenment. This systesrblean widely explored over the
years, having been involved in around forty prgeetccording to its website. The

most relevant ones are described below.

The Mobile Collaborative Augmented Reality is ateys created to combine 3D
computer generated stereographic images, interactioth virtual objects,
collaboration and data sharing between the us&asdisary or not). The application
integrates a see-through HMD, a web camera, amtatien sensor to be placed on
the user's helmet, a notebook, a pen and a tabit markers (Reitmayr and
Schmalstieg, 2001). Based on ARToolkit (Human fatee Technology Laboratory
at the University of Washington, 2004), this sysi@ocesses the images captured by
a camera looking for specific targets. The systeerlays the recognised image by a
virtual object every time that it recognises a ¢drg
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The user’'s movements are also recognised by themsyirough the cameras and
acted over the virtual objects. In one scenari@ phlyers with different points of
view sit at a virtual chess table and manipulateugl pieces. The Studierstube is the

platform used by the players to share the VE.

Reitmayr and Schmalstieg describe a CMRS for outdoavigation and
information browsing (Reitmayr and Schmalstieg, 2004rhe equipment used to
perform the AR system outdoors does not differ miwo the one presented on the
previous project. Additional integrated hardwarensists of a GPS receiver and a
wave-LAN network adapter to enable communicatiotihai second rover user. As an
example of the application, they developed a tbougisde: the system helps the
tourist by indicating the best route to visit irgsting locations spread in an area of

the City of Vienna, and provides access to usefiormation related to the area.

Information about the city is presented to the sigedifferent ways on the HMD,
working as an enhancement or complementary infoomatver a building, images or
even text. The users interact with the interfaceuph a 2D touchpad placed on the
user’s belt or carried as a handheld. All the dewviconnected to the notebook are

managed by the Studierstube, as the collaborativeament.

I
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Figure 3.8 Additional Information Overlaying a Historic Building
(Reitmayr and Schmalstieg, 2004b)

Figure 3.8 depicts an AR view of a tourist attractoverlaid with extra information.
The yellow shapes indicate that more information ba acquired about the site

through the user’s interface.
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Figure 3.9 illustrates a box containing text anéges supplied through the AR

visualisation when the yellow shapes shown on @8 are explored.

On their website (Interactive Media Systems Grougtilute for Software
Technology and Interactive Systems Vienna Universit Technology, 2004) it is
possible to explore other projects. There are e¥esnipvolving: AR aided surgery,
AR locator for publications in a library, VR slig#dhow, occlusion in collaborative

augmented environments, etc.

int_181T172M1_

Figure 3.9 Additional Information Explored by the Users (Reitmayr and Schmalstieg, 2004c)

In the collaborative AR for outdoors, introduced Beitmayr and Schmalstieg
(Reitmayr and Schmalstieg, 2004a), the authors iorenhe low accuracy on GPS
positioning. The problem could be reduced, but camnpletely solved, once the
DGPS feature is enabled on the receiver (see niangt ¢his subject in 83.7).

Columbia University AR Projects

Columbia University (Columbia University Computeraphics and User Interfaces
Laboratory, 2004b) has introduced an AR project edi@paceframe (Webster et al.,
1996). The project is a test bed of a spaceframstuaction aided by an AR system
that indicates which piece of a collection shouldrBnipulated in order to assemble
a diamond shape. The pieces look very similar, geimg confusion about which

should be handled by the users. The hardware ueadists of a see-through
stereoscopic colour HMD with integral headphones andntation tracker. The

position tracking is provided by an Origin Instrume DynaSight (Origin
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Instruments, 2002) optical radar that tracks smalD targets on the HMD
(Columbia University Computer Graphics and Useeflisices Laboratory, 2004a).
The system uses verbal or textual instructionsuiolega user to a pile containing
required parts. It sends confirmation through abae reader on whether the user has
the correct piece, as well as indicating how teadde the component. At the same
time that the audio and text instructions are cgadeto the user, a virtual object is

positioned where the frame should be placed.

Feiner (Feiner, 1997) also described the Touringhvee, created to combine 3D
graphics of AR with the freedom of mobile computifitpe hardware design is based
on a DGPS receiver, a see-through HMD, an oriemtatracker, a notebook, a
handheld PC and a radio modem. This project wa®ldped under the Mobile
Augmented Reality System (MARS) concepts (HOllet€99).

The application scenario in Feiner’s paper (Feih®87) introduces a user who is
wearing the equipment and is standing in the midéiéolumbia University. Around
the user, buildings are labelled with virtual tedisplayed on the see-through HMD.
The interface between the user and the systemmpased of a menu displaying a set
of options. With the help of a touchpad, mountedtlon back of the handheld, the
user can select the options that give informatielated to the buildings around,
departments and the user’s location. Finally, thesen option is sent as a Uniform
Resource Locator (URL) to a web-browser runningtenhandheld. The system can

communicate via wireless with the web-servers teecbhny data that is not cached.

If the user stops for a short time in front of alding for example, the label
displayed on the middle of the screen changes fjay to yellow and then to green,
opening a second menu bar, which offers more lalisut the place. When the
building is selected an indicator remains pointatgthe position, then it changes
colour, from green to red, if the user’s head tumsre than 90 degrees from the

target.

The system runs on two different platforms: the E&BIE distributed VE
infrastructure, based on Modula-3 (Dagenais, 20@9xhe outdoor backpack system

and its indoor simulation version, and Java/JavdSIh Microsystems, 2008) for the
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indoor desktop and immersive user interface, ad a®lfor the main database
interface (Hollerer, 1999).

Improvements made in related projects, including ghsitioning of labels and
information on the VE, are described on Bell (B&D01). The distribution of
information and annotations inside the VE needbeddlisplaced in a way to avoid
self-occlusion. Excess information can also caum&usion (Javvin Technologies
Inc., 2009) in the VE, making it almost impossibtenavigate through the real and
virtual data. The paper describes the study oftipméng of the information, size,

transparency, priority, etc.

Hollerer (Hollerer, 2001b, Héllerer, 2001a) intreéd in his paper the early
stages of an experimental mobile AR system thatl@yspechnologies to position
the users in indoor and outdoor areas. These temfiesl include a ceiling-mounted
ultrasonic tracker (used on covered areas) andkx®FS system for open areas. For
areas out of range of both systems, he describedesults of the development of a
dead-reckoning approach that combines a pedomaterodentation tracker with
environment knowledge expressed in spatial maps aocessibility graphs.
According to the example cited in his paper (H&fte2001b), the results achieved
with the combination of pedometer and inertial ot@ion tracker were strongly
disturbed by the magnetic field inside of the butdi In the second example, an
inertial orientation tracker was used and the tssuére more convincing, apart from
the linear degradation of the orientation inforroatdue to drift. Finally, good results
were achieved when using the combination of pedemetertial orientation tracker
and environment knowledge. The system is based oram of the area where the
users is walking. It checks whether there is thssjimlity of a collision or if the

directions given by the sensors are just noiseszhbyg orientation drift.

Spaceframe (Webster et al., 1996), is an exampndhR system designed for
potential industrial applications. Any kind of sititln where the users need to
integrate their skills with instructions providegt B machine can be shaped on the
base of this project. Examples of its applicatiog: @automobile industry, aerospace

industry, CEn, etc. The system is being modifiedstppport more than one user
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working on the same frame in real-time, as statedtle website (Columbia

University Computer Graphics and User Interfacdsolcatory, 2004b).

The Touring Machine (Feiner, 1997) introduced ana&dlication with a suitable
user interface. The evolutions described on Bed#ll(B2001) and Hoéller (Hollerer,
2001b) complements the issues of an AR system wthereGPS signals are not

available.

Tinmith

The Tinmith system (Piekarski, 1999, Piekarski, 20(Riekarski, 2001d, Piekarski,
2001c, Piekarski, 2001a, Piekarski, 2002) fromUinéversity of South Australia is a
complete architecture project developed for AR pegs. As a wearable system, the
equipment attached to the notebook does not difiech from what has been

previously introduced in the other AR systems.

The main differential is in an interface approaemed Tinmith-Hand. Custom-
made pinch gloves are used to control a finger-redppenu through sensors placed
on the tip of the fingers. The menu system handight complex pre-programmed
tasks displayed in the bottom of the see-throughDHMIso on the extremity of the
thumb in the gloves there are two targets (two kstplares with a symbol painted in
black and white) that are recognised by the systeough to ARToolkit's (Human
Interface Technology Laboratory at the University Washington, 2004) image
recognition. The images captured by a web camenantad on the user’s head are
analysed by the system. Each time that ARToolkibgaises the target it calculates
the position according to the tilt sensor, alsac@thon the user’'s head. Figure 3.10

shows the wearable system.
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Figure 3.10 Tinmith Wearable System (Piekarski and’homas, 2002)

With the glove’s targets locked, the user can exptbe enhancements achieved by
Tinmith-Metro (for outdoors environment) and TinmWR (for indoors
environment). Tinmith-Metro (Piekarski, 2002) allwsers to capture the outdoor
design of a building and its structures using beyamchs reach manipulation
techniques. Through Constructive Solid Geometry GCShe users can shape
complex objects using their hands. The results banachieved from unions,
intersections, or differences between primitive @)ects (as pyramids or spheres,
for example). The user has a choice to positionsatetct the object using 2D or 3D
techniques (Piekarski, 2002). If the object to bsigned is more complex than can be
made with the primitive forms, the users have thgoo to use théinfinite planes
technique” (Piekarski, 2002, Piekarski, 2001d). Two exampales given in order to

clarify how the user can design the objects:

* Given the location of the thumbs (Piekarski, 200Qg system overlays
registered 3D axes. At the same time, a 2D flasauis overlaid on the top.
After the user has positioned the cursor with laisds it is possible to activate
the select mode using one of the pre-programmed @ifered in the menu.
The users create a virtual mask that superimpbsesetl object selecting one
point for each corner that shapes its boundary. flaee created can be
extruded in order to be modelled, with the sameedision of the original, or

assembled with other planes created during theegsoc
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* A 2D cross-named eye cursor is displayed in thdreeof the see-through
HMD. The user needs to match the cross with theassrof the object and

select the point. The final result is an objectwiitegular shape.

The process to acquire the planes is repeated thetilvhole building is modelled.
Once set, the planes can be grouped in just oreztohind processed to be combined
with another one. When the model is completed MBes fed with the new virtual

object.

The Tinmith-VR system is used for indoor environtseand has the same

modelling techniques offered by the Tinmith-Metystem.

As cited on Piekarski and Thomas (Piekarski, 20@28, graphical quality of
objects created is largely limited by the accuratthe tracking hardware employed.
DGPS has been used for positioning, with a claimecuracy that ranges from 50

centimetres to 5 metres.

Augurscope

The Augurscope (Koleva et al., 2001) has been dpeel at the Mixed Reality
Laboratory (MRL) as part of the Equator (Equat@0%) project. It is a portable MR
interface for outdoor use, supporting both AR and A

The Augurscope is a wheeled stand designed to eguipment involved in the
positioning and display of the VE. On the basehef wheeled stand there is a CPU,
which is powered by batteries, which are coverea Ispell. Arising from the centre
of the base, an arm supports a screen which furetis a window to the VE. This
small platform is movable. A compass and a tiltseenare used to give the
orientation of the Augurscope. A DGPS receiver dales its position. The sensors
are integrated on the screen of a CPU that hasve-iw&N card transmitting the
information to the computer placed on the base.ddia are computed, rendered and

then re-transmitted to the display.

The system has an attractive and user-friendlyrfate which facilitates the

manipulation and exploration of the VE. The usens manoeuvre the wheeled stand
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with the advantage of not having to carry any eogipt in a backpack. Figure 3.11

shows the Augurscope.
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Figure 3.11 Augurscope (Benford et al., 2003b)

Currently the project has its test-bed at Nottimghaastle, where users can see and
explore how the outdoor environment of the casths w the past. For each direction
that Augurscope points the user can see the wallsses, and towers that were once

placed there.

Two potential applications for the Augurscope apeitural heritage and
environmental planning. In terms of planning, itilwbbe used to explore scenes from
the future as a consultation over designs for neudimgs, transport systems and

other public facilities.

The Augurscope is marked by its design. It is asyda-handle device, which
almost invites the users to play with. iThe intuitive handle allows even children to
manipulate it. If the user does not like to use wheeled stand the display can be
detached from the stand arm’s support. Becausm®itsnunication is done via wave-
LAN with the base, the display always stays withiange of the wave-LAN

transmission.

4 Based on a demonstration on October 2003
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The display tilt has been exaggerated so that\eryesensed degree of tilt two
degrees are rendered (Benford et al., 2003a). ibadily between 20° to 45° the
camera pulls upwards. At 45° (the limit of sensiblevement), the camera tilts to
90°, raising several metres into the air giving al’bi eye view to the users. This
procedure not only masks the limits of the tilt senas well as helps the users to

locate areas that were not yet explored.

The lack of accuracy of the DGPS was substitutedrbinterpolation between the
previous point and the actual positioning. Thusthweach three or four metre
movement the system computes the new positioniogiristance, if the user moves
only one or two steps and stops, the system ddesongpute this change of position.
Whereas if the user pushes the trolley two morpssend again stop, the system
identifies this movement, not as a drift of the [B58ystem, but as a real change of

user’s position.

Augmented Reality for Subsurface Data Visualisation

The Institute of Engineering Survey and Space Gepld&SSG) (IESSG, 2008) and
the School of Chemical Environmental and Mining iBegring (SChEME) have
developed in cooperation a prototype of an AR sysdeming to show the location of
underground pipes for engineers and workers inebivea excavation. As cited in
Roberts (Roberts, 2002), the risk to a worker akisty a live power cable is very
high when there are no plans describing what laygeuthe ground. This situation
has already claimed eighty six lives and causecerti@an three thousand injures over
the last ten years — based on a study conductatieoyAutomobile Association of
Great Britain in 1997. Even if 2D-charts exist, thman be misinterpreted, and the
cost per day at digging a hole in the street i&.hig

The developed system integrates RTK-GPS and anidhé&ravigation System
(INS), enabling centimetre-level positioning acaytaApart from the receiver, which
weighs 1.2Kg, the other equipment involved is Vegit and compact, which makes
the whole set suitable to be carried in two smatiks. Figure 3.12 shows the RTK-
GPS receiver placed in the user's backpack. Anothack then contains a
minicomputer connected to a pair of digital gogglasradio antenna, a digital

compass and a tilt sensor.

73



Figure 3.12 AR Sub-Surface System (Roberts et a004)

Slightly different from the see-through HMD, thegidal goggles have a camera on
the front, where the RE is recorded. The imagesived from the camera are placed
as textures over a digital rectangle, wide andefayugh to be set as background on
the VE. Between the background and the user’'s WeWE is positioned also as a
digital image, respecting the angles of the compé#issensor and RTK-GPS
positioning. Figure 3.13 shows the VE projectedrdlie RE.

Roberts mentions two other applications for thgjgmt, which have been tested
in a talc mine in Luzenac, France. The first ide#oi supply information through the
goggles that is not easily visible for workers e imine, such as faults, aquifers, old
workings, obscured rock surfaces, etc.

The second idea is the visualisation of a grid wité geology of the terrain

superimposed on the mine face and the visual loeati different minerals found but
not extracted from the ground.
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Figure 3.13 VE Projected over the Real EnvironmenfRoberts et al., 2004)

It is clear that the system, with its focus on subface work, could be used in the
same way to explore any sort of AR environment. &u#hor had the opportunity to
test the equipment. The system passed the impreskizeing sufficiently precise for

the proposed objective.

ARMobile, ARONSite, ARWebCam, ARPhone

The Technical Research Centre of Finland (VTT) wdrlover several researches
exploring VR and AR in CEn applications. In the papWoodward et al., 2007a)

they document the use of applications like ARMgbAOnSite and ARPhone in the

planning and construction phases of VTT’'s new hdhdes named Digitalo.

Using basically off the shelf hardware devicessistem allowed users to explore
a VE outdoors. For the positioning perspective theport the use of image pattern
recognition through ARToolkit (Human Interface Taology Laboratory at the
University of Washington, 2004) placing big printethrkers in the streets to be
recognised by the system. This solution is combite@nother system that also
indentifies other features in the RE to help twiite the system — when markers are
not detected.

ARMobile (Figure 3.14) is a system created over miature PC enabling
rendering of 3D models, adding new features ott lgghusting in real time. The paper
describes the enhanced version of ARMobile calleROASite (VTT, 2008,
Woodward, 2007) that does not require markers ttopa outdoors AR but a GPS.
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With this system, users are able to place feat{iresa building) in a specific place
using Google Earth (Google, 2006) and exploreiitgithe AR system.

Figure 3.14 ARMobile (Woodward et al., 2007b)

ARWebCam (Figure 3.15) is an experiment based wel camera placed over the
roof of one of the buildings that surrounds the twmasion of Digitalo. The system

had some knowing land marks and superimposed Vireges of the new building

during the construction phase. Users could comfgaeactual development of the
construction with what is really done or how thaga will look after the conclusion

of the works. The video streamed from VTT's websteeady contained the VE

blended, making no requirement of an extra softwatbe users side.

Figure 3.15 ARWebCam (Woodward et al., 2007c)

ARPhone is a prototype of a system aiming to defiveR models in pocket devices
like mobile phones. They are expecting to deliveDy view of objects in real time

once such devices become more powerful and comratwebn people. Users will
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need only to point the phone camera to the placeenie building is being planned

to see how the environment will look in the future.

3.7  Reviewing the Positioning System

As already demonstrated in some of the projectgewad in 83.6 the positioning
system has a high degree of importance with regaréferencing the outdoor user
inside the VE. The more accuracy is provided by gbsitioning system the more

reliable the positioning of the VE will be when plisyed on the AR display.

The review of some of the positioning systems helpsto choose the best
approach to be used during the implementation ©f phoject. High accuracy in
positioning is one of the elements that shouldriegrated alongside several other
requirements that are introduced in 84.1. The ¥ahg paragraphs gives a brief

review of some of the positioning systems thatlwamsed in AR systems.

3.7.1 Mobile Phone

The main advantage of using a mobile phone fortiposng is the availability of the
service and the size of the handheld device. Mdftilenes are connected to one or
more antennas wherever the service is availabigdenor outside buildings. The
coordinates are calculated through the triangulatib8 or more antennas and the
accuracy is based on the number of antennas tagihtbne has in its range (Gomez
M. et al., 2002). The signal can be affected by th&tortion along its travel

transmission depreciating the accuracy of the coatds.

3.7.2 Wi-Fi Triangulation

Wi-Fi triangulation can use either the tags distielouin a delimited area, or the
reference of pre-surveyed wireless points on theet. In both cases, the places
where tags or the wireless points are, must bespneeyed. The use of the tags gives
more accuracy to the system, but it is limitedte area where they were placed.
They are normally used as positioning systems insidielings. Nowadays, wireless

points are common in places with high density dices due to the price and
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practicality of the system. The same happens inltiea@areas where houses have
more than one computer. However, that does notrosten middle and working

class areas are surveyed. The result is a posigaystem with very poor accuracy
because of the lack of wireless points. The systerds at least 3 tags or wireless

points to calculate a coordinate.

3.7.3 Self-reporting

Self-reported positioning (Benford et al., 2004)msed on the users saying where
they are. They explicitly add a new input in the mldevice each time that they
move. This kind of positioning has as its majoradigantage the lack of freedom for
users once they have to interact constantly withstystem knowing exactly where

they are.

3.7.4 Global Positioning System

Among the positioning systems available, GPS isdhe chosen for this project.
Between many factors, this project looked for atesysthat could attend the

following pre-requirements:

 Accuracy — a positioning system that can provide rdioates with
approximately 5cm in real time.

* Infrastructure — the coordinates should be avasldbt user needs with no
more than two sets of equipment — if possible #ference equipment would
be substituted by augmented systems. Each setecam far as 20Km distant
from each other without affect the transmissiontlué corrections of the
calculated coordinates. The system should not reguiy extra methodology
as: triangulation, cameras for partner recognits@averal cell signals, etc.

* Availability — the system should work 24h days,a¥sl week in any weather
condition. The signal for the system should worlewer occasion that there is
clear view of sky, even in remote areas.

* Dimensions and Equipment Weight — the equipmentlshbe portable and
light.
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The GPS was primarily designed to provide worldwitigantaneous positioning to
US military and allies. It was developed by the tddiStates Department of Defence
(USA-DoD), and it reached Full Operational Cap&pilFOC) on 27 April 1995.
GPS is operational 24 hours a day and as a pasmtieod it allows a very large
number of users. At the moment there are twenty-operational satellites in orbit
(United States Naval Observatory, 2005). Thereddferent techniques to handle the
GPS signals for civilian use. Each technique hasnbaevised to fulfil distinct
necessities of the user with different equipmemifigorations and at varied costs.

Stand-Alone GPS Positioning
GPS receivers can be single-frequency (trackingy dril) or double-frequency
receivers (tracking both L1 and L2 frequenciesddpends on the hardware, on the

embedded algorithm and on the type of antennaatiean the set.

The receiver in stand-alone mode uses the sigraits GPS satellites to compute
position without any sort of correction coming frasther receivers or geostationary
satellites. As any other receiver, it needs att ldeesGPS signal from four satellites to

compute its three-dimensional position.

The limitations of single-frequency GPS when useth VAR systems are well
known and perhaps one of the main frustrationsABr researchers is when the
positioning system cannot achieve the desirabl@racyg. It is often observed that
researchers who need centimetre precision iniraalwould wrongly choose to use a
modest set up of equipment. As introduced on suptehaA.l, the number of
variables that would cause errors on GPS is langech makes single frequency

receivers unable to produce results with good awogyuon positioning in real time.

Differential GPS — DGPS

DGPS is by far the most frequently used positionsystem in AR system

development. There are handheld GPS receiverseomérket able to compute and
transmit DGPS corrections. Some of them are chieape lighter when compared to
the receivers that will be introduced in 83.11. éwchng to Roberts (Roberts, 1997)
“DGPS was developed to increase the accuraciesuthinothe elimination of the

clock, atmospheric and orbital errors”
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With DGPS positioning we will normally refer to mdeers called base stations
and rovers. The base station is placed on a pxeged coordinate known as a base
point. As the name indicates this receiver is $¢ditic on the base point, calculating
and transmitting the GPS corrections for the ravéte rover is the receiver that
changes its position from time to time. A rover @muént could be a receiver that is

being used to guide a person, a car, an airplane &R system for example.

DGPS is the most used methodology, perhaps becaosteof the medium priced
sensors available in the market already come with feature. There are also an
extensive number of libraries on the Internet ttah help researches to create a
network of base stations and transmit correctiorthé rovers. With the complement
of additional software, it is possible to explofes thardware of the receiver and
extract information that is not often availableamlinary users. However, this takes
time for configuration and eventually the final uqthe coordinates) is not as good
as when using RTK-GPS.

Real Time Kinematics GPS - RTK-GPS

RTK-GPS receivers process both L1 and L2 frequenemking exclusively over the
carrier phase. As cited in Bingley (Bingley, 2003jigh precision relative
positioning requires the use of the carrier phasée first step to obtain the carrier
phase is to remove the timing codes from the sighalwith the pseudo-range, the
phase is also contaminated by errors related tokciynchronisation, ephemeris,
ionosphere, etc. For more details in the technigiee®loped to model or minimise
these errors the reader is referred to (Kapla@6,18quino, 1992).

A solution for applications where high accuracy andvement are essential
involves the use of a carrier phase base methodikas On The Fly (OTF) Integer
Ambiguity Resolution as cited on (Roberts, 199'hisTmethod runs in real time and

as explained by (Roberts, 1997):

the positioning can be established whilst in tleddfiand any poor reading and data can
be rectified and taken again. The raw data mayeberded, in addition to the positions,
and the positions computed by post processing udififerent variables and options as
well as forward and backward processing. (Rob&@37)
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This method requires more expensive equipmentrifpared with the GPS methods
suggested previously. The main advantage is thienoeine level of accuracy in real
time. To set up the RTK GPS, the coordinates c#farence point are necessary to
transmit the corrections for the rover receiveriéinity of up to 20Km is the limit of
the range in which the corrections from the st&mRS receiver can be effectively
used. The limit is based in the differences thaldoccur in the troposphere over the
reference and the rover stations. Such differermmdd make the corrections
transmitted not appropriate, resulting in a pogphation for the integer ambiguity.

Differently from the DGPS positioning system, RTIléquires at least five
satellites and transmits, from base stations torspvet only timing-code corrections
but also the corrections for possible solutionstii@r integer ambiguity. This solution
can be based on stochastic estimation procesgaurgin the Hatch filter (Yunchun
Yang et al., 2002) and there is a wide number afhods and variation aiming to
improve accuracy and reduce the time to computénteger ambiguity. In any case,
the solutions go through a mesh of ambiguous cortibmarejecting all those with
higher residuals and selecting the smallest. Ifentban one solution suits the final

answer the algorithm computes the next epoch’s data

Details of RTK integer ambiguity resolution are beg the scope of this thesis.

Further reading is suggested in (Yunchun Yang.e2@D2, Roberts, 1997).

This thesis adopted the RTK methodology for positig. It is a fact that this is
the best positioning method for real time. Even giothis could be the main reason
for using it, this thesis also evaluates the achged and disadvantages of using this

method. Some of the advantages that can be medtwitieout further research are:

* The high accuracy can be achieved using only alemfgeceivers.

» Usually the receiver falls back to DGPS when tlgmal's lock is lost. In this
case, the positioning error increases but the sykeeps running.

* There is the possibility to use augmented postigisystems.

* Top of the range equipment are not cosmeticallyediht from receivers

enabled to compute DGPS only. The size, weightshiaghes are the same.
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The disadvantages when compared with other sysiesns

* The price of this technology is currently far higltlean any other.

 RTK-GPS system requires the GPS signal of fivellgate at least. If the
receivers are being used on narrow streets orgiome with poor satellite
constellation (low or high latitude) the results ynaot satisfy the user’s
necessities.

* Items of top-of-the-range equipment are heavy -uahd?Kg and big — the
size of a shoe box. The antenna is not embeddé#teteeceiver, forcing the
user to carry a pole for the antenna or a backpaitkan adapted pole. There
are a few cables that need to be connected andatbery consumption is
higher than in small devices, which make them nmegstronger and heavier
batteries. The final pack becomes more expensivause of the high-
technology embedded in the peripheral equipmenterras, for example, are
highly sensitive for dual frequencies. The user inlngsaware that in order to
carry this equipment, he needs to have a bag #Hratarry the antenna, the
receiver and batteries without damaging the equippime

Table 3.1 complements this chapter showing theesysthat were introduced on this

thesis and the average accuracy in each of those.

Table 3.1 Different Positioning Systems
Positioning System|  Accuracy Comment

Mobile phone 30m to 500m| Good precision is onlyi@edd when 16 cells are being
tracked at once (Gomez M. et al.,, 2002). Only few
mobile phones can do it and Global System for Mopil

Communication (GSM) modems.

Wi-Fi Around 20m This system is based on a preesyrand in areas well

populated with Wi-Fi spots.

Self-positioning precise The system is based orspreeyed points taking th

[}

freedom of the user to explore the digital envirenm

Single  frequency 5to 20 metress Minimum of 4 satellites and cleay &k better GPS
receivers (CIA signal reception.

code)

Single  frequency < 5m vertical| The receiver requires a special chipset that eadble

receivers using and < 3m| acquire augmentation signal as EGNOS or WAAS.
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augmented systern

nhorizontal

double frequencies)

(CI/A code) 95% of time

DGPS (C/A code) 2 to 5 metres Same as above buirirg|two receivers.

RTK-GPS Centimetre Expensive technique. The system requires at least 5
(carrier phase -+ level satellites available to calculate it's coordinate.

More about GPS methodologies can be found on Appékd
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Chapter 4

Requirements, Users, Design, Hardware

and Software Overview

The market is experiencing a technological revolutand this process can make
companies fall easily behind in their adoption afjhhtech solutions. Currently,
communication in CEn projects is sometimes possiyy through traditional
methods which means that 2D sketches remain verghnm use (Woksepp and
Olofsson, 2006). As a result, new technologies l@g introduced slowly and
gradually in CEn companies (not only because ofitestment required but also
because of the uncertainty about the right tectgyotbe company should invest in).
Consequently, VR is becoming the first natural stepe explored. As mentioned in
(Bouchlaghem et al., 2004):

VR models are one way to improve information harglli communication and
understanding in construction projects. VR offersnatural medium for the users
providing a three-dimensional view that can be malaited in real-time and used
collaboratively to explore design options and satiohs of the construction process.
(Bouchlaghem et al., 2004)

However, in a near future it is not difficult to &agine AR systems displaying BIM

information for outdoor users (Woodward et al., 2Z80Woodward, 2007).
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In Chapter 2, it has been shown, (among other $ppiat the apparent focus of
research projects and commercial products haslbeged to 3D visualisation where
actors can easily indentify problems and find ausoh (Khanzode et al., 2008,
Brousseau and Rallet, 1995). This is particularbe twhen investigating complex
buildings where 2D representations become inadegikat et al., 2008). It is also
possible to state that the solutions presentediddtethe demand of general project

management and coordination but are mostly lintiveithe office environment.

Chapter 3 introduced MR and all the other concéps surround it. It has also
revisited a number of research findings with a eyrsovering the spectrum from VE
to AR systems, including both indoor and outdo@uwlisations, as well as different
kinds of positioning systems. The survey in questias helped shape the solution
proposed by this thesis by helping to create a murabrequirements that this project

should be addressing.

The following paragraphs will expand on how thigdis aims to achieve the
enhancement of communication, collaboration andualutunderstanding using
CMRS.

The structure of the Chapter is framed as follows:

* Requirements — we introduce the requirements abtotype of a CMRS
based on the projects and products presented ipt€ise and 3.

e User groups — a sub-chapter introduces those whddwae interacting
with the system and where they are located.

» Design overview — creates bridges that integrateesoithe technologies
reviewed with the requirements being proposed. désgn clarifies, in
broad terms, how the system is implemented.

» Hardware — based on the specified design and eqaints, the chosen
hardware is introduced. This sub-chapter also vevithe messages that
are to be extracted from the hardware.

» Software — the platforms used to control the hardwand manage the
CMRS.
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4.1

Requirements for the Proposed Channel of Interactio in CEn

The projects and commercial products reviewed inp@ra2 and 3 have confirmed

that even though the technology in general has beaoore accessible and despite

the fact that some partial solutions to enhance neonmication, collaboration and

mutual understanding already exist, rarely do tbeglore the possibility of CVEs

between office and field actors.

Based on these reviews and the challenges faceddearchers we understand

that a research project that aims to use CMRS @Ea context should provide

solutions addressing the following requirements:

Communication — this thesis aims to investigatéhbarbal and non verbal
communications. Users should be able to talk asynicady. They should be
encouraged to ask and to answer and especialbatdrtheir own conclusions
about what they are exploring in the VE. The redeas focused first on
whether actors can comprehend the information.

Collaboration — the second keyword for this thesmuld only be realised
once communication is already in place. Collaboratvould be said to take
place when users can help each other inside o¥Ehe~or instance, it could
happen when the outdoors user cannot find a spetefget. A discussion
about what is being presented or not can alsodamplify this keyword. As
mentioned in Chapter 1 collaboration is charaaterisy two or more people
working towards the same objective.

Mutual Understanding — this can only be achieve@¢ammunication and
collaboration had already been reached. The impcetaf the third keyword
is highlighted, for instance, when outdoor actaes @nable to understand 3D
sections of a building. Through communication ariee texchange of
information (collaboration) users can talk to eatiier and explain what each
phase of the visualisation represents to them, tmeking mutual
understanding possible.

Exploring the VE — users should be able to expilbeeVE on their computers
in standalone mode. There is no specific path tcsthbetly followed or a
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limited area available to explore. There is no needender viewpoints to
create a movie that would be presented later. Eviey must be rendered in
real time even considering the high CPU cost araityuof the images being
produced. The same is true of users exploring tBeoutdoors. The system
must support one or more users (indoor and outdouat)allow them to share
the same context in real time.

Moving objects in VE — virtual objects can be movaid any time. All
modifications are automatically reported to all essharing the VE at the
time.

Animation — very few research projects/papers noeetd the possibility of
animation and simulation. This is also an impor@spect considering it can
brings the CVE closest to the RE. Animation alsdp$ieusers to better
understand information such as wind corridors or heowarticular object
would move once it becomes operational.

Accuracy — it is necessary, not only to know exawathere outdoor users and
virtual objects are, but also to ensure that thereas much stability as
possible; in particular, the avoidance of jerkindg®ugh selecting the right
positioning methodology as well as the implemeatatdf filters to reduce
false movements. This should be available in reaé twith no limitations
such as: predetermined surveyed points, huge @meoges between the real
positioning and the calculated one, etc.

User-friendly — although the system is a prototishould be as user-friendly
as possible. Very few instructions (or none at alipuld be necessary to
operate it. Users should be able to rely on theitumal instincts when
exploring the VE. This is particularly true wheningsthe system outdoors.
For complex tasks outdoors users should have thpediagemote assistance

from indoor users.

The requirements presented above correspond ttutiosoproposed for a prototype

of a CMRS used in a CEn environment. It is natyralssumed that such

requirements are open to changes and that theskepeadent on the kind of research

findings that are being implemented.
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4.2  User Groups Concept

Figure 4.1 presents an illustration of the cormitbat it is explored in this thesis. On
the left side of the illustration there are a ceupf actors exploring the CVE and
talking about what they can see. They share thig @\th a user who is outdoors.
The actor outdoors (Figure 4.1 right side) explates CMRS though the images

projected before his eyes.

The exchange of information is achieved using an gyRtem by interaction
between actors through the use of a voice chamtktlee movements of the avatars
(human representation) in the CVE. Such interagtimnight help stimulate: the
comprehension of obscure points, the perceptiarenf ones and the creation of new
conclusions, helping actors to make decisions albat to do next in the area that is
being remodelled.

There are two main groups that benefit from thelteof this thesis: office users
and field users. Initially, these groups were n@ated to distinguish people with
different levels of knowledge in CEn. However itimagined that eventually the

combination of who is working in the system as exto the office and who is in the

field reflects different roles of expertise.

audio Iink‘CVE‘F’C audio link, inertial sensor, RTK-GPS, PC,
CMRS AR hardware

communication, collaboration and mutual understanding

Figure 4.1 Proposed CMRS
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Office User

The office user (Figure 4.1 — left side) is theoathat explores the CVE displayed on
a computer screen with the help of a standard mouséher VR interface. This actor
could be either an AEC or a customer wanting tovknoore about the new
construction. The objects designed to populate@NME are the representation in the
natural scale of everything that could be placethéRE. The actor has the freedom
to explore the CVE without restrictions. The avataght potentially be directed to
go through the objects, take panoramic views amt @y.

The first example of configuration can be exemetifivhen only office users are
working on CVE. They can explore the CVE at the sdime with the freedom to go
in all directions or move objects to reshape thelaed VE. These actors are

connected via Internet with the facility of a voeannel.

A second configuration is the CVE being exploredobyh office and field users.
Again the voice channel is available and usersim@nact at the same time that they
are exploring the CVE.

Field User

The actor that explores the RE where a new cortgirucs being built is called the
field user (Figure 4.1 — right side). As with th#fiae user, the field user is also
represented by an avatar inside of the CVE. THhd fiser explores the CMRS using
the movements of his body instead of a mouse frazoraputer. The person in the
field has with him a notebook and a positioningteysreceiver in backpack. These
coordinates are associated to the embodiment’s mewnts. A crash helmet, adapted
to fit the inclinometer and the electronic compdsgs the movement of the user’s
head updating the angles of where the avatar sHoaldat. An AR display is also
adapted in the crash helmet to alleviate the weaglet the user’'s nose. The images
generated are then transmitted to the AR displaygito the field user the view of

both the RE and VE projected before his eyes.

The AR display also provides an output for an eangh A microphone is

attached to the notebook and they are used to eoitenunication with other users.
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A wireless communication channel is used to crélagetransmission between
computers. The office user does not necessarilgl teée in the wireless range. For
instance, users could collaborate over the Interaphected to a host that is in range

of the wireless router.

4.3  Design Overview

The diagram on Figure 4.2 is a more detailed vidwhe design of the project

showing what actors (field and office users) hag hardware and software, when
the project is fully operational. The diagram aldwws how the connections are
between different parts of the system created. $ofowvare platforms are presented

in this graphic:

 MASSIVE-3 — working as the manager and renderethef CVE (formally
introduced on 84.4.2).

* Equip — working as integrator between external ceviand the CVE, controls
the data base Coordinates, and control the quanesthe replies of clients

(formally introduced on 84.4.2). These are desdribemore detail below.
As general information, each computer involved ransnstance of MASSIVE-3 and

Equip. They also have a copy of a file containimg éntire CVE and the design of the

objects that populates it.
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Figure 4.2 Design Overview of the Project — Fieldrad Office Users

The diagram above does not represent the desigh heteveen office users only.

Such diagram is presented in §85.2.

The following paragraphs go through the designhef piroject although some of
the elements of the diagram (trader, APl/comm pamd Integrator) receive
complementary information in chapter 5 due to tlregimplexity and the level of

details.

Firstly we present the left side of Figure 4.2 i@dfuser) and then the components

of the right side (field user).

4.3.1 Office User Design

As mentioned before each computer used by offickfi@id users to interact with the
CVE contains the files that populate the VE as wslthe files that shape the avatar.
Both the files are interpreted and rendered by MIWES3.

MASSIVE-3 — Office User Design

Actors can use the mouse to navigate through o€CWie. All the rendering processes
of the CVE are performed by MASSIVE-3. It contaias manager that keeps
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continuously listening for new events inside of @¢E World data base (Figure 4.2
— right side). Office users can click and hold tight button of the mouse and move
it forwards, backwards, and strengths. All these enments are logged and replicated
to clients sharing the same CVE. If the avatala@ng an object the actor can click
and hold the middle button. A ray comes from tlomffthead of the avatar towards the
object selected. The object can be repositionedniother place and angle. Such

movements and clicks are handled by MASSIVE-3.

The repository of the CVE is managed and hostedrby one of the computers
involved (Figure 4.2 — CVE World).

MASSIVE-3 is formally introduced on §4.4.2.

Equip — Office User Design
Equip contributes in different ways:

* The handling of connections between computers.
* The connection with the data base (Figure 4.2 erdinates).

* The handling of incoming data from external desice

The use of this platform is not compulsory the adfuser side. It could be discarded
with actors interacting with the CVE in a simple wdike exploring the CVE or
moving objects. However it is requested if officeersswould like that an external

device has its input logged by the Coordinates bdas.

In the diagram, it is presented the input from gbkard. To make the keys
pressed available in the Coordinate data baser@#®a — right side) some Java code
was created (see 85.3 — keystroke) to keep liggenam the keyboard. The following
steps document what happens when an office usssgs@ key in the keyboard:

1. The key pressed is read and sent through Equipiégtgn Program Interface
(API) (see 85.3.1 equip_net_trader, trader).

92



2. The key stroked is then logged in the data basgu(€i4.2 — Coordinates —
see 85.3.1 equip_data_server).

3. This new log triggers an event in Integrator (Fegdr2 — left side — see 85.3.1
Integrator).

4. Integrator processes this new information (traiglathe key stroked for the
real meaning of it).

5. Integrator updates the management of MASSIVE-3 (sg&.3.1
equip_mas3_mgmtserver).

6. MASSIVE-3 management logs the data in CVEWorld (Fig4.2 — CVE
World).

7. MASSIVE-3 clients keep listening for any changeha data base (Figure 4.2
— CVE World). When there is a change the CVE imtheodified — in this

example CMRS window and CVE window.

All these steps cover a view of the process inwteemake the system running. The
complete set of programs running as well as themctionality can be found in
§5.3.1.

Equip is formally introduced on 84.4.2.

Audio Channel — Office User Design

The audio channel (see 85.3.1 — audio_server adi gaest) works completely

independently of Equip and MASSIVE-3. The commutiazais directed between

computers through the data communication. It iy or@cessary to create a server in
both computers and to set the acceptance betweds fmaexchange the audio

packages.

4.3.2 Field User Design

The field user side (Figure 4.2 — right side) isnewhat more complexes than the
office user side. On this side there are two da@baunning as well as two external
devices being systematically checked for new inplitee configuration of the data
bases was selected in this way because historittedlproject always performed with

the faster computer in the field user side. A n@wick is placed straight to the field
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user whenever a part is exchanged (new hard drskgtance) or a new notebook is

purchased.

MASSIVE-3 — Field User Design

The CVE manager running in the field user sidexactdy the same version of the one
running in the office user's computer. Field useoslld also manipulate the CMRS
using a handheld keyboard (see 85.3) (it runs ensdime way described for office
users) and mouse. However this option proved bg difficult for users to get used
to (see 86.2.1). All the manipulation of the CVEpirformed then by users in the
office (see 86.2.2). The CVE World data base ismatically updated when a new
image is rendered in CMRS. Field users can seehthieges before their eyes through
a see-thought HMD.

The difference relies over an external applicatioat feeds MASSIVE-3 with
new information to be rendered. This applicatiotrigggered by new data arriving in
Coordinates data base logging the data in CVE woftde 85.3.1 -

equip_mas3_mgmtserver).

Equip — Field User Design
As in the office users’ keyboard interactions, dielsers’ coordinates (GPS,
inclinometer and compass) are stored in a data @r@s¢ed and managed by Equip

(Figure 4.2 — Coordinates).

Although there are two devices connected in theifEdAPl the process is
basically the same as described when an office pemses a key on the keyboard.
The RTK-GPS updates its position every second g dbe receiver. A Java class
keeps reading from the communication port every deta. \WWhen a new position
arrives it is processed and then published in #Hiaelthse — Coordinates (Figure 4.2 —
right side). The data is then transferred to theEQMorld. The same process is
performed with the inclinometer and the magnetic gass used to indicate the

direction that field user is looking — all theseps are introduced on 85.3.1.

Animated objects are also controlled in the rigistlesof the diagram. A file

containing the coordinates of where the animatgdoblshould follow is interpreted
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by equip_mas3_entitygenerator (see §5.3.1). The cewdinates are published in
the data base Coordinates triggering equip_mas3 sexyer. The process then is the
same as described when a key is stroked or a né&sva@&Ydinate is received.

Audio Channel — Field User Design

The process is exactly the same as described Wwehoffice user. A server is
established and the connection between computerg\aters can then talk to each
other with good sound quality.

4.4 Hardware and Software

The following paragraphs describe the hardware, fglaforms and interpolator
software used for the implementation of this the&$apter 5). This text goes

through these in more detail covering:

* The GPS receiver and the messages that were extraom it.

* The compass and inclinometer and also the mestagfesame from it.

* The see-through HMD and achieving parity betweéatws displayed with
what is seen.

* The notebook used to integrate the devices.

* The handheld keyboard.

* The wave-LAN set up.

* The interpolator software used to create the maafeds the survey.

* Equip.

* MASSIVE-S.

4.4.1 Hardware

In most AR projects the price of the receivers rbaya relevant factor when GPS
methodology is to be used. It is possible to buy dofew hundred dollars good
handheld GPS receivers that can compute the poditimugh the C/A code, as
mentioned in 83.9. The accuracy is around a few témmeters making this device a

useful tool when combined with a map for examplewever, such receivers are not
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good enough for the design proposed here. As destbefore, the drifts can cause

not only discomfort to the users but also a misatignt between the real and VE.

GPS Receiver

The Leica SR530 is a twenty four channel receilat tracks both the L1 and the L2
carrier phases with high accuracy and with an omeébd@TK capability (Leica
Geosystems LLC., 1999). The receiver can offer TKRnode, two centimetres of
accuracy in normal conditions of use, which is appate for the application that is
being developed. The hardware is modular but reddgrieavy when in conjunction
with the other equipment in the backpack. A mintlpavith the receiver, plug-in
battery, radio modem, radio antenna and GPS anteeights around 3.7Kg. The
radio for the RTK data transmission can be easihjnected with the receiver and the
reception is good even for long distances. Leipants that the maximum RTK range
is usually 10Km. The receiver has 16Mb of spaceiflash card. A QWERTY
keyboard, a numerical keypad, function keys, amdvwarkeys are available to the
system’s interface. There is a screen coupled thighkeyboard to activate the sub-
menus, each one with different procedures and \aear, avoiding possible
confusions or even mistakes from the user. Afterrdteiver is setup, it is possible to
take out the screen-keyboard and leave the receveeking without the risk of
accidentally pressing a key. The connection betweemeceiver and the notebook is
done using standard communication interface RS-282€ a 9600 baud rate. It is
possible to configure the messages in National méariElectronics Association
(NMEA) or American Standard Code for Informatiorteichange (ASCIl) format.
For the present project the second option was chddere details describing how
the messages are collected can be found on §5@&:1he reference receiver, a set of
two small Camcoder batteries is enough for appratéhy one hour and a half. The
short life time of the batteries is due to the feit the reference receiver is sending
RTK messages to the rover receiver via radio, winelkes it necessary to connect
another external battery for long periods of udwee fover receiver can work well for

a few hours using only two small batteries.

The AT502 is a dual frequency antenna used bothernreference receiver and
the rover receiver. With high-accuracy, it is smbdjht, precision centred and has a

build-in ground plane. The antenna orientationarequired.
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Using the system flexibilities, it was possibledonvert the output coordinates
from the World Geodetic System 1984 (WGS84) to @8umh with the help of a
small program stored in the receiver’'s memory. dbgut format chosen is the Leica
Local Positioning and Quality (LLQ). The descriptiof this format is shown in

Table 4.1 as was presented in (Leica Geosystems, [11999):

Table 4.1 LLQ — Leica Local Position and Quality

$GPLLQ, | Header, include Talker ID, message semh fReceiver
Hhmmess.ss| Universal Time Coordinated (UTC) time of position
ddmmyy, | UTC date
XXXX.XXXX, | Grid Easting, metres
M, Metre (fixed text “M”)
XXXX.XXXX, | Grid Northing, metres
M, Metre (fixed text “M”)
X, GPS Quality, “0” = not valid, “1” = GPS Navigati
Fix, “2” = DGPS Fix, “3" = RTK Fix
X, Number of satellites used in computation
XX.XX, Position Quality, metres
XXXX.XXXX, | Height, metres
M Metre (fixed text “M”)
*hh Checksum
<CR> Carriage Return
<LF> Line Feed

Figure 4.3 shows the Leica SR530 connected witrstineen-keyboard. In the same
figure: GPS antenna (white plate), radio antennactbktick), flash memory (in the
bottom of the receiver) and radio transmitter/reeewith a red label on centre of
the figure) are shown.
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Figure 4.3 GPS Receiver, Antennas, Flash Card, ariRladio

The receivers were lent and supported by IESSGhimthe know-how necessary to

supervise the use of this equipment for this ptojec

Magnetic Compass and Inclinometer

The TCM2-50, by Precision Navigation, is a venhtigircuit board equipped with an
embedded RS-232C interface on its 10 pin conng¢Ptdt Corporation, 2004, Heike,
2002). It was used to capture the movements olie®’s head through the values
calculated by the compass and inclinometer. Taldlesdows the pins and describes

its functions:

Table 4.2 Pin Function of TCM2-50

Pin Function
V Supply (BV +/-)
V Supply (6 — 18V unregulated)

Power Ground

RxD (RS232) Input
TxD (RS232) Output
Mouse Output

Data Ground

Analog Output 2

O 00| N| O g M| W N|

Analog Output

=
o

Data Ground

The RX-input is tolerant to signals from -15V to5%¥l The minimum signal
difference is +5V. The TX—output only produces & #6 +5V signal (Heike, 2002).
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The electronic compass and tilt sensor utilizesixadf 3-axis magnetometer in
conjunction with a 2-axis inclinometer (tilt sensdks the system moves and tilts, the
TCM2's strapped-down magnetometer continues to utatie accurate field
measurements. The inclinometer provides accuraté pind roll information to the
TCM2's microprocessor, which then mathematicallyrrects the tilt (PNI

Corporation, 2004). As output the device gives:

» Compass heading (360 degrees).

* Roll output (50 degrees).

» Pitch output (£50 degrees).

* Temperature output (-25° C to 100° C).

The following limitations have to be considered wheperating the TCM2-50

module in any application (PNI Corporation, 2004):

» Acceleration: earth gravity and artificial acceteya can become a problem
on situations like banking turns and take offsaaplane.

* Settling Time: after a sudden change in headingseiding time for the
inclinometer (limiting factor) is approximately 308m

* Vibration: the natural frequency of the standamddflin the inclinometer is
approximately 20Hz. Inaccurate readings occurbfation in and around this

frequency is present.

Continuous output of the circuit board draw as lsv7mA of power consumption
from the battery. A 12V battery was used and itkt@pproximately a month to

discharge.

The user is able to configure the TCM2-50 with gudtware offered by the
manufacturer based on Disk Operational System (D@&)e. After the circuit board
is configured, it can be switched off as the patenseare stored in an internal

memory.
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The description of how the messages from TCM2-80baing processed can be

found on 85.3.1The message provided by the circuit board is showrable 4.3.

Table 4.3 TCM2-50 Message

$C | compass

pitch
Roll

X — component of magnetic field

y — component of magnetic field

z — component of magnetic field

temperature

m| = N| <| X| »O| T

error code

*

checksum

Figure 4.4 shows the TCM2-50 circuit board.

Figure 4.4 TCM2-50 Circuit Board

The magnetic compass is the vector result of teodenoids displaced as X, Y, and Z
axes. The circuit is sensitive enough to compute raagnetic distortion when the

circuit board is rotated generating a new posifamthis vector. The three solenoids
are isolated from the other parts of the circuitrdaand located on the upper left side
of Figure 4.4. The tilt sensor is the small domecpt on the upper middle section of
Figure 4.4. There is a liquid that makes threestess become half immersed in this
dome. Each time that the circuit board is turnée, liquid follows the movement

allowing the difference of power in each resistobé calculated.
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See-Through Head Mounted Display
A see-through HMD (more specifically a SONY PCGless HMD) — PLM-S700

(SONY, 1998), was employed to augment the usesioni

The following bullet points indicate some charaistess of this HMD:

* The size of the projection is comparable to watghan30-inch screen from
approximately 4 feet away.

* Minimum screen resolution for PC video card: Videé@phics Array (VGA)
with 640x 400 (dotx line); 31.5 horizontal frequency kilo hertz (kHad 70
vertical frequency hertz (Hz).

* Maximum screen resolution for PC video card: Sweleo Graphics Array
(SVGA) with 800x 600 (dotx line); 53.7 horizontal frequency (kHz) and 85
vertical frequency (Hz).

» A pair of stereo earphones is provided with the.uni

» It is possible to power the see-through displayhvaih electrical socket. For
outdoors the use of a battery pack model NP-F75teexded. The charging
time is approximately 8 hours and the battery fonsip to 2 hours.

* The unit weights around 120g and is made of magnesiloy.

Figure 4.5 shows the PLM-S700.

Figure 4.5 PLM-S700

With the features described above it is possibleatoulate the Vertical Field of View
(VFoV) of the see-through HMD. This value providee angle to be followed by the

virtual camera inside the VE giving the illusionttttze VE has a compatible scale.
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Figure 4.6 shows the parameters of the VFoV.

45.72cm Diagonal €
3 76.2cm

VFoV Distance 122cm
21.22°

Figure 4.6 VFoV Calculation

The VE is projected into a screen represented éygtben (light grey when black and
white printed) rectangle, as shown in Figure 4l6e Tser’'s eye is placed behind the
lens on the centre of the green rectangle. Thesv&plored respecting this window
and the whole system must follow this guidelineonder to produce a compatible
scale sensation. The VE is represented as the btatingle shown on Figure 4.6. It
has been assumed that the user’s eyes would benlfa2érom the projector (4 feet —
the blue arrow) and the screen has a diagonal .@cti#6(30 inches — doted line), with
an aspect ratio of 4:3. These values allow the coatipn of the VFoV as shown
below (Equation 4.1):

arctany =g = 075= a = 3687°

Sin3687° = Helght: Height= 4572cm
76.2
arctang = 2286:> [ =1061°
122

B =VFoV =2x3 = 2122°

Equation 4.1

This angle is placed on the description of the icumétion file that will be used by

the VE management (MASSIVE-3) to create and mairttaé virtual camera.
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Notebook

A notebook, Toshiba Satellite Pro — 6100 (TOSHIRB02), was used in the project
to host the two platforms worked (see below) andhencreation of Java classes and
methods to make the communication between thistamexternal set of equipment.

This computer was also used to be the server oCWE between office and field

user as mentioned before.

Some of the features are listed bellow:

* 1.6 GHz Mobile Intel Pentium 4 processor with 258 bf RAM.

e 16 or 32 MB of RAM is provided for video display @ 3-D accelerator
graphic board.

e The battery pack made of lithium-ion can supplyragpmately 1:30h usage

time.

Keyboard

One of the requirements of a new project whilehia test phases is the constant
changes in the parameters and source code. Forréj&cts it is crucial to have
access to the computer without taking out all tgaigment from the backpack or
having to go back to the laboratory. The evaluatbrthe system is only possible
when it is being tested outdoors, where there &8 Gignals. Any corrections need

to be madén situ, hence the importance of an easily accessible lagbo

During the early phase of this project a desktogbkard had been used for a
while in order to access the computer. This wagpnattical because of its large size,
heavy weight and the difficulties to “carry and tymd the same time. Another
problem appeared when the Personal System (PS}2used with the keyboard,

leaving no spare port for the mouse.

The solution was found on the handheld keyboard-mtwgldler2 by Handykey
Corporation (Handykey Corporation, 2006). The dev&connected in the PS/2 port
and can manage both keyboard and mouse at the saenéNith only 16 buttons it is

possible to get a standard 101 desktop keyboard.
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Figure 4.7 shows the twiddler2.

eippim;

AN L5
Figure 4.7 twiddler2

Wave-LAN

The communication between the field and office sisedone via wave-LAN. In the
early stages of this thesis usually both compugeesnot far away from each other,
making it unnecessary to have a gateway to cortheat. The configuration chosen

was peer-to-peer wireless workgroup.

The model of the wave-LAN card used was an Orirdibeer PC Card. Orinoco
guide (Lucent Technologies - Bell Labs Innovatio2800) describes all features of

the device.

For the final evaluation of this thesis (see Chapdea wave-LAN router was
adopted. The advantage is the power of the routdrdan let field user go further
without the concern that the link could be break few metres. A D-
Link router was chose for any particular reason. fEla¢ures of this equipment can be
found in (D-Link Systems Inc., 2006).

Integrating the Crash Helmet to the System

Some adaptations were necessary to prevent delikeethe TCM2-50 from being
damaged by static shock or accidental drop. Thisuiti board does not have a
protection to avoid damages or short circuit causestatic electricity. A plastic box,
originally designed for business cards, was usgudtect the circuit board. There are
4 plastic pins to fix it inside the box and sevesalall holes in the cover to avoid
over-heating. Only plastic material was used tov@né distortions caused by metal

pieces common in boxes (like screws, for example).
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Another precaution was taken with the cable usecbtmect TCM2-50 with the
notebook and battery. This cable should be flexadnle at the same time robust. Leica
supplies a kind of cable with 5 wires inside aréihilong. This cable is the only one
in the market that has a connector that fits vhthlteica 12V battery. Two of the five
pins were used for the power supply. The remaipimg were used to connect the
circuit board with the RS232-C connector, splittthg cable in two. Even though the
battery is not too light to carry, the result wasisfactory. The advantage to use this
configuration was that the power consumption of tireuit board was very low,

allowing the battery to last for days without imtgation.

A few more adaptations were necessary to fit softbeoequipment giving more

comfort and freedom for the field user.

It was noticed that the see-through HMD becomeyg uacomfortable on the top
of the nose after some time due to its weight.h&t $ame time the TCM2-50 should
be placed over the user’s head to track its mové&sn&he solution was to cut the top
of a crash helmet to fit the TCM2's and in helmegt&ak two holders have been made
to loop a couple of stripes of Velcro, where the-geough glass could be fixed. The
Velcro keeps the PCGlasstron out of contact wite tiser's nose, making the

experience of visualising the VE more comfortable.

Figure 4.8 shows the helmet with some of the deveoanected to it.

Figure 4.8 Helmet, PCGlasstron, Leica Battery, Se&€hrough HMD and Cable
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4.4.2 Software

During the process of implementation of this prbjeome extra knowledge was
required to create the VE and the displacemerefdatures that configure the area
that is being represented. This fidelity of whatbising displayed in the VE is
particularly important when dealing with CEn prdgec A misplaced pipe
representation in the VE for example could expdse €En project to risks like:
financial, time consuming, rebuilding, and the mestious: threat of life (Roberts et
al., 2004).

The creation of the VE in the scope of this thesisted with a survey of the area

where the examples run for the first time. The synwas important in order to:

* Get use to the GPS equipment:

o What parts of the equipment should be selected. Framy potential
parts including: batteries, cables, antennas, sadievices models,
tripods, nuts for landmarks, etc.

o The setting up of the equipment in the field: hovealibrate tripods.

o The setting up of the equipment configuration. @egice should be set
to output the right information.

0 Logistics: charging batteries, transport, packimgpking system, safety
issues, etc.

* The area where the equipment is being placed. Therassues like: theft
hazard, people that would like to touch the equipimteaffic hazard, field dispute
(green area can be booked by other users to plagisoc gardeners can arrive to
mow the grass).

* How the information can be extracted from the GRSeiver and then

processed.
The first example created between office users geé.1) was based in a well

known area inside of The University of Nottinghanai Campus. It was important
for users to identify the area that they are expépr
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The use of a DTM technique to collect the pointpfieo extract extra features
from the terrain, giving more realism to the VEatesl. The quality of the results is
dependant on how the control points that repretbenterrain’s features were chosen
and which technique was used to collect them (C&®@0). They can be established
on a regular or irregular form. If the control piinvere surveyed using regular
method, several details of the terrain could besedssuch as canyons and steps. This
technique is usually applied on flat areas. Inguatar terrains it is recommended that
control points are collected in an irregular forin.this configuration the control
points have a stronger meaning for what can bedaanthat particular area. The
coordinate collected are then interpolated in orttercreate a mesh (regular or

irregular) that will represent the area surveyed.

Interpolator Software

The software Surfer (Golden Software, 2004) wadd useinterpolate these GPS
coordinates. This accessible software leaves tlee fuse to manipulate the data
without deep knowledge about methods of interpotatior example. From a set of
control points placed in a table, the data is patated following the method chosen
by the user. The output is another table with a iqu@ash containing intermediate
points. A wireframe view can be produced as anoopto see if the result matches
with what was expected. Because there was noestet in a specific method but in
fact in the file format for a further conversiohet method chosen is not be

commented in this thesis.

A small program was created in order to convertDh®& generated by Surfer to

a file that can be explored on the VE.

EQUIP

To manage all the devices connected to the comfueerGPS receiver, electronic
compass, etc.) and to share the information inta sj@ace, the MRL has developed a
platform known as EQUIP. This system can provide distribution of data in real
time for different types of applications runningdifferent machines. It is compatible
with C++ and Java, in which it is possible to shamed select information from other

programs using a simple interface of communicatibne distribution of data is
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organised into “data spaces” which are named usibfRL-like scheme. As cited on
(Greenhalgh, 2001f):

There can be any number of data space and eaclspiatas can contain an arbitrary
number of data items. Any number of processes oanexct to a data space and add to
and access the data item in it. Data items areegdsstween processes using EQUIP’s
own serialisation protocol together with dynamiaedoading in both C++ and Java.

(Greenhalgh, 2001f)

Once the data is published on the data space amerer clients are notified that there
is something new to be collected. This new dathes distributed for clients that are

sharing the common resource.

Figure 4.9 provides a general view of the systemotigh EQUIP’s API the data
can be shared on a data space illustrated by #e rgctangle. The green and red
blocks represent data coming from different sourtissng basically the same API to
publish classes in C++ or JAVA the VE is updatethwihese new data. The reverse
direction can also be achieved when data comes tinenVE and is read by external
devices.

Shared Virtual Real world device
World (e.g. wearable device]

Local data
el T~
%~—__ Datamade —7

public ¢
EQUIP API EQUIP APl
mm A = ¥
[ T— Shared data

Figure 4.9 EQUIP Platform (Greenhalgh, 2001f)

Generally, when there is the need to include amatbeice in the system, a new Java
or C++ class or method that will enable the commatmon with EQUIP needs to be

implemented, supporting different formats and patér characteristics.

In the context of this thesis EQUIP has the functid reading the information

from external devices connected to the computeblighing it in a data bank, as
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mentioned. The clients read from the data space upthte the VE with the
oncoming information. The outdoor user's movemerdge translated into
embodiment actions into the VE. Every time thedfieter starts to walk, for example,
the new coordinates from the RTK-GPS receiver upda¢ data space handled by
EQUIP and consequently the position of the embodime the VE. The same
process is done for the user's head movementsunmary, EQUIP is the link

between external devices and the VE.

MASSIVE-3

The creation of the data repository does not mbanthe VE is ready. The VE is
created by another system, namely MASSIVE-3, whies also developed at the
MRL. The VE is composed by objects and avatarsatemanaged by MASSIVE-3.

As cited on (Greenhalgh, 2000d):

MASSIVE-3 is a multi-user CVE system. It allows itiplle users to view and become
embodied in a 3D audio-graphical virtual world. $upports real-time audio
communication between users, and dynamic modifinati virtual worlds. (Greenhalgh,
2000d)

MASSIVE-3 allows the user to construct a CVE eadtlyst, it is necessary to design
all the objects that compose it. It can be donaegusi VRML 1.0 browser designer.
The positioning of each element inside the CVE iaden by a descriptive file

informing the coordinates of the objects, scaléation, etc. This file is exemplified

in 85.1.1.

Because these two platforms (EQUIP and MASSIVE-8jendeveloped on such
a complex level, the reader is encouraged to readdllowing papers in order to
understand not only the contained in them, butpibesibilities that these platforms
present: (Greenhalgh, 2001f, Greenhalgh, 2000ckrti@gh, 1999b).
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4.5  Final Analysis over the Design

The project’s design introduced above is createidhfmove the gaps faced by AEC
regarding to communication, collaboration, and rabtinderstanding during the CEn

project with special attention to design and cartdion phases.

The platforms used to manage and manipulate the GAASSIVE-3) as well as
the one use to bridge external devices to the ctanpliandle one of the data bases
and deal with clients requests (Equip) are the bpsbns available due to the know-
how and support inside of MRL. These technologiesawbeing in used for a number
of years in different projects and proved thatgwed options for the implementation
of the CMRS proposed.

Again, as mentioned in the beginning to the chaples thesis shares the views
presented by (Woodward et al., 2007a, Woodwardy 28hin and Dunston, 2008)
that technology is increasing its capacity of pesoggy complex data at same time
that its reduce its size. AR systems and in sp&MRS are becoming a common
tool for CEn actors during the implementation offQiojects.

The CMRS proposed on this thesis explores the ipedity of a wearable
computing to enhance the contact between CEn aclbes field users can receive
real time assistance from office users saving teme money, clearing doubts,
enhancing once again the 3 key worlds of this thedtC actors can collaborate also
using only the CVE between office users. The way ¢hdiscussion about a project is
set is depending of the requirements of the meetangd what kind of assistance
actors need at the time.
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Chapter 5

System Implementation

The practical implementation of the system wasquaréd in three steps (Figure 5.1).

The first cycle covered the following elements:

* Familiarisation with the equipment that was beingedis RTK-GPS,
inclinometer and magnetic compass, see-through HVEYe LAN cards, etc.

* Familiarisation with the platform used to manage@wE — MASSIVE-3.

* Design of a VE representing the area surroundiedgBE$SG building on the

University of Nottingham Main Campus.

The first phase was completed with the implemeoadif office users able to share a

CVE, based on a RE.

The second phase extended the implementation tcodkdoors, creating the
CMRS proposed in this thesis. The following steseantaken in order to achieve this

objective:
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* Familiarisation with the platform used to bridgetesral devices with the
CVE - Equip.

* Implementation of Java classes to link external @ks/with the Equip API.

» Tests of performance and reliability.

» Creation of new CVEs.

* Logistical and orchestration management of how tal dath a considerable
number of expensive devices (particularly RTK-GB&ivers).

* Final pre-test.

First Phase of Practical Work

J L

CVE Based on DTM Survey

I \ Test
2

Setting up of Equipment
\

Second Phase of Practical Work

J !

Setting up of Equipment

I S
7

Pre-Test Before Evaluation

Final Evaluation

Figure 5.1 Steps for the System Implementation

The final stage was the evaluation process andeisepted in Chapter 6. Following
multiple small evaluations as part of the interatiesigns, the final system was then

evaluated with a team of users.

51 First Phase — Office User and CVE

The following paragraphs describe the first phash®fproject implementation.

5.1.1 Survey and Data Conversion

The first practical work of this research was theation of a DTM in the

surroundings area of IESSG building at The Univgrsi Nottingham Main Campus.
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The data acquisition stage started with the setwplmase point where the RTK-GPS
receiver would work. This base station was setuthethird pole at the top of the
IESSG tower. The coordinates based on WGS84 fobtmese point are:

e Latitude North: 52°.56.26".49612.
e Longitude West: 01°.11°.32"7.32484.
* Height: 98.388m.

The same coordinates translated to OS National &ed

» East: 454363.647m.
* North: 338474.259m.
* Height: 40.679m.

The area that surrounds the IESSG building is incfeatures. Some of the mapped
features were: the slope where the building is,stiags of the footpath used by the
general public, lamp posts, fixed bins, roads adaine institute and the car park, and
the building itself.

SKI-Pro software, by Leica (Leica Geosystems LLZDO3), was used to extract
and convert the data from the RTK-GPS receivehénhanipulation stage. This mass
of coordinates was then interpolated using thewso#t Surfer (Golden Software,
2004) to generate a mesh with regular spaces bettheecoordinates. Control points
from previous surveys carried out in (Evans, 20@&yre included. Such control

points were representing the road kerb that sudetime IESSG building.

Due to the incompatibly between the file format ttispecifies the VE in
MASSIVE-3 and the Surfer’s output, a program ina@duage was created to do the
conversion to an intermediary solution. In thisecige output was in the VRML file
format. This software (Appendix B) was designedeizeive the following inputs:

» Surfer’'s output. This file contains the landscappresentation in a regular
grid.
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* A file describing the terrain’s features like: tseend building. The objects’

descriptions contain the coordinates logged irattipuisition stage.

The software then generates three outputs:

* A file that contains the landscape and the featasethey are in the physical
world — VRML file.

* A file with only the landscape. It proved usefulr foomputers with low
processing capacity. This file was used to veffifihe landscape created was
reflecting the RE.

* A file containing the .cve file description. Morbaut the .cve file format is

described in the paragraphs to follow.

The software is started with the following commédind at the DOS:

MIX006 <grid>.grd <feature>.txt <outfile>.wrl

Where:

» grid — file where the Surfer’'s output is saved
« feature — file with the features and related cauaths

» outfile — name of the output file

The file with the surveyed features requires paldic attention if the users of the
system want to include a road when creating the ™ feature “road” is not an
object but a set of coordinates that bounds its&Hsundaries require a descriptive
file that is read by the program changing the cotwithe terrain (from green to grey)
where the boundaries of the road are. This solutielps to reduce the number of
polygons to be processed by the browser used inisialisation. The structures of
these files are described in Appendix B.1. Figute ghows the terrain (green area)

and the roads (grey area) when visualised on a VRRMlser.
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The flat lower area at the base of the landscdpmyis in Figure 5.2, is generated
by the interpolation process. Once the survey ctte the control points in an
irregular form, the interpolator software, when @m®ging the date, creates a regular

grid where the flat areas show no data.

Figure 5.2 Landscape Surveyed Around IESSG Building

A partially finished VE containing a number of feas that were surveyed in the
surroundings of the IESSG is shown on Figure 5éatilres including trees and

IESSG building were logged.

Figure 5.3 View of a Completed VE on VRML Browser

Both the IESSG building and the trees were moddibedhe VE using the AC3D

(AC3D, 2004) tool. In order to give a more reatisippearance, digital pictures were
taken around the building, which created a recaiphéstexture (Figure 5.4 later in
this section— where the VE is already in MASSIVEf&ironment). The texture does
not have the intention to be a photogrammetric wlouk an enhancement in the

visualisation for those who know the area and E®SG building.
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The elevation of the real terrain is accuratelyrodpced in the VE. Differences
like the ground level between the road that runkant of the building and the car
park in the back of it can be identified, conveyintprmation with real features for
the user and reassuring that the data acquisitiohtlae manipulation stages were

successfully completed.

The .cve File Format
As mentioned previously, the .cve file used in thissis must run within MASSIVE-

3. It includes:

» The structural description of the CVE specifiecircve file.
* The objects that fill the CVE specified in a .difg: f

Both files must be stored on each computer involeedhe CVE exploration. The
structural description consists of a textual fikattspecifies the objects that fill the
CVE. The description of each object contains: thih pehere the .dgl file is stored,
position, scale, rotation, etc. Greenhalgh (Grekgih2000b) offers a full description
of how to generate these files and the commands#mbe passed to MASSIVE-3.
For clarification, Table 5.1 shows a very simplam®yple of a .cve file.

Table 5.1 An Example of .cve File

[*An example of .cve file*/

{

{{
{ GEOMETRY_FILE: "cube.dgl"}

{ GEOMETRY_SCALE: 1.00}
{ POSITION: {0 0 0} }

1

1

Where:
e [**/ comment
o {{ begin
» GEOMETRY_FILE: .dgl file with the object’s descnph that compose the
VE
» GEOMETY_SCALE: scale associate with the object
» POSITION: object location in the VE
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* }tend

DGL’s Description

With a VRML file for each one of the objects crehte feed the VE, it is possible to
use a program available in the MASSIVE-3 librarynmake the final conversion
between VRML to Dave’s Graphic Library (DGL) filerimat.

Dave (Snowdon and Greenhalgh, 1996) gives theviaillp description for the
DGL (.dgl extension) library:

DGL was designed to support network applicationfak two components a renderer /
platform independent part which provides graphicenpives and basic geometric
operations and one or more renderer dependant pduitsh perform rendering for
specific platform / renderer combinations. The \¥ed supports user input using the
mouse and keyboard in addition to notifying clieotother events such as resizing and
window close events. (Snowdon and Greenhalgh, 1996)

DGL files can be created through the MASSIVE-3dityr using a single command
line in DOS. The conversion can be done from VRM& $pecification to .dgl. More

information can be found in (Greenhalgh, 1997).

The utility process used to do the conversion alised in the context of this

thesis using the command line:

dgl_convert <infile>.wrl <outfile>.dgl

Figures 6.3 and 6.4 show the area around the IESfGhe building through screen
shots of MASSIVE-3.

With the files converted to DGL format and the Ci¥é&scription finished, the VE
can now be explored using the MASISVE-3 environm&htee elements must run:
trader, cveworld and bodyexampleclient. All thesecpss are well described in
(Greenhalgh, 2000d). The following paragraphs ginveverview of what each one of
these processes mean and how they were ran withicdntext of this thesis. The
first experiments done using MASSIVE-3 were perfedusing a single user. Later

the CVE was explored for more than one user ataheedime.
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5.2 First Phase of Practical Work

The sub-chapter 4.2 already introduced how the agessgo through the data bases,
how they are recovered and how the CVE and CMRSIoviis are refreshed. The

complexity of the system required that a more telariew should be presented. The
following paragraphs introduce the complete seproicesses involved to make the
system run. It fully complements the introductiave during the system design. The
way that the programs below are organised repregbatorder that they should be

started up.

Figure 5.4 describes the programs necessary ttheu@VE only between office
users. This configuration is just a subset of tiledesign presented on 84.2. At this
level Equip is not necessary. Users using thisgiebiave limited power over the
CVE. They can explore, move objects, and talk thezher.

" MASSIVE-3 MASSIVE-3

CVE Window e — — trader +— CVE Window
- cvewarld
bodyexampleclient Cc
(o]
m bodyexampleclient
Du
an =
t i . >
&2 CVE World
t
i
[0}
n
Audio Channel
Audio Channel
Audio S >
Audio
Office User Office User

Figure 5.4 System Requirement between Office Use@nly

To start a CVE between two or more office usersftfiewing processes need to be

started:

e trader
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» cveworld — this process is initialised in only omachine that handles the
requests of other clients.

* bodyexampleclient

» audio_server

e audio_test

The processes are described below.

trader
For any CVE started using MASSIVE-3 resources,tthder process is required to
bootstrap it (Greenhalgh, 2000d). As cited on (Rakb2001):

...all environments created on MASSIVE-3 are databadaich contain part or all of a
virtual world as a hierarchical scene graph. The twmain types of MASSIVE-3
applications are clients and servers. Serverse@atgent and an environment and then
publish the existence of the environment with adraservice. Clients create an agent,
locate a server by querying the trader servicethad ask the server for a replica of its
environment. Having received the replica the cligart query and update its local replica
which will generate events which are first senttie server and from there to other
clients. (Purbrick, 2001)

This means that the trader creates a “space” forddtabase leaving a port of
communication ready to transmit and receive messsgé&om the server. At first,
trader processes start in all machines althougi ¢henot communicate with each
other, since it has not been established which ctenps setup as server (the one
holding the VE World data base) and which are tient When the VE is finally
loaded and created — a “place” the VE receivesnaenand a unique system identifier
(Greenhalgh et al., 2000). The trader translateg@mment names to Identifications
(IDs) and IDs to network addresses (Greenhalgh,2@00).

The trader process is initialised in the contexthi$ thesis using the command

line:

trader
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cveworld

The VE is started when the cveworld process ivaied. This process reads the .cve
file in order to place the objects that will compdle VE. This process also reads the
.dgl files that describe each one of the objedtyeaced in the .cve file. For each VE
described in the .cve file an ID (as a name fong{a) is required. The trader is then
notified that a new VE was created and all requalst®mmunication are directed by
the ID. A complete description of this command banfound in (Greenhalgh, 1997,
Greenhalgh, 2000d). The cveworld command is onpliegp once — for the server.

Clients do not start this process.

Cveworld process is initialised in the context listthesis using the command

line:

cveworld <IP_address>/<ID> <CVE_world>.cve
Where:

» ID is any significant name that will easily identihe CVE created.

bodyexampleclient

The bodyexampleclient is a process started focl@hts aiming to have access, with
their own embodiment, to a specific CVE through sloeket offered by the trader
service. Note that the machine that is hostingQW& World is also a client of itself.

The embodiment follows the description given inl@fiamed massive3.config that is
fully described in (Greenhalgh, 2000a). The procstssts by calling a specific

address and ID.

The bodyexampleclient process is initialised in¢batext of this thesis using the

command line:

bodyexampleclient <IP_address>/<ID>

Where:
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* |D is the same name included in the cveworld condnan

From the client’s perspective, this request figegto the local trader that redirects it
to the server’s machine. In the server, the tradentifies the request by the ID.
Finally the server returns a copy of the VE reqgegdndicating the displacement,
scale, rotation, etc, for each one of the objdetch client has its own copy of the
objects that fill the VE. This process is fully debed in (Greenhalgh, 2000d,
Greenhalgh, 2000a).

After the process has started a window pops uph& ¢omputer's screen

displaying a CVE ready to be explored.

The VE based on the processes of acquisition amtipoiation can now be
explored as shown on Figure 5.5 and 5.6. These NMESS screenshot also shows
the textures created with the pictures that wekertaaround the IESSG building in
the Main Campus of The University of Nottingham.

il MASSIVE-3/HIVEK (University of Nottingham, 1993)

Figure 5.5 View of the Using MASSIVE-3

In these two images (Figure 5.5 and 5.6) the VEeifig explored by a single user

who controls the movements using a mouse.
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[ MASSIVE-3/HIVEK (University of Nottingham, 1999)

Figure 5.6 Front View of the IESSG Building

The next step was the setup of a CVE where moredha computer could share the
same place. Figure 5.7 presents both office usensng the same environment. The
screen shot is a view from one avatar to anothbe fied avatar in Figure 5.7
represents the second user.

Figure 5.7 Red Embodiment Representing a Second @fé User

The first stage of this thesis finalised with twadaas (office users) sharing the same

CVE. Although the audio link was already available/as not explored at this stage.

53 Second Phase of the Practical Work

Figure 5.8 shows the design of the system requiteen field and office users are
active. This diagram is the same presented in Eigw2 however it is now introduced
the complete number of processes required to nieksytstem run.
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Figure 5.8 System Requirement between Office and éld Users

From the field users perspective it was necesdayirhplementation of new Java
classes, necessary to connect GPS receives, imgteo and magnetic compass to
the data base Coordinates (Figure 5.8 — right sil®@m the office user side a class
was implemented to continuously read from the kaythoThe following sub-chapter
explores the MASSIVE-3, Equip and Java classestauleto integrate external
devices to the system. The high level algorithm &mel class’ constructor are
described on Appendix C. Some of these classeshased on/or adapted from
previous works developed also in the MRL, like Atsgope (Koleva et al., 2001),

and were eventually modified to fulfil the requiremts of this project.

RTK - GPS Connection

Two Java classes were created to handle the infanmiaom the RTK-GPS receiver.

The first one reads and writes the messages framreheiver and it is named
GPSReceiver.java. The second class, GPSPublisrer.jaquests the update of
Coordinates data base through Equip processes.

GPSReceiver.java (Appendix C.1.1) reads the datg@wsCOM1 from the RTK-
GPS receiver. Before the communication is estaddiskthe transferring velocity and
parity bits are setup to start to receive the GRSsages. The GPS receiver first
converts the coordinates from WGS84 to OS gridninngéernal program. The string
received is formatted using LLQ message format §&k8.1) and decoded to extract

east, north and height coordinates.
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The normalisation between the base point and tbedomates received is the next
step. The user’s position is converted to the Gatesystem used in MASSIVE-3.

Figure 5.9 shows the axes orientation of Cartesyatem used by the platform.
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Figure 5.9 MASSIVE-3 Cartesian System

Figure 5.9 shows the North (physical world) repnésé by a negative Z in the VE.
When the RTK-GPS receiver is moved to north, thatp@ signal of the coordinate
should be changed to negative, otherwise the emimodiwill be moved to South.

The GPSPublisher.java constructs an instance ofReP&ver.java and acts as
the interface between the data coming from the @&®S8iver and the Coordinates
data space using the services provided by Equip. GRSPublisher.java requests
from the library the creation of a data space whlkeeecoordinates coming from the
GPSReceiver.java are to be published. This dateespahen ready to be accessed by
Integrator that interfaces with the CVE World dbtse. MASSIVE-3 is then finally
triggered updating the visualisation (Appendix €)1.

To summarise, the processes involved when a new da®sSis read from the

receiver are:

* GPSReceiver

* GPSPublisher

* equip_net_trader

e equip_data_server — logging and reading from Coatds data base

* Integrator

124



* equip_mas3_mgmtserver — logging and reading fronkt @Vorld data base.

This process also renders the CMRS window.

All clients sharing the CVE World data base areisety about the new data. The

process bodyexampleclient receives and update ¢éweam office user side.

Magnetic Compass and Inclinometer Connection

Like the RTK-GPS receiver, the magnetic compassitacisthometer circuit board has
two main Java classes to control communication @atd logging: TCM2.java and
TCM2Publisher.java. The device was configured todseformation only for the

compass direction, pitch and roll.

TCM2.Java (Appendix C.2.1) starts the communicakietween the circuit board
and the computer, setting up the baud rate angaity. Once communication has
been established, the algorithm searches for tresage starting with $C (Table 4.2)
and finishing with a break line. The tokens arenthplit and an option for a Kalman
filter is available to reduce the jerk. The resate demonstrated on 85.3.1 and the
Kalman filter dataflow illustrating how it is impleented is shown on Appendix
C.2.3.

TCM2Publisher.java (Appendix C.2.2) receives theadmd requests to update it
in Coordinates data space. Integrator is triggemd requests the input of the new
data in the CVE World data base. MASSIVE-3 is tadrised about the new data. It
renders and updates the visualisation of the CMRfslaw. The contents of the tilt
sensor and the magnetic compass messages arebddsiri 84.3.1. The process
involved in handling the data coming from TCM2 #re same presented for the data
coming from the GPS receiver. The difference retiely in the classes TCM2 and
TCM2Publisher.

Consideration also had to be taken for the TCM27%& default communication
port used was COM1. However, this port was alreadyise by the RKT-GPS
receiver. A communication port conversion betweedBUand the serial port was
integrated into the system. Such port emulationesake circuit board operational

on a different address of communication port.
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The system at this stage is enabled to captureeghd movements of the user and
his positioning over the ground. The system is tt@mfigured to work as a field user
in standalone mode where the first experiments mgrgeal and virtual were

undertaken.

Keyboard Connection

The keystroke capturing on the office user side tm@s same principles already
introduced when new data is coming from RTK-GPSnalinometer and magnetic
compass. Every time that a key is stroked, the datkpgged in the data base
controlled by Equip. From there to the update & @VE World and the CMRS
window the process is the same as explained befbwe classes created to read and
publish the data are: ReadyKeyStroke (Appendix XJ.and KeyStroke (Appendix
C.5.2).

Integrator

The Java class that bridges the Coordinates data wi#h the CVE was named

Integrator. This class was inherited from the Asgope project (Koleva et al., 2001,

Benford et al., 2003a) and several modificationseweade. This class was designed

to attend to the following tasks:

» It creates a set of variables that fits in MASSISEtructure.

It creates a link between the data space Coordirzated MASSIVE-3.

* It creates a control for the data coming from keybo tilt sensor and
electronic compass. The algorithm is aware wheeva dhata is logged into the
data space, requesting the update of the virtuakcainside the CVE.

* It configures the embodiment in the VE overwrititttge configuration file
available in MASSIVE-3. The VFoV (see 84.3.1) is a0 in this class.

» All digital objects requiring dynamic update areatreated and controlled by
this class. The objects are created and placdeiCVE World.

Integrator is in a very broad view the middlewaeteen the Coordinates data base

and the CVE World data base. This integration dvagpens because:
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» Every new data from external devices triggers Iretey.
» The data leaves the Coordinate data base through:
0 equip_data_server
0 equip_net_trader
0 Integrator
* Integrator processes the data if required — keybfmrexample.
* Integrator updates CVE World data base.
* equip_mas3_mgmserver receives the new data ancereertde image in
CMRS window.

The high level algorithm covering this class isegivn Appendix C.2.3.

5.3.1 Integrating Software, Hardware, Field and Office Ugrs

The first step to start the system is to setup r@less communication between the
computers. The procedure of how to setup a wave-lLi#\Not explained here. But
both computer (office and the field user) shouldabke to identify each other through
Packed Internet Gopher (PING) (Javvin Technolodies, 2009) command for
example, proving that they can establish the exahahgackages.

The following paragraphs present the necessary @ndrines to run in order the
field user. It is not the intention to describedepth each of the components. Instead,
the text aims to be useful as a base referencéhow to start it” in future projects.
Commands like: trader and the cveworld that wereadly introduced in 85.2 and are

not reviewed in this section again.

Field User Setup

The order in which to start the system for thedfieser is as presented below:

trader

» cveworld

e equip_net_trader

* equip_data_server

e equip_mas3_mgmtserver
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e equip_mas3_entitygenerator
* TCM2Publisher

* GPSPublisher

* Integrator

e audio_server

* audio_test

equip_net_trader
In the field user’'s context, after the trader andveorld have been started, the
equip_net_trader opens a communication port wheredquests from the clients are

managed and controlled.

The equip_net_trader process is initialised indbetext of this thesis using the

command line:

bamboo ./equip_net_trader
Bamboo is the platform used to give EQUIP flextlyiio operate with both C++ and
Java program languages. Further details about Bambnabe found in (Bamboo
Open Source Community (BOSC), 1999).
equip_data_server
The data space is opened by equip_data server e&ls With the requests from
clients to the data spaces running in the servdlr.th® requests arrive through
equip_net_trader. The wospacewas adopted here to name theta_space_name
where the VE was created.

Thisdata_space_nameavas nameapp.

The equip_data_server process is initialised inctird@ext of this thesis using the

command line:

bamboo ./equip_data_server -equip://<IP_address>/<da_space_nhame>
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equip_mas3_mgmtserver

As indicated in (Greenhalgh, 2001f) the “managensamver creates and renders a
3D graphical view of a MASSIVE-3 virtual world”. Thwindow is linked with the
data_space_namereated for the VE and identified by the wephce

The equip_mas3_mgmtserver process is initialisethéncontext of this thesis

using the command line:

bamboo ./equip_mas3_mgmtserver -<config_file>

-equip://<IP_address>/<data_space_name>

Where:

» config_file — this configuration file is used by M¥SIVE-3 to setup the
embodiment and the virtual camera inside the VEs Tite is generally saved
in c:\\Massive\rev-4c\etc (assuming that Massivenstalled in C:\ directory

and the version is rev-4c).

equip_mas3_entitygenerator

All non static objects are controlled by this comgain They are linked with a textual
file that addresses the same data space used fyiEthmtegrator interacts with this
process receiving the new coordinates of the oleet thread. Every time that the
thread updates the coordinates of an object Ini@grgpdates the CVE World. All

clients receive this update and the CVE and CMR®lawvs are refreshed.

equip_mas3_entitygeneratprocess is initialised in the context of this tkesi

using the command line:

bamboo ./equip_mas3_entitygenerator -<file_name.txt

The file with the address and the name of the saeremplified below:

Name: entgenl
DefaultDataspace: equip://<IP_address>/<data_spaceame>
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The worldentgenlidentifies the area where the coordinates (thadtesian object
move inside the VE, for example) of the object lagged in the data space used for
the VE.

The worldspacewas substituted byata_space _name

TCM2Publisher
TCM2Publisher instantiates TCM2 class to estalfishcommunication with the tilt
sensor and magnetic compass. It also creates atifigleinside of the Coordinates

data base to log the data in the right place.

The coordinates are read by TCM2 and processedayman Filter (see below).

After this process the data is then sent to bedddbrough the following processes:

* equip_net_trader

e equip_data_server

For this class, the javax communication librari&sir{ Microsystems, 2004) must be
present in the Java lib directory.

TCM2Publisherprocess is initialised in the context of this tkesising the

command line:

java TCM2Publisher equip://<IP_address>/

<data_space_name> <COM port>

The worldapp was substituted bgata space _name

GPSPublisher

The GPS data logging is similar to the TCM2Publisheit for the fact that it is

designed for the GPS receiver. It instantiates GI8BRer class to establish the
connection and process the data coming form the @BP&ver. As in the previous

class it also requires the javax communicatioraliies.
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The GPSPublisher process is initialised in the exinbf this thesis using the

command line:

java GPSPublisher equip://<IP_address>/<data_spaceame> <COM port>

The worldapp was substituted bgata_space _name

Integrator

The Java class Integrator makes the link betweemdGwies data base with the data
space allocated for the VE — CVE World. The cldse aontrols the dynamic objects
updating the VE when necessary. It configures anehtes a link with the
management server that is used to render and cdh&actions inside of the VE —

equip_mas3_mgmtserver.

The IntegratorJava class is initialised in the context of thigsis using the

command line:

java Integrator equip:// <IP_address>/<data_space_ame> equip://

<IP_address>/<data_space_name> <config_file> <IP_diss>/<ID>

Where:

* data_space_name - the first data space name refetke data space
allocated to the VE. The second one is the spaoeaéd for the data coming
from the GPS receiver and the TCM2-50.

» config_file — this configuration file is used by M¥SIVE-3 to setup the
embodiment and the virtual camera inside the VEs Tile is generally saved
in c:\\Massive\rev-4c\etc (assuming that Massive iwatalled in C:\ directory

and the version is rev-4c).
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audio_server
The audio channel is setup after the audio serpen® a space where the computers
involved in the communication are able to conn&his program should be run in all

computers that want to use the audio channel.

The audio_serveprocess is initialised in the context of this tkessing the

command line:

audio_server

audio_test
This program establishes the link between the twolimes through the audio server
making the transmission of the audio stream. Thentand must be run on all

machines involved on the communication.

The audio_testprocess is initialised in the context of this tkesising the

command line:

audio_test -h <IP_address machine_1> accept < IP_gwss machine_2>
and

audio_test -h <IP_address machine_1> send <IP_addi®machine 2>

Office User Setup — following Figure 5.8
Commands like: trader and the bodyexamplecliergyipusly introduced in 85.2,
will not be described again. The same applies topeget_trader, audio_server and

audio_test — see 85.2.
The order in which the office user should startdigtem is as presented below:
» trader
* bodyexampleclient

e equip_net_trader

» KeyStroke

132



* audio_server

* audio_test

KeyStroke

This Java program class reads from the keyboard lagsl the key pressed in
Coordinates database. The process involved iratttisn is similar to the one used to
describe the logging of new GPS coordinates irbgnning of this sub-chapter.

The KeyStroke is initialised in the context of tHigsis using the command line:

java KeyStroke equip://<IP_address>/ <data_space nae>

The wordapp was substituted bgata_space _name

Kalman Filter
The class that implements the Kalman filter iseghlinternally by those classes that
communicate with the GPS Receiver and with the sdhsor and the magnetic

compass.

The implementation of a Kalman filter was necessdigr some tests showed that
the magnetic compass suffered a constant jerk. Buastement happened even when
the TCM2-50 was completely stable. For users, ¢hle provoked the uncomfortable
sensation that the VE was always “shaking”. Everthweonstant calibration
(recommended by the manufacturer), the trackessodion was aggravated by the
soft magnetic field created by the backpack frafne the usual magnetic distortions

present in the RE.

Based on (Hide, 2003) this filter is well suitedn@vigation applications, which
contains states that are time-variant, even intreed. It is a recursive algorithm,
which filters measurements using knowledge of tlystesn dynamics and the
statistical properties of the system measuremawtrsrFurther details of how the
filter was implemented are showed in Appendix C.2.3
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The same filter but with different weights was alapplied to the GPS
coordinates even though the receivers already csitea Kalman Filter algorithm

implemented at hardware level.

As reported in (Capra et al.,, 2003b) the resultses®d showed a reduction on
the jerking, resulting in a smoother view of the Y@ the field users when moving
their heads. Figures 5.10 to 5.12 show 60 sampléiseoflata related with magnetic
compass, pitch and roll. The blue line shows thedata from the tilt sensor and the
pink line the same data after being processed th@hKalman filter. In all cases, it is
noticeable that the lines of the graphs are smdofhiee sharp edges on the blue line
were replaced by a bend curve. The result forigid @iser is an image stabilised with
a small delay, from the stop of the head’s movenenil the update of the latest

frames.
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Calibration

Following Azuma (Azuma, 1995) is possible to list the main sources of statioes
such as: distortions in the HMD, mechanical migahgnts in the HMD or incorrect
viewing parameters and errors in the tracker. Thference is a good source of
information if the reader would like to know morecait processes of calibration for

AR systems.

Even though calibration is not part of this theatsthe early stages of the project
some tests were performed to identify how muchreroold be observed visually. To
implement the experiment, four stacks with appratety half a metre high and few
meters apart were surveyed and set as targets.iE&dh target was superimposed by
a digital object (a cylinder for each stack). Thsults showed that visually the digital
cylinders were never projected further than a feamtimetres. This experiment
perhaps was not deeply technical and as accurateshsuld have been, especially
for an AR system. However, it showed that the mtopa, as it was, would be good
enough for the desired aim of this thesis.
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Chapter 6

Evaluation and Results

Once the configurations and settings establishdtieriaboratory have been already
explored and taken into consideration, the nexgestaas to evaluate and analyse the
results achieved within this project. Perhaps tlustndifficult part in the evaluation
process of an AR system based outdoors is thetl@attit should be performed
outside the laboratory. The logistics and the cstifation of all the parts involved are
extensive, requiring attention to small detailsm#ssing cable or a battery that was

not charged properly can put at risk the entireajoen.

By this stage, the integration of the system hashbmmpleted thus giving field
and office users the opportunity to share the s@W&. The embodiments were
intended to help users experience feelings of pEsand collaboration and, thanks
to an audio channel, to work in a similar fashiorattelephone line. Field users could

always have someone placed remotely to guide apdinem inside the CVE.

This chapter introduces three examples createdpaost a formative evaluation
of the uses of this project within the RE. Thetfinso examples are based on real
situations. The third example is a fictional coustion created to show other

potentialities of the tool during the evaluationgess.
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The examples are:

* A tram station — based on a real tram station irtifbgitam, United Kingdom.
* A house — based on a real construction in Sao s@nde Paula, Brazil.

» A sketch of a construction — showing some extréufeas of CMRS to users.

The evaluation process was performed with a smmallgrepresenting potential final
users for the project. Those users were chosenubecaf their expertise in their
respetive fields of work. They were civil engineaesearchers in computer science,
a researcher in fluid dynamics, researchers in kigturacy GPS, researchers in
photogrammetry, researchers in VR, and a persoh wigeneral background in

computer science and state-of-the-art technology.

The evaluation process employed two main techniqaesxtract information

from users when exploring the CMRS:

* Think Aloud (Someren et al.,, 1994, Mountain and rbkapis, 2007,
Wikipedia, 2008d) — in this technique users are estpd to say loudly
whatever it is they are experiencing during thellet#gon. A camera man is
employed to stay with the users at all times, reiogy everything that they are
doing and saying. The office user (during the tiéss$ was performed by the
author of the thesis) also added questions, itiataavith the field user
(through the voice channel), taking notes of somhe key points. Users in
the field continuously kept interacting, mentionipgsitive and negative
aspects about the system.

» Cognitive Walkthrough (Angewandte und Sozialorierigé Informatik -
Universitat Hamburg, , Zhang, 2005, Wikipedia, 200&bowd, 1995) —
users are instructed on what to do, on how to,dmitwhat to see and on how
to communicate with the office user, etc. During thresentation of the
exercises, users are reminded where they couldtfiadvE in the RE and
what they would able to see there. Although theread formal script for the
exercises performed, they run in a very similahi@s to each other. All the
processes are recorded to be analysed after thpletoon of the trials. The
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results then show, through interactive design, whitire project must be
improved; this is especially the case where usewdcnot reach the end of
the tasks or where it was not obvious how a pddicgolution could be

achieved.

Historically, MRL uses a formative approach (Abeleal., 2005) to evaluate an
emerging technology. Typically for a laboratory wdetechnology has been
developed as research and not as a final produetusual evaluation process is
focused on the identification of particular elensetitat require improvement during

the development process.

The formative approach is summarised in (Vicent®9) &s

Formative approaches focus on identifying requimise- both technological and
organizational — that need to be satisfied if aickeis going to support work effectively.
Although these requirements do not uniquely spegifyew design, they are still highly
informative and thus very valuable because theyhmmsed to rule out many design
alternatives. (Vicente, 1999)

The evaluation process adopted by this thesis alidatus on how long it took for a
user to complete a task or how many tasks were ltetp Rather, the criteria used
were focused on questions like: “Can the user cetaph task?”, “Can the user
interact with the system at all?”, “Is the hardwarerking as desired?”, “Is the VE
fulfilling users’ expectations?” These are broa@sfions that were put forward when
users were interacting with the system during tia¢ and to which they had provided

answers during the interview.

The final results of the evaluation are descrilvethvio sections:

* Outcome of the exercises (86.2.3) — this sub-clndptdivided by topic
and contains the comments of users during the mesrand interviews.

* Final points regarding the evaluation (86.2.4) -virgj an overall
conclusion in regard to the topics introduced in285 Again the text is

enriched with excerpts from the exercises andritexviews.
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The transcripts of the interviews can be found ppéndix D.

6.1 Three Exercises for the Evaluation

The way choose to demonstrate a CMRS project fan @lirposes was to make it
happen with examples that had been or could besmmghted in the RE.

The first example is the tram system that was cootd throughout the city of
Nottingham — UK, with the supervision of the Nogfiram Express Transit (NET) and

implemented by Carillion.

The public tram services started in November 2088pving the need of two million car
journeys a year and helping to make the city clealess congested and even more
attractive. It is estimated that around 11 millmassengers will be transported every year
representing up to 30,000 people in a single d&e first line, named Line 1, has 23
tram stations — including 5 Park & Ride stationd @rextends for 14Km. The users have
a faster and safer alternative for going throughdity, in comparison to another type of
transport. (NET, 2001)

In this example, a scene involving one of the gtetiand also an object representing

the tram was implemented. The reasons to implethenexercise were:

* lItis a place where most of the interviewed usexg er visited before. Users
already arrived with some previous knowledge of wvas being showed
before their eyes when exploring the CMRS.

* In a potential real scenario AEC actors could tallgantage of CMRS to
work to explore the necessities faced when in deaigd construction phases
(see Chapter 2).

» The use of CMRS to enhance communication, collalmoraand mutual
understanding in the place where the constructias set.

* Field and office users working remotely without treressity of staying in the

office.

139



To enrich the scene it was implemented a tram #pgroaches the virtual tram

station, stops for a little while, and moves awggia. The benefits to add a dynamic

object in the scene were intended to be:

The scene is closer to reality — the virtual tranalso following the scale of a
real tram, potentially making users feeling moke lin a tram station.

The potential use of the tool — the dynamic objébe tram) could be

substituted by any other object in a different eant For instance it could
indicate wind corridors in a city or the way thater would flows in a case of

torrential rain.

The second example is based on a real construptmact of a holiday house with

four internal rooms and one long veranda. Althotlgg example looks simple in a

first instance, this exercise is created to denmatest

Exploring previous knowledge about a specific scenesers already arrived
with a previous knowledge of what is a house. E@ugh houses can have
their rooms arranged differently, they usually haeene common areas such:
kitchens, bedrooms, bathrooms, living rooms, etc.

Checking details of the project — it explores tlosgbility of using CMRS as
a tool to keep building projects on schedule, chreckletails such as layers
collision, etc. This is an important topic that walseady demonstrated in
82.1.2 and a real necessity for ACE actors dutmegdesign and construction
phases of a CEn project.

Control of what was being analysed — this exampksses the collaboration
between office and field users. Office users can aufdl take out layers of
what was being demonstrated at same time that comatiom and mutual
understanding happen.

Collaboration between AEC — as mentioned in (Khdezet al., 2008) actors
(in special engineers and architects) were sumgbrizethe number of hours
spent with constructors inside of the meeting rgost to clear obscured
points. Once again the exercise aims to demonsh@ie practical it is for

those doing inspections on site to interact witbgbe in the office.
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The final example is another object representimguse. At this time it is not based

in any real situation. This example aims to achieve

» Drilling information — instead of only showing tislape of a house and its
phases of construction users are able to drill deavrdifferent level of
information such as:

o Displacement of windows, doors, and stairs — aatordd check for
instance if the windows are facing the desiredatiio.

o Water, electricity, gas, etc. — the scene is comgoby pipes
representing some of the supplies of the housersUsmild check if
the supplies are well distributed in the houseifstance. This idea
could be extended if the VE contains house’s fursit It could help
users to make sure that no supply (electrical otesyavould get
hidden behind a piece of furniture for instanceetrdscould also check

if the furniture will not block a view from a spéiciangle in RE.

For general information, exercises 1 and 2 aredbasaeal blue print specifications.
The measures are as correct as possible. Theettardple was created for illustration

proposes only, fowling none blueprints neither CAfitware.

Tram Station — Exercise 1 — Animation Feature

The second phase of this thesis started with tlsggdeof the furniture of a tram
station. Based on the bi-dimensional plan (Figuig the objects were designed with
the three-dimensional editor AC3D (AC3D, 2004), saene used to draw the IESSG
building example. In the plan, one can see the daioas of the platform and the
furniture of this tram stop. The following items redesigned: sign, bin, lamp post,

tram shelter, and platform — Figures 6.2 to 6.6.
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Figure 6.4 Lamp Post Figure 6.5 Tram Shelter

Figure 6.6 Platform

The scale and colour of each piece of furniture ewelosely related to the
specification given by Carillion, apart from theafiorm that is not blue as shown in
Figure 6.6. The displacement of the objects in\ikefollows the blue print. The

design and creation of the .cve file is facilitateg the know-how of what had
previously been done to IESSG VE. Figure 6.7 shioovg the model looked when all

features were placed together.

il MASSIVE-3/HIVEK {University of Nottingham, 1999}

Figure 6.7 Tram Station
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Figures 6.8 and 6.9 show users (field and offieers)ssharing the same CVE. Figure

6.8 shows the bird’s eye view of office user.

i MASSIVE-3/HIVEK (University of Nottingham, 1999)

Figure 6.8 Tram Station — Top View Figure 6.9 Tram Station — CVE

Figure 6.10 shows a model of a tram approachingtditgn. The tram is a simplified
version of a model found on (Gilbert et al., 200Rhe model is simplified due to
limitations of the number of facets imposed by pnegram dgl_convert (see 85.1.1).
The final model of the VE is a reasonable copy of hlee RE is. The animation is a
key feature of this example stressing the potetytiaf the visual augmentation for
applications that could require the simulation hssin animated form together with
the VE.

Figure 6.10 Virtual Train Approaching the Station

Figure 6.11 shows how the platform looks in the RE.
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Figure 6.11 Platform in the Physical World (Nottindham Tram Consortium, 2004)

The picture of the actual site where the platfororks as a final certification that
what had been evaluated by the users during theis&e reasonably corresponds to
RE.

Housel — Exercise 2 — Phases of an Engineering Rrcj
The second example is also based on a real cotistru¢his model was created to
show AEC and customer the construction on diffemrases during the design and

construction phases.

The blue print chart — Figures 6.12 — shows therivetl plant of the house.
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Figure 6.12 Internal Division (Lucena, 1986)

Figure 6.13 shows the right side of the house ¥ahg the blue chart print.
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Figure 6.13 Right Side Scheme (Lucena, 1986)

This example shows how the house should look asd hkighlights the expected
commitment of those involved in an engineering @cbjFigure 6.14 is a snap shot of
the project with four stages of the constructionplemented. Each stage is
represented by a different colour. During the psscef visualisation users could see
the stages being placed on the top of each othgusbrthe required layers. The

advantage is to illustrate every single phase aadl/ase it in a clear way.

Figure 6.14 Colours Representing Different Staged the Engineering Project
(Design and Construction Phases)

Figure 6.15 shows the house built with differenbcokd layers. Each layer can have
a specific meaning (that can be stipulate by AEG)nduthe design and construction

phases.
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Figure 6.15 The Complete Construction (Design and @struction Phases)

Figure 6.16 shows how the house looked at the etigegbroject — final construction

phase on the RE.

Figure 6.16 The House as it Looks in the Physical @vld

House?2 — Exercise 3 — Drilling Information
The final example introduced in this thesis is aid®where the users could drill
through information such as: the structure, the pifgas, electricity, etc.) and the

distribution of windows.

Figure 6.17 shows the house from outside to givielea of the shape of it. Figure
6.18 shows where the windows of the house are dsawehe positioning of the
stairs. CMRS would show the owners of the propériyrey would have the best

views when examining the displacement of the wirglow

The final layer of information in this example wHee pipes that surround the
structure of the house as well as the undergrokigiire 6.19 shows different pipes
with different colours. Each pipe could represeiifecent meanings and follow

specifications.
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Figure 6.18 Windows and Stairs

Figure 6.19 Different Colours of the Pipes Indicatig Different Uses

6.2 Evaluation

The evaluation process was performed several tiduesg the existence of the
project. In the very early stages, most of the @at&n was just to confirm that the
system was working reliably when all of the hardsvand software was running at
the same time. Eventually users were invited tockhegain the evolution of the
project. Throughout the entire process the profext three formal demonstrations
and several informal ones. During the first twosargations the evaluation was more
concerned with uncovering key points on which tbel tshould be improved. No
interviews were done and the users just expredseld tomments to the author

during conversation.

In order to give more flexibility to setup and demstrate the project in both
campuses two GPS references base points were sdrvVElge first was taken inside

of The University of Nottingham Main Campus clogethe Sports Centre. The
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second was in The University of Nottingham JubiBzempus, on the island in front
of The Atrium building.

The coordinates (in WGS84) of the base point useskdo the Sports Centre are:

» Latitude North: 52° 56’ 26.32994".
* Longitude West: 01° 12’ 22.07388".
* High: 88.7259m.

The coordinates (in WGS84) of the base point usette island are:

» Latitude North: 52° 57’ 10.74172".
* Longitude West: 01° 11’ 15.04220".
* High: 78.271m.

These sites had advantages and disadvantages kanvdie signal captured in the
Sports Centre did not suffer as much multi-pathhasexperiment that took place in
the Jubilee Campus.

A multi-path effect can be noticed when the GP®aligeflects off of buildings,
the terrain or any other object between the stdedind the receiver. The reflected
signal arrives with some delay at the receiver icguan inaccurate coordinate (see
83.9). This can be confirmed by the constant autenchanges of the GPS receiver
from RTK-GPS to DGPS. Both receivers (referencetistaand rover) were
eventually too close to a number of three-storédmgs and trees in Jubilee Campus.
Another problem is the water surrounding the islakidleast once in early stages, a

user was reminded that she was walking too closieetborder of the island.

However in the Sport Centre the challenge is tqpokbe demonstration running
for long periods of time only using batteries gsoaver supply. There is no electrical
point and everything has to be running at the martteat users arrive. In the island
on Jubilee Campus this is not a real problem. Theepls not far from an electrical

socket, making the process free of the stress daogebatteries running flat. Any
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required modification in the configurations or cdtat required debugging could be

easily done as longer as necessary once the compuéeconnected to a power line.

For the final evaluation the green area behind aWghby Hall inside The
University of Nottingham Main Campus was chosentlfigr performance and testing.

This place has the following advantages:

* As the other areas, this place is flat. The evanas unlikely to run the risk
of users going up and down small hills or stairfie Tarea is also not
surrounded by water as in Jubilee Campus.

* There are no buildings or trees too close to wheceivers would be used,
reducing the chance of multi-path.

» Electrical sockets are less then 50 metres (closagh for an extension).

* Willoughby Hall also offered the possibility to séothe equipment safely in

one of the rooms, reducing drastically the timesktting up the equipment.

The coordinates (in WGS84) of the base point usatfilloughby Hall are:

 Latitude North: 52° 56' 05.87635".
* Longitude West: 1° 12' 20.57715".
e High: 77.7971m.

6.2.1 Pre-Test before the Final Evaluation — Final Adjusients

Just before the process of evaluation startededgst was performed to ensure that
everything was running as expected. As with angofinoject, there are always some
last minute minor adjustments to be done. Thisl fora-test is valuable because it
should be performed not by the author of the ptojmet by an outsider. The

advantage of the input of a “fresh mind” that does know how to use the system is

to show to the evaluator some missing points of tl@system is going to be used.
This final adjustment is probably one of the maspaortant points through the

perspective of final evaluation. If the developerdahe evaluator are the same

person, for sure, he had to undergo a kind of agdiptation to the system. This
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adaptation could be the skills developed to typthenhandheld keyboard or the best

speed to walk with the equipment, for example.

Another point is the way that the user would wéder €quipment. Not all users
know how to wear it and what looks trivial for teveloper could not be obvious for
users. The process of equipping the user shoulashdelicate as possible. Not just
because of the number of cables and fragile equipitiiat are involved, but also
because the user is receiving an extra layer ofté&edhover his body. The more the
user feel confident the more he will have a goadetiand his concerns will be

focused in the evaluation and not on whether haoising good or doing well.

Positive Points of the Pre-Test
Previous tests showed a number of details thadomalke some difference in a real
performance. The required adjustments were implexdeiat optimise the experience

of the field user.

A line (a white long tape was used) in the grasskmg where the VE should be
projected helped the user to identify which dir@cthe should go in the RE. This
eliminated the need to tell the user constantlyrevtteey should walk. By following
the line, the user would automatically go to thghtidirection and would not be too
far from there. In previous experiences, when udgersiot have the facility of the
white mark they would spend more time wondering adotather than focusing their
attention in the CMRS.

A wave-LAN router was used to create the link betwthe computers rather than
using only simple peer-to-peer configuration wittmputers linked purely by their
network cards. The advantages are: the signalaager and the router is placed half

way through the computers, enabling users to mostadr away from each other.

This system is more stable when compared with tleigus versions. The
jerking was drastically reduced by the Kalman filfgee 85.3.1) implementation and
the installation of a faster hard disk in the nowh The GPS signal is not affected

by multi-path as much as it is in the Jubilee Campllss is attested by the
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significant reduction of the VE drift (visual pept®n only). The receivers usually

locked the signal faster in the chosen green ard&ept it for most of the time.

Designing more than one exercise can enrich thegrsignificantly. In previous
performances the users were introduced only totaalitram station. During the final
evaluation users had a better overview of the sso®ered by the project with the

three exercises created.

Learning Points from the Pre-Test

The wave-LAN router should be placed as close asilplesto the area where the VE
is being projected as well as far from the groulhdvas noticed that the system
stopped working — froze — when the connection betwesers was dropped — around

50 metres from the router.

At this stage field users could interact with the ¥hrough a handheld keyboard.
This device is not suitable for a user without jpvas training. The device is helpful
if users know how to work with it but it becomedniendly for a user that is not used
to handle it and is already caring all the equipmerthe backpack and wearing the
HMD. Instruction “on the fly” is impossible and ntosertainly the person will not
understand how it should work, getting frustratemtyvquickly. As the user said
during the pre-test:

“It is phenomenally difficult, unless you know wlyatu are doing”.

6.2.2 The Final Evaluation

The final evaluation of this project is directedthy following steps:

 Embedded Test — all users were invited to testsylsem. All actions were
recorded for later analyses.

* Post Test with Interview — an interview just aftiee embedded test to extract
more information from users. Users were questionetl only about the

system but about themselves when using the sys#ost of the questions
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were repeatedly made to users but some of them tadoeed to particular

points noticed during the trial.

A small but representative humber of people wer@&advto interact with CMRS in
the final evaluation. In total, eight people gototved during the evaluation. These
people were chosen based their backgrounds and pinevious experience in

evaluate projects.

* Four civil engineers — with background in space gsgd fluid simulation,
photogrammetry, AR systems and high accuracy GPS.

* One architect — with experience in AR systems aiddésign, also closely
linked with Computer Science projects.

 Two Computer Scientists — with knowledge in simolat AR systems, VE,
GPS positioning, CE and etc.

* One person with background in new technologiesyeusng male, qualified to

evaluate AR systems and computer games.

The users were invited to come for the evaluatiodifferent times and days. This
procedure prevented their opinion being influenbgdny discussion between them.
The exercises for each individual, three in tai@bk around fifteen minutes each to

be completed and the interviews after the trialacbthirty minutes.

The exercises are not guided by an exact path wiedtdeusers should go or by a
time frame to complete one or more tasks. Howedweretis a pattern in the exercises

covering the following points:

Tram Station — exercise 1
* VE ldentification — field users should be able t@erstand and recognise the
tram station associating it to their previous baokgd. They should also be
able to identify the displacement of the furnitarehe colour of it.
» Scale — users are invited to stay on the virtuamtrshelter and have the

perception of scale.
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 Small Details — users are also motivated to findoarect representing a
Close-Circuit Television (CCTV) in the top of atual lamp post. This task is
particular interesting because it required useokit@ up trying to find a
small virtual object.

* Animation — users are also invited to stay over glsform to wait for the
tram to approach and depart.

* Broad View — field users are requested to walk a¥vagn the virtual tram

station to see the entire VE with the tram approarhnd departing.

House 1 — exercise 2
* VE lIdentification — field users should be able dentify the house and the
rooms that shaped it based on previous knowledgeholiise.
» Layer by Layer — field users are exposed to diffeseegments of the house
construction. With only few layers with distinctimlours users are invited to

explore the rooms, find the doors and windows day is the veranda.

House 2 — exercise 3

» Change of the VE - field users are exposed to gplEimmchanged of layer of
information although all of them have the sameresfee (a house). Users are
again asked to go and explore the VE.

» Identification of Particular Points of Interest -ets are requested to look and
walk towards the stairs. When they are close tossthe VE is switched
again. Users are requested to look up to find a holthe ceiling where the
stairs climbs to.

* Be surrounded by the VE — this VE is designed latban the other two
examples. Users should have the feeling to be gnded by the VE where

they need to walk around 25 meters to get away trarhouse.

The evaluation was created to cover the topics slmwFigure 6.20.
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Figure 6.20 Topics Covered by the Evaluation

Technical — regarding the technical aspects ofwswé and hardware used
during the exercises.

o0 Software: the system presented in this thesis wa®t@atype focused
on the validation of CMRS in CEn projects (desigml &onstruction
phases). Even though the CMRS is not a final prpdbe evaluation
covered how reliable the system was during theotses.

o Technical — Hardware: GPS receiver and quality atippot, HMD,
wave LAN, and inclinometer and magnetic compassewalso
evaluated. The output of these devices highly &dtethe field users’
experience.

Tasks — what users did during the exercises?

o0 Instructions: how instructions are passed to fieddrs. The role of the
office user as a collaborator in the VE.

o Reaching specific goals: how the tasks are perfdribg users
(although the evaluation run over a formative apghdaif they could
perform what is requested, the difficulties thattfeced, etc.

Interacting with the System.

o0 Behaviour: How users behaved when exploring the GMR

o Immersion: Was it an AR or a VE experience?

VE Quality of the Scene — could users identify wait objects/spaces and
associate them with real ones? What users expes¢dowhen exploring a
VE?
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0 Texture and colours: could users indentify wheeytivere inside of
the virtual house (bathroom, living room, etc.)?

o0 Dynamic Objects: Did the inclusion of dynamic olgedring any
improvement to the scene?

o Reference Points: Are users correctly and easilgntated when
walking in the RE with the see-through HMD on?

0 Avatar: The visual aspect of the avatar and howhmtigepresents
during the experiment.

» Office User's Control — the aspects of the remaietiol of the VE by the

office user.

The broader impact on communication, collaborasind mutual understanding is not
discussed in this subchapter but rather savedhénéxt subchapter (see §86.2.4)

6.2.3 Outcome from the Exercises

The following paragraphs are structured accordintpé evaluation topics introduced
in Figure 6.20. They summarise the main pointfhieftideo material recorded by the
cameraman and the author — as office user — dthimgxercises and interviews. The
topics are commented along the excerpts. This kapter does not give an overall
conclusion about the exercises. This can be fonnkea next sub-chapter 6.2.4.

For the sake of anonymity field users are iderdifis: Engineerl (E1), Engineer2
(E2), Engineer3 (E3), Engineer4 (E4), ArchitectllYAComputer Scientistl (C1),
Computer Scientist2 (C2) and Ordinary user (O1).

The exercises are identified as: tram station (@serl), house 1 (exercise 2) and

house 2 (exercise 3).

Technical — Software Reliability

As mentioned in 85.3.1 the computer carried byfieder was running eleven parallel
processes with two data bases at same time. Thensyended to be constantly
reliable until some external factor affects its bhaebtar. Mostly this is an issue

regarding wave-LAN. The router was not strong etotay send the signal further
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then forty to fifty metres. If eventually the fielsser is out of the range, the audio

channel stopped working as well as the other psogesking the system crash.

The lost of connection makes field user complewisorientated without the

power to restart the system by himself.

E1l: | do not know where | am going. | am pickingthp dialog screen at the
moment that it is picking up some of the envirorim&he brightness is also
wrong and | can see only the physical world andthetVE. If you can get rid of
these dialog screens it would be helpful. You caprabably do it from there.

In a second occasion during a different exerciséaEéd the same problem again.

E1l: Oops, it has failed and | have an error screemw.

This is the only moment that a field user went tgiowla problem like this. The
solution is to place the wave-LAN router closerth@ area where field users are
performing the test. The best solution would belaxe a powerful antenna to cover
all the area plus some hidden points where a stdndave-LAN router could not
reach. Ultimately there is a need to improve thmusbness of the software in the fault

of the system disconnection.

Technical — Hardware RTK-GPS

The RTK-GPS receiver used is not as small as theelmased for car navigation for

instance. It requires heavy duty battery, cabladiortransmitters and a pole with a
specific antenna. The antenna by default shoulabose the user’'s head (around two
meters from the ground) to reduce multipath. Thie o part of the backpack frame

carried by field user.
Ergonomic — Overall the system is not ergonomic. It is hegugcsally because the
weight and size of RTK-GPS receiver. The numbecalfies also makes the system

complex to setup and to carry.

Along the exercises it was noticed that a numbeunsafrs got the GPS antenna
stuck in the branches of a tree.

157



E1l: | got caught in the tree with the GPS receiecause | could not see the
tree!

E2: | think that | am catching a tree with the ame.

E3: You have asked how immersed | was and thatheasimmersed | was in a
tree.

Al: | need to make sure that | will not run intatlree.

For the evaluation point of view there is a mixcohclusions regarding to hardware
design and user immersion in the VE. The heighthef antenna can make the
difference from an ergonomic perspective. Fieldrsiddke E2 and Al are no more
than 175cm height. It is possible to imagine tlegtytdid not think to allow some

extra room to pass below the obstacle. HoweverrgllEEB have something close to
200cm height. In any circumstance they would notayeards the tree direction. This
can drive to the HMD setup hypothesis (see beltivine device is too dark the user
will not see through the lenses. But the tree wasnore then 10 meters away from
the users during the briefing of the project. Teaw the tree and they knew that it is
the only tree around. Perhaps users can get toceisad in the VE forgetting

completely about the RE and the hazards that #énstfer (see below).

Accuracy — The default output rate of RTK-GPS receiverrng sample per second.
This is the fastest speed that the receiver cark wdren calculating RTK-GPS
coordinate in real time in the receiver. When usegse in the field, they needed to
bear in mind that they should walk slower than ustiae rendering of the CMRS is
affected if users speed up walking, making the dioates further apart from each
other. The excerpts bellow show users having theat®n of the VE jumping from

point to point.

E1l: The environment is jumping a lot at the monaritif | steady on, it gets
better.

E2: The image is jumping a little bit.

Al: Itis difficult to track, it is very jumpy.
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Al: The frame rate makes it sometimes difficuttrientate yourself. | guess you
learn to live with that. It is sometimes difficitt use because sometimes you
cannot necessarily fix your view to a digital olbjdtjust jumps over that point.

C2: It is jerking a little bit as | move but | dthhave the impression that it has a
consistent position in front of me.

The only way to go around this problem was walksigwer than usual. It is
suggested something between 0.5 to 1 meter pendekblmwever there is no rule for
this and users should find the speed where theyidvmel comfortable with the
visualisation. MASSIVE-3 already renders extra fesnbetween two coordinates but
this also find a limit by the speed of the persothie RE.

The Kalman Filter implemented does not bring too Imfar the coordinates. In
fact, GPS receivers already contain a Kalman Filbereduce high discrepancies

between coordinates.

Setting Up — every new exercise requires users coming back ptace where the
system should be setup again with the new VE. plaise is very close to a building
where the GPS signal is mostly blocked. After teis of the VE and the restarting
of all process, GPS receiver must to stay exposexdetr sky to fix the GPS signal.
Finally the process could start again. However axadht the receiver does not fix

GPS signal long enough, loosing precision aftdratgeriod of time.

E1l: The main problem is the perspective. | do eet that | am walking towards
or through it.

By default CMRS is set to be at the (0, 0, 0) posiivhen the GPS receiver is not
updating the data space with new coordinates. bétame very disturbing for the
user because the person could walk in the RE buVEhés fixed to one position.

Meanwhile inclinometer and magnetic compass ar&kwwgrmeaning that the image
is following the movement of user head. The sotutielies in leave the RTK-GPS
receiver fixing GPS signal for longer or in haviag appropriate interface when the

user is disconnected.
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Technical — Hardware Inclinometer and Magnetic Comass

The inclinometer and the magnetic compass attadbethe crash helmet are
responsive to the iron in the frame of the backpdtks caused a jerking due to this
soft magnetic field. The jerking was consideral@giuced by the implementation of a

Kalman Filter. The reduction of jerking can be seeRigures 5.10 to 5.12.

Some of the reactions from field users are presdoéow:

Al: When | stand still it is ok but when | movguihps a lot. | think that it is the
frame rate rather than anything else. It is a vieny frame rate.

C1: Because my head...oh god, this is really creepgcause my head keeps
moving... | feel like I'm in the tram. Because mydhkeeps moving this jumping
drives me really really mad.

C1: If | stand still it is fine. If | turn my heaally slowly it is also fine. | need to
restrict my behaviour and movements to suit thewftat is not natural for me.

C2: There is a bit of delay when moving the head.

The market already offers some other devices trainat so affected by magnetic
fields — (Xsens, 2008) for instance. The reductadnerk through Kalman Filter

brought another problem: the small delay in the moa® when users turn their
heads too fast. Figure 5.10 to 5.12 already shdwendelay when the graph lines are
not very close together. This delay can be perokeptby users causing some

discomfort.

Technical - HMD

The HMD used was not designed for AR systems. & a@ersonal wearable screen
used to watch movies for example. The size andwbight of the device are
reasonably good as well as the quality of imageweéter this device was designed
to work in controlled environments like inside ofcem for example. The light of the
room can be controlled making the environment staflhe Sun light and the
shadows of clouds makes the setup or contrast agttmess very difficult when

using this equipment outdoors. If too dark, usensld not see the RE, affecting then
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the AR experience. Users cannot see the VE if tiv@@ment is too bright. There is

no auto adjustment for the device for variable cions.

Another problem in the design is the light comingni around the frame of the
goggles. The external light is usually much brightean the one filtered by the

lenses. This light became inevitable uncomfortédeisers.

El: | can see the tram and the VE but | cannottkeephysical world so well
behind it.

E2: | can see something! It looks like street lgjht

E2: The lenses are a bit dark but | know wheredlmmeraman igpointing with
his hand)and | can see grass. | have to say that, the wadre | see the tram, |
do not see-through. | can see the bottom part aheks| think that there is quite
a lot of light coming from the side of the HMD.

E2: | trust the cameraman because | do not knowevham going.

E2: When | am looking to the direction of the embaaht, there is a lot of light
coming from the Sun and | cannot see properly.

Al: It is the usual thing; | cannot see anythingotiigh the glasses. | have to look
under the glasses to not fall over. It is just YHein the glasses. It is too dark, the
HMD set up.

Al: 1 am looking right into the Sun so | cannot aegthing at all.
O1: I can see the physical environment below btuiméront.

The HMD appears to be a critical device for the hexperiment. This is in part not
a surprise once the device is not designed forghipose. However this is the only
device available and the design architecture cdefte this project requests a see-
through HMD.

Some of the users put their hand in front of theiade blocking the view of the
RE to be able to see the VE. There are even usarsvalked completely “blind” in
the RE for long time just relying in what they @&eeing in the VE. It is important to

mention that none real object was mapped in theoRi®pulate the VE.

161



The problem of the adjustment of see-through iscstical that during the
evaluation E2 is requested to look up to see sontalslen the VE like CCTVs
(exercise 1) or a hole in the first floor of theuke (exercise 2). Eventually his vision
is blocked by the light from the Sun that came frilra opposite direction making
him temporarily blind. The opposite happened wherdoks at the same direction
where the Sun is pointing to. The HMD became tad ttasee the RE.

When doing the evaluation, one of the concernisirtderstand what sort of
immersion the user could experience. Users weredagkhey could see VE and RE
seamless. Eventually, the recorded videos shows useéally immersed in the VE
without noticing the RE (see more about this tapithe following paragraphs).

Technical — Wave-LAN

The router used for the wave-LAN connection wadghesl for domestic use only
with a very limited range. As already described¢his problem when a user moves
over the router’s range causing the crash of tlstesy. For a real application, the

solution relies over wireless Internet access powaerful antenna.

Tasks — Instructions

One way to make sure that the field user is gomthe direction suggested by the
office user in the RE is to ask him to look for thkfice user's embodiment and to

walk towards it. The aim is not only to show thegence of a second user in a
collaborative way but also to pass instructions ftbmright position in the VE.

The excerpts and the comments below exemplify thg that the instructions

were eventually passed to and received by fieldsuse

E1l: | can see your embodiment and when you move.

Each user has a different approach when receiviognanand or orientation. There
are people to whom just a request like: “-please tight and look for the CCTV in
the lamp post” is enough as a command. They knoat ¥ehlook for and even if they
could not find the target immediately they woulédmgte over the VE on their right
side that could look like a lamp post and then alr'CCFor E2 this command for
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example had to be slightly different. When he iguested to turn right he replied

with the question:

E2: how many degrees?

After that, every time that E2 is requested to tiefbor right, the number of degrees
has also to be included in the command.

During the exercises, E2 could not find the CCTVsl aropped the idea of
looking for them. Not letting the user down is ooiethe points to ensure users
engaged in the system. In case they cannot firattecplar point, the task is moved to
an easier that is prepared to keep the user metivat this case, the user is requested
to look for a bin very close to the lamp post. Tiser replied that he could not find it.
However, because the office user is following th&ediment of the field user, he

knew that from that position it is possible to fite bin.

E2: | was looking too high. I have the bin rightfiont of me.

At this point E2 is better understanding the tedbgy and he learns that the
movements with his head should be slower and smeodtten the usual. By doing
this, E2 manages to find the lamp post and the GCTV

E2: Yeah, | can see two yellow CCTVs!

The role of the office user changes from a per$an is collaborating in the CVE
towards someone that is guiding and training takl fuser. The idea of collaboration
and pointing to objects and places when users laaeing a CVE is studied by
Hindmarsh (Hindmarsh et al., 2000). The paper etatudow such interaction
occurs, the restrictions implied by the limitatiookthe system and how users go

around such difficulties.

Interacting with the System — Behaviour / Interacton
The evaluation shows that users have different\netes when exploring the CVE.
Users that are used to CVEs and CMRS experimemtgusa walk, exploring and

interacting with the system in a very natural amolsk way. There is a feeling of no
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surprise and they almost can predict what theydaeeto see and how the system is
supposed to work. On the other hand, this is aurexof surprise and exhilaration for
non experienced users since they started to weagghi@ment. Everything is a big
novelty making them react completely differentlythose with some background.

Some of the excerpts show how field users behavezhvexploring the CMRS.
Some of the users for instance did not like tha idkgoing through the objects that
composed the VE:

There was a moment during the exercises that fistd was guided through the
VE where key points were demonstrated as well agliiigal tram (exercise 1) that
runs as an animation. E2 walks around the greem &olowing the guidance

indications from the office user until the digitedm is in front of him.

E2: Do | cross the tram?

In the physical world it is not natural to walk digh objects. It is noticed, in a
number of occasions, that users can became aframhling through the elements

inside of the VE. They tend to avoid them by wadkaround or asking for a way in.

E2 is then invited to explore the other side of titaen station, walking over the
digital platform stopping under the tram shelteo. Move from one side to another

the user should have walked through some of thieatimpjects.

E2: Can | go through the post? Can | walk arourddlitvill try to walk around it.

E2 walks sideways very slowly avoiding virtual atige He eventually manages to

find his way around without being run over by tltual tram.
The same behaviour is noticed during the first @serwith E3. He is surprised to

be run over by the virtual tram more than once. Video also shows that when he is

exploring the VE, he tries to avoid the objectsAatking around them.
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C1 has difficulties in understanding that it is gibte to walk through digital

objects.

C1: And the fact that | can walk through all thedgects is very disturbing.

As with other users, C2 “jumps” when he is run obgrthe digital tram. When
comparing the RE with the VE, C2 states that thesR&uld be marked, indicating
the “dangerous areas” like the tram rail. Such lbamies could increase the sense of

realism in the scene.

Even though field users could not move the arnthaf avatars, the video shows
that gestures represent an important way of comeating. Users tried to explain
situations or point to places when interacting wviith office user. For the prototype
presented the only way to point is moving to thecpland to stop facing the object.
The office user should follow the field user avasad stop in the same position
looking to the same place. This is not a real opg@specially for complex VE or

places where the RE is in constant changes likeGiEn site.

Some examples of the body gestures during the isgsrare as follows:

In the beginning of the second example E3 waves thar office user’s
embodiment in the VE sayin: Hello!” . The video shows that E3 is really talking
and waving to the office user in the VE and nottfer camera.

Al points the necessity of gestures as way toantewrith other users sharing the
CMRS. Throughout the time that Al is exploring finst exercise (tram station) he is
asked about the effect caused by the office usanlsodiment in the scene. There are
advantages and disadvantages and the avatar coemtenthe audio channel
communication and collaboration in the VE. The enmimeet without the audio
would not make too much sense. It would becomeeratfifficult without audio
commands like: Please look to where the embodiment is lookirigAttsame time
the audio without the embodiment could also makeekercise very difficult. A
request to go to a particular place to check aipeletail in the VE could become a

hard task, especially if the VE is designed withadual landmarks. The users could

165



be completely disorientated and frustrated if tbeyld not find the places where they
are being requested to go to. In the third exerémseexample, details like showing a
hole in the ceiling are better performed when tHe®fuser asks the field user to

move towards and look to the same direction as him.

Al: | like the idea that | can talk with somebodyg,an embodiment, and follow it
and look to roughly same direction that it is lawiat. You can think in the
embodiment in the level of expressiveness thagdts And currently it does not
have that much of it. At the moment, the office naa say “come to where my
embodiment is”. And probably you can just about skok to where my
embodiment looks”. But that's where it ends. Se, fghinciple makes sense but |
guess that you cannot do really much with it. Yaonot really point things with
it. You need the audio. If there is something onleftyfor example you cannot
point and | cannot point either because there isim@rface to capture the
movement of my arms.

C1 also uses his hands to indicate things insieé&/th even knowing that his gestures
could not be seen. The video shows C1 talking Wghoffice user at the same time

that he gesticulates to confirm that he is goivgatals the right direction.

Interacting with the System — Immersion

The immersion of the user in the CVE appears tbigker might be expected. Most

of the users could not see or have the feelingbfaid RE merged. This immersion

is partially over taken after the first exerciseses starts to understand how the
system works and become more independent of tleeuser. The paragraphs below
show some examples of this point:

During the first exercises the video shows thati€€2ompletely immersed, not
taking time to see the VE from some distance. Hesdmot ask if he can take any
decision, instead, he just follows the office ug&2.stopped walking when he is sure

that the other embodiment is big enough to bloskview.

E2: | think that | am close to you. You are quiig foow.

During the first exercise, E4 is so impressed byadffiee user's embodiment that he
forgets to explore the VE during the initial waHor a considerable period of time he
is fixed with the idea that he should follow thebmdiment in order to see what it is
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doing. The office user has to make sure that E4 ngtaieds that he can explore the
VE by his own. Inside the VE, the field user isatbt independent from where the
other embodiment is or what he is looking at. Athv2, E4 understood that if he
stays too close to the field user's embodiment lie net be able to see the VE
properly. He decides then to open more space tthee¥E better. He is requested to
look at the lamp post on his right, once he wasr dkie platform. Only then he
notices the lamp post and walked backwards to hawetter view and from where he
could also see the CCTVs.

Some of the users lost the sense of direction vsemunded by a virtual object.
This happened when they are going through an objeathen the VE is swapped to
another one during the exercise 3. Most of therhijumediately stopped as they are

inside of a virtual object and could not go throtitgh

Al comments during one of the exercises the lagdene of direction:

Al:1do not have a physical sense that this waglthection that | came from. My
physical orientation is completely gone because tibo immersive.

Throughout the tour E3 easily identifies all the k®ints of the VE like the stairs or
the gap in the roof of the first floor showing somerts of the second floor of the
house (exercise 3). The user is immersed and anhysdte system until he lifts up
the HMD and says:

E3: Oops, | did not realize that | was over hereybu had asked “where are
you?”, | would not know. | could see the white lthere in the ground, that was
quite useful.

VE — Quality of the Scene-Texture and Colour

One of the points raised by users is the lack xtutes in the VE. Exercise one is
well accepted because in RE, the tram platfornl igaanted in solid colours and the
VE is created using the same tones. However usgtgest more realistic textures like

brick walls for example in exercises two and three.

Another unexpected problem is regarding to onéeffield users (E3) be colour

blind. The embodiment in the VE is red with whitenga and E3 had some difficulties
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to find it. The problem increases when the offiseruembodiment passes in front of

an object where the combination of colours madiésappear to E3’s sight.

O1 for instance has some trouble in understandmgnavigating the CMRS with

flat colours.

O1: Itis lot harder to find my way in this one thim the tram station. The colour
scheme has some part in it because most of thetwteubas the same colour.
They can look like the same objects. Also the fiskel’'s embodiment does not

stand out as it did in the tram station.

Even with the lack of texture the system providesidy realistic view of virtual
objects in the RE. During the third exercise, tffece user's embodiment stopped in
front of the stairs indicating where C2 should siop. The user liked the idea that he
could look through the gap in the ceiling to thewwl floor of the virtual house.
From his position he could see a window in the sddtoor in the VE, which for him

it is fairly realistic.

VE — Quality of the Scene-Dynamic Objects
Users were also questioned about the dynamic objettte scene, in this case the

digital tram.

Al: | do not think that the tram adds anything lre tscene more than the same
tram static in that positioning. If you have a stdaram there | will understand
that there is a tram that passes there. It is abyueonfusing. Now | am so close
and if it moves past | could not say what it isahnot recognize anything | can
just see polygons. If | have an overview then | ®aa it. | imagine that, for an
example where you could see the flow of air, it mike more sense. With the
tram | am not so sure. Because of the field of vidvave the impression that | am
standing too close to the train where in the phgisigorld | would never be so
close.

Perhaps the digital tram made the scene too contplé&e seen. The tram is higher
that the tram shelter blocking the user’s view teraply, until it moves away again.
There are two other points that could make useis disturbed. The first could be the
fact that the tram does not stay away from thetaligitation for a while, in order to

open the view. It kept coming and going constantly giving proper time for the
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tram station stays for a little while without thewng digital object (5 minutes away
for example). The second problem could be the wwt the tram moves. The
coordinates should be closer to each other to @uaitite smoothness of movement.
During the exercises O1 put in a question a goed ttat could be possibly become a

future implementation of the system.

O1: If I go through the tram will I move with it?

The user could virtually travel in digital objeaach time he approaches one. If he

moves again his view would come back to where hepraviously in the CVE.

VE — Quality of the Scene- Reference Points

Al: It is really difficult to see what is what nolwunderstand that you gave me
different phases and I'm just about to understdrat they are at the top of each
other but basically they just look like a lot of ygbns.

The field user is lost due to the lack of a cleati¢ation of the rooms that he is
visiting in the VE. The physical world contributisthe loss of navigation, once it is
flat with no reference points to aim at, such astdpe marking the boundaries in the
ground (shaping rooms for instance) or a landmaikdicate where the front and the
back of the house are. Users also suggest thaVEheould have something like
furniture to indicate the rooms of the house atghme time that it would help with

the navigation.

As other users, Al thought that the VE should lgnatl with the white line in
the ground.

Al: In my idea if | want to explore the VE | showldlk over this line. If | do it
now there is nothing to see. It is just a commeddbes not stop me from using it.

The white tape placed in the ground is just rougtdjimiting the position of the
virtual tram station and up to where users coulplae the VE. This information is
passed to the users during the instructions poitiné exercises. However, most of the
users argued that the VE (in this case the platfofrthe exercise 1) is not being

projected exactly over the tape.
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C2 felt that he is being unfairly disconnected vitik physical world around him,
claiming that there are no landmarks that couldesas reference points, neither in
the VE nor in the physical world. Like other usdms, questions the relation of the
white line in the ground and the VE, believing ttie¢ white mark is the limit of the

house (exercises 2 and 3).

VE — Quality of the Scene- Avatar
The field user is then asked about what he thirfkbhe field user's embodiment in

the VE and whether it makes sense to him.

C2: The embodiment as | see is not human enougméorto feel like 1 am

actually “seeing” someone standing in front of rhidave a bit of difficulty with

it. It does seem to move around and that does makdeel more like there is
actually something there as such, rather then theiag nothing there. As | said
it is not particularly human enough for me to thithlat there is anything other
than an object in the environment.

C2 as well as other users mention there is a ldckngathy in the avatar. As a
general conclusion both field and office user'stakgashould look more like a human
being as well as be able to move their arms inroraenake gestures. More about

empathy can be found in the following subchapter.

Office User’s Control

The office user has not only the important dutgaade and collaborate with the field
user when in exploring CMRS. The manipulation oé thbjects is considered a
complex task and could not be performed by fieldrwsithout a previous training.
The office user help becomes even more importané orne of the invited users
could manipulate CMRS using the handheld keyboardinmlerstand the logic of

commands.

Field users could see along some of the exercieeslémonstration of how the
VE could be rearranged while users are interadtithpe CMRS. The virtual objects
could be dragged and dropped by the office usenlsogliment (one of the features of
MASSIVE-3). The field user could then take a beptesition in the physical world in

order to see some of the changes that are being matthe office user.
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The stages of the construction are also demondtrategh CMRS being
manipulated remotely by the office user. Each of tphases is demonstrated
progressively, adding each new layer on the tothefother. After the repetition of
this procedure for a few more times, the phaseslaog/n in an alternate order. All

these procedures are enriched by the possibiligpofmunication between users.

6.2.4 Final Points over the Evaluation

The evaluation process helped identify a numbeguoaits that had not been predicted
during the many phases of the project. This wasntoenent when all that was
developed in the first few years was finally putdthger. The outdoor evaluation was

fairly different from those that were tested incmtrolled place.

One important decision taken during the evaluat¥as to invite only one person
each day. All the difficulties and unexpected esrarere thus solved in time and it
was possible to learn from them. Users also didgstinfluenced by other users

during the exercises.

The evaluation process was not limited to obserhog users interacted and
explored the system during the exercises. An ind@rwvas performed just after the
third exercise in order to complement the userstdfacks. Most of users answered
the same questions. Only few questions were tailameorder to cover particular

points experienced by the users during the exercise

The questions and answers are fully translated ppeAdix D. The same
nomenclature for the field users is used to in@i@aho is answering when there is an
excerpt. Figure 6.21 shows the areas covered getfeal points over the evaluation.

. Self Adaptation
Usging the System ———————
S\ Immersion

| Virtual Environment  Oveniew

y N | o ;
[ Complementary Outcome ', / Hardware _Oueniew
\_from the Evaluation A Collaboration
T —— |\ Office and Field Users | Communication

Mutual Understanding

' Different/Complementary Approaches

Figure 6.21 Grouping Points of Interest for the Complementary Outcome
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The following paragraphs are overall conclusionsrahe final analyse of how users
acted during the exercises and the outcome fromirttezviews. There are still
excerpts from the interviews (Appendix D) in order help make the text clear

framing the topic in analysis with the conclusion.

Using the System — Self adaptation

Users had to adapt themselves to the system. Theteupél the coordinates was not
fast enough to make the calculated movement insidee VE smooth enough. All
the users were reminded to walk slower than theludwt not all followed the
instructions. GPS coordinates were being updated sacond and the tilt sensor had
its output processed by the Kalman Filter to redeck helped to make the refresh
rate of the view slower than usual. The system stalsle when users stood still and
smooth when users made slow movements. Only twis iested the system before.
Users that followed the instructions commented tihaly had enjoyed the view,
especially those that had previously tested thé&esysn the early stages remarking
that when standing still, the image was perfect.

Using the System — Immersion
During the exercises it appeared that users wepergncing a relatively high level
of immersion in the system instead of having aneXBerience.

There are key factors that could have contribubetthis happening:

* Regarding the VE perspective, users felt more fanmskd with the tram
station than any other example. The colours andhlpes were very close to
the ones in the physical world. All users that eastd the system had seen
how the actual tram station looked and so alreaaty previous knowledge
about the scenario, which made them more comfe@taiih what was seen. It
was noticed that users with previous knowledge lohtvthey were due to see
would have a better experience when exploring tke Wsers put their focus

in the VE not giving chance for merging real andual.
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There was clearly a process of selective attemtiloan users explored the VE.
As mentioned in (Edgar, 2002) “physiologists oftegard attention as acting
like a filter”. Edgar quotes (Posner, 2002):

This “attentional spotlight” that illuminates ondysmall part of the visual field (i.e.
only a small proportion of everything that is regied by the eyes) and any items
that lie within that spotlight receive priority f@rocessing. Any information lying
outside the “beam” of the attentional spotlighteiges far less processing. (Posner,
2002)

In this case the RE is “out of the attentional Bgbt’ making users more
focused on what was being projected before tha&is eythe VE.

There was a disconnection between VE and RE. Laridm@ike tapes
drawing the shape of a house for instance) mighg bsers to fix with the
idea of an AR system aiming to project a virtualeabyepresenting a house or
a tram station in that particular place.

The see-through HMD cannot adjust contrast anchbress itself. If a cloud
covers the Sun light the image becomes too dattkelfcloud goes away, the
projection of the VE becomes faded. Another problems the lack of
stereoscopy. The images projected in the HMD ate¢hmee dimensional.
Some of the users talked about the lack of textwrech could bring more
realism to the scene. Users were looking at objecttshe VE, but not
connecting them to real objects (i.e. a house dtdaok as a real house).

One user said that the dynamic object (the trard)ehaegative impact during
the experiment. Perhaps the object could be bextglored in the scene. The
tram could run smoother, not so often and with ssmend effects helping to
pass a better sense of realism. It was noticed tti@tvirtual tram often

obscured users’ views of the VE.

Virtual Environment - Overview

Texture and colours were one of the points thatechimore comments from users.

Flat colours were not what users were expectingeaally when exploring a VE

representing a house. Just one of the users whe in&rviewed said that plain

colours did not affect him. High resolution textureght not be a requirement but

something intermediary that could pass the idea lafick wall in the VE and not flat

173



brick colour only. The outcome from users just aonéd what they expected from

an AR system: the VE should be presented as ckpessible of reality.

Originally the colours of the houses created fer ¢lxercise were chosen to give
as much contrast as possible (to show differensghaf a construction) making it

easy for users to see it.

The tram station in the RE was painted in plairood and users could easily
identify the tram shelters, lamp post, bins, efavo of the users shared their view

about the tram station:

E3: It was clear that it was a tram station andetlly helps the tram going in
and out. It seems that inside the tram it was wvéeyailed. That was quite
realistic. The outside of the tram was also gootlkéd the lights as well and
when | could see the CCTV cameras up in the polel..the bins. Yeah,
everything was fine.

O1: The tram station was really good because itthassame curves and same
objects that the real one. So | could say stragéy what it was.

Users were then questioned about how they imagthatl different phases of a
project could be presented once texture was anmegent. The suggestion was to use
the same texture but with slightly different coleuHowever, the issue of lack of

realism still remains when not using a “realistieXture. As E3 stated:

E3: You're gone decide what you try to represenbni-this point of view you try
to represent the realitgpointing to the blueprintand you see the final thing. So
texture helps there. If not, then it becomes cltisea graph. It is a three-
dimensional graph in which case putting colourhighlight in, putting different
colours for different phases makes sense.

Another point raised by users was the fact thatlsw@specially in the second
exercises) were represented by thin facets. Udaimmed that a wall representation
should have at least the same thickness as a Bxigkndow should also look like

one and not like a blue rectangle. Users couldassbciate the virtual object with the

real one. During one of the trials E2 asked:

E2: Should | go towards the blue rectangle? If lbgak | can see the yellow roof.
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Some other users commented about the lack of Viftwaiture in the houses. The

furniture for them could help to better understarmbuple of points:

* To indicate an approximate size of the room. Thevipus knowledge of the
user about the dimension of a double bed for exampbuld give an
indication of the size of the room.

* To make it clear that the visited place was a pgakhedroom because there

was a virtual bed in that place.

To use or not of furniture would depend of what YHe was proposed to represent
and in each phase of the CE cycle. During the depigase virtual sofas, beds,
kitchen, etc. could be added to enrich the scetie aétails helping architects to give
a final touch in the project. However, if the systas being used along the
construction phase it would not make sense to adih sepresentations. More
valuable information would be required like tectahicinformation over the

construction specifications.

It was noticeable, both from previous experiences also in the video of the
current evaluation that most of the users triedvoid the digital objects. Some users
got frightened, for instance when something sudderdssed in front of them, like
the tram for example. The answers show that thaseavmix of feelings about going
through the digital objects. It is not natural Fnrmans to walk through walls but this
is one of the features of the technology. The dbjexs not there physically and the
field user can go through it because it was a shbdr it was the best way to avoid a
hazard in the physical world (especially when cdesng a construction site). The
design of a realistic VE should not create barriens extend the experience and
create possibilities for users to go beyond thatural limitations. The field user for
example could fly over the scene — although th&tuiee was not explored. Such
extension of capabilities (to fly for instance) idbbecome very useful if an architect

would like to show the design of a house with thedgns and the swimming pool.

Landmarks could be better explored during the eésesc A single line was not

enough to only indicate where the VE would be pigd. The shape of a tram
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station, house or any other VE would make usergebebnnect what they were
exploring together with the RE. This would also destrate the level of accuracy

when using the RTK-GPS receiver.

Regarding the objects that could have dynamic bebavn the scene, E1 made

the following comment that summarises the majasftthe user’s views:

E1l: | really like the ability to have the movingim going through. Not only on
the conceptual point of view of being able to dat for example for wind flowing
or things that are usefully scientific, but actyallthink it helps give reality to the
environment.

Hardware — Overview

For an outdoor AR system, RTK-GPS receivers arallysthe most expensive part
of the hardware involved. It is especially true witleere is the necessity of more then
one equipment. The price becomes one of the kemtgpdor researchers when
choosing which GPS solution they want to add todbsign of the project. Apart of
the costs, RTK-GPS receivers also have issuesdiagato size and weight. The
receiver does still big and heavy when comparablether GPS solutions. The GPS
receiver used in this project is not the kind oflipgnent that is broadly accessible.
But as mentioned by Al, costs are decreasing sirc@umber of companies in the
market offering high-quality products is increasidgnother limitation is the output
frequency of the receiver (1 MHz). However thigamporary obstacle that will be

surpassed with the natural enhancement of techypahog near future.

The area chosen for the demonstration was wide, apiém buildings at enough
distance of did not block the GPS signal or créatemuch multi-path error. All the
coordinates from the GPS receiver and tilt sena@nst through a Kalman filter that
reduced the jerk considerably. These precautiorsiltesl in a more stable
visualisation when compared to the very first gidlowever, if field users walked at
their normal speed, the refresh of the frames wadast enough giving them the
sensation of a “jumping” VE. The head movementaikhbe done slower then usual.

As a prototype, it was not primary concern how agjoic the introduced set of

equipment was. It was a fact that all parts togeth@de the backpack carried by the
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user not light. Batteries and GPS receivers, a$ agekhe frame of the backpack,
made users tired after some time. However the weigs not the only part that
should be reviewed. Throughout the evaluationeastl one user had difficulties to
wear the crash helmet. For him the helmet keptd@®n with the strap that keeps it
stable to the head adjusted as tight as possibiieth&r point was the number of
cables to connect GPS antenna to receiver; rectvexternal battery; receiver to
computer; etc. During the exercises the cable cgatdeventual twists making very
difficult to handle.

There were several fragments of comments aboutithb in the text. One of the
guestions for the users washas it the correct way to display the VE? What about
handheld screens like PDAs and tablet PCG3%me of the users said that it was the
right choice for engineering purposes but the wrong for other applications. At
least two of them said that they would prefer teend as a visor in a helmet like the

ones used by jet fight pilots. A1 gave an interesinswer:

Al: 1 do not know if it will work better or not. \&his it for? If it is for a client of
an architect, | think that a hand held will workttex. Because then both will
work on it. But if it is a troubleshooting appligat with someone back in the
base and another person in the field this is muetteb. But to design something
for a client | will use something else. | think tluae issue with the HMD is the
FoV. You just cannot see enough.

Al statement can be complemented by another issgedr by (R.T.Azuma et al.,
2001) regarding to the social acceptance and tleesumitation of interaction.
These two points could become a real dilemma wisking people to wear the
equipment to explore the VE. The social acceptahiieenma becomes real to this
project in the very early stages when people &itatant to wear it. The equipment is
very different from a normal outfit, making themueant to wear/carry something
like that in public. The equipment, due to its weigand the cables, also limit
movement. A user with movement disability or notosy enough to carry the
backpack would find difficulties to test the exmpeeint. The advantage to use a
handheld screen, as mentioned by Al, is the pdititabnd the way that it can be
shared with other users.
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Office and Field User — Channel of Interaction betwen Users

The evaluation makes it clear that for the AR sysf@oposed in this thesis two
people were necessary to adequately conduct thie. vibe introduction of complex
tasks made the field user even more dependent opettsen in the office. On the
other hand, office users located anywhere around wbdd would have had
difficulties to obtain a clear interpretation oethquestions if there had been no field
user to conduct investigations on their behalfa iway, the collaboration pushed the
control of the VE onto the office user, but stiéftl field users with the same
autonomy and power. Field users also had someatartid responsibility over what
they were both sharing. The tasks performed bypirson in the field could be
exemplified/enhanced to:

» Show patrticular areas where the construction ctadd temporary delays.
* Point out good and bad aspects in the construdtiomg the investigation.
» Scale and measure objects.

» Conduct measurements of the physical world.

* ldentify features, update information, surveyintg, e

Communication — The exercises showed how important the offiex wsas to guide
the person around the field in RE. The audio chiwas essential to complement the
experience of collaboration. When field users cowdt find a particular point in the

VE during the exercises, the conversation proveaetuent and useful.

The audio channel enhanced the collaboration andentaeasier for users to
understand each other with the help of the embadimérom the office user’s
perspective to give directions was easy becausastpossible to know what digital
object was on the left or right side of the fiekku The indications of where the field
user should go were all based on his positionedl&d the VE and whether he was
turning in the correct direction. E4 contributedtiwithe following phrase that

summarises the feeling of the audio and the colkhmr:

E4: The audio is critical because you are the dasig| did not know until |
arrived there what | was going to see. You gavetimeinstructions before we
started explaining the procedures to explore thenacios. But only when | went
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to the field | realised in reality what you wantéd achieve. | think that
communication is critical for people to understand.

Collaboration — The system itself proved that, without a secpedson sharing the

VE, field users would easily get lost and unmotato keep exploring it. Users were
fairly busy trying to understand what was beingspreed before their eyes. They
could perform the controls of very simple taskshsas typing using one of two

buttons on a personalised keypad (with only two skgerhaps and not with

something like the handheld keyboard that was dhiced). However, more complex
tasks would become considerably difficult for fieisers to perform alone.

There are strong reasons for the argument thae ke need for collaboration,
especially after the videos showing some of thiel fissers walking towards a tree in
the RE. Field users in this evaluation were jusikimg. There was no equipment in
their hands that could distract their attention. ders who hit the tree were looking

towards it. As mentioned before, field users’ “atienal spotlight” was in the VE

rather than in both the VE and the RE. To give numetrol to the field user would

also mean to risk subjecting the user's attentioneven more pressure. The
“attentional spotlight” would change its focus mdhan ever, switching between:
VE, RE, tasks, etc. One of these spotlights caniregnore attention (resources from
the person to focus on what he/she is doing), fiteenuser, increasingly interrupting
the AR experience. The collaborative process higd users to be free and keep

their focus on what they should do.

Mutual Understanding — The commands given by the office user through caudi
channel were based on the field user's movemenerads in the VE. For example:
“Now you should turn to your left until you see igtwal tram shelter.” Commands
such as this were widely used to show key pointhiwithe VE. Such interaction
could only be possible because the VE was beingedhay both users. The audio
channel alone would not have been sufficient togmait all the instructions to the
field user. The instructions can only be compldiggh combination of audio and the
office user's embodiment within the VE. Even wittmast no body-language, the

embodiment facilitated the indication to field usef where to go and what to see.
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For some users the embodiment could have been taddek more similar to a
human being in order to create empathy, espediaitythe future tools such as this
are introduced to the general public. Preece (lBreE299) discusses the empathy in
symmetric and asymmetric ways of online communacatit is possible to create a

parallel between Preece’s study and what couldraeddMRS in the future:

Research in psychotherapy supports the assumptioat tempathy is

communicated better face-to-face. Facial expressi@ye gaze, tone of voice,
body language and touch all have a significant rimlecommunicating empathy
(Eisenberg et al., 1999, Etchegoyen, 1991, Lanzeftaand Englis B.G., 1989).
Nonverbal communication can be so subtle yet pavérat the communicators
may not even be aware of the messages that theyeyxowia their body

language(lckes, 1997).

The experiments showed how common understandingeleet users was enhanced
when they could “see each other” in the VE everhvaih embodiment shaped by
geometric primitives. Field users tend to mimic #rebodiment’s movement of the
office user by either walking in the same directanby looking at the same place.
Even with the embodiment’s restricted movements @ody expressions, the

possibility to move through the space as well aserits head was highly important
in enriching the demonstration of some locationgwithe VE. The drag and drop
feature available on MASSIVE-3 has also helpeddiafato virtual object even in the

far distance. This feature showed a ray coming ftbenmiddle of the office user’s

embodiment’s forehead towards the aimed objectrdusported that this was a very
good example of demonstrating which direction thleguld look towards.

Choosing the Right Approach to Visualise Design an@onstruction

Engineers and architects were questioned whetleeAR system presented was the
best approach to visualize a construction duringdgmgn and construction phases.
Mostly they expressed a preference for blueprimisesthey were trained to visualize

the third dimension from the printed data. For tlo@-technical audience, 2D charts
are more difficult to understand. In any case, rtie@n issue was the low level of

detail of the VE. All participants agreed that arenmatural representation would

make lots of difference in the way that the infotim@awould be interpreted.
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Engineers mentioned that the tool was useful whmatied in the right building
project. In small projects such as a house extansw example, it would not make
as much difference as if applied to a new residendirea. Apart from the
aforementioned limitations of the system, they doske the potentiality of this
project, especially for underground pipes, healthd asafety training and
Computational Fluid Dynamics (CFD) (CFD Online, 499

E3 raised the possibility that collaboration cobllarranged between more than

one field user. This idea would be particularlyenessting because as he affirmed:

“site inspectors could be back in a month to seepitogress, for exampgle
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Chapter 7

Conclusions and Future Work

The design of the presented research work goes tbat®99 when the author saw,
for the first time, the project of Silva (Silva, )9vhere two military tanks reported
their coordinates to a database at the same tiaieathcomputer displayed their
positioning over a 2D map. The tanks at that timeremot more than two little
squares on the computer screen with the system mgpdat DGPS corrections. This
project inspired the idea of allowing people totkecked in real time, using high
accuracy GPS, while sharing a real collaborative é&ivironment and feeding
information from/into it. The guiding suppositiorelind this project is hence the
enhancement of collaboration, communication andhaxge of information between
users who are placed not only outdoors but wherewelinternet connection is

available.

The results of the work reached during the elabmratimplementation and

evaluation of this thesis can be of help in tunnfédure research.

As a first point in the conclusion, it is possibbeaffirm that the research achieved
its objective as introduced in Chapter 1:
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The objective of this thesis is to design, impletreamd evaluate a channel of interaction
between office and field users in the context oh@&h the help of a CMRS.

The following paragraphs describe the achievemesdshed in this thesis with a
brief summary of each of the chapters as well akélyecontributions to knowledge.
During the research period some papers were peoliss well as a television
interview, contributing in the dissemination of ttezhnology. Finally, a number of
future works are introduced aiming to contributenew ideas or to inspire a direct

evolution from the design of the current research.

7.1  Summary and Reflections

In general the research helped to confirm two mpgants:

* CMRS can be used as a channel of interaction for &ffors. The evaluation
has clearly shown that users embark into the VEhiwgs to see more and to
explore more. It is a powerful tool for the distriimm of knowledge and to

achieve a rich level of information exchange betwesers. It can be used by
more than two users (indoors and outdoors) andntenhance communication,
collaboration and mutual understanding. There wereguantitative results with

regard to how much of an enhancement the propdsathel has brought to these
three keywords. However, the experiments have shbtanoutdoor users could
only fully understand the VE thanks to high intéi@c with the office user. Users
have also agreed during the interviews that ituseful tool with strong potential

use in CEn environments.

» The presence of a second person is strongly recoaedewhen the VE is

being explored by the outdoor user. In order talifate the work and the

availability of this second person an asymmetrimotely located user (office

user) is suggested to share the CVE. This secondlusion complements the
first bullet point. Indeed, this research also ¢odes that:

If people want to engage in immersive head-mouatggmented reality for civil
engineering purposes, users can benefit from a or&twolution of at least two
people, as applied in this project. In the virtialvironment, the audio and the
embodiment of those users in the office will wa@kaaesource when interacting
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with the person in the field. While one person ti@simmersion and the freedom
to explore the virtual environment overloaded otite physical world, complex
tasks can be performed by a second networked peansthe office. This control

coming from indoors might ensure that outdoor useessafe as well as looking
at the right things while collaborating.

To achieve such a conclusion, the work presented k&arts by introducing (in

Chapter 1) some of the reasons for a channel efdotion using CMRS being
adopted in a CEn context — the gaps observed imonication, collaboration and
mutual understanding. These three keywords addhespotential gaps that can be
found in CEn environments. A CEn project is complernd requires several
multidisciplinary teams; this can therefore credifficulties over its ontology. It is

essential that teams should work collaborativelytking at the cutting edge, helping

to reduce time to reach milestones, and reducistsco

Once the project has investigated the use of a CMRSCEN environment such
knowledge is introduced including the various pkasé its life-cycle. Of these
phases, only two are chosen as the target of éssarch — design and construction.
Although the design of the current project has bmmrducted over some years it can
also be confirmed by extensive research work predenoy Shin and Dunston (Shin
and Dunston, 2008).

Once the initial gaps in CEn are presented Chaptaitroduces the proposed
solution with the aid of a simplified diagram (deigure 1.2). Office and Field users
are introduced for the first time together alonghwsome basic concepts of the
technology that surrounds and links them. Chaptdmishes by laying out the
thesis’s structure as well as identifying the stigfiswed to achieve its objectives.

Chapter 2 introduces the challenges faced by AE@ gl CEn project. The idea
of an augmented architect is not new. Brate (Eragelldi962) had coined the idea
almost fifty years ago. However, only recently hhe technology become good
enough for such experiments. The text goes oveclialenges faced by commercial
companies eager to create standards in formatsaaare solutions to be used by
other CEn companies. The solutions provided haxeady proven to be worth the
high investment — especially for small CEn compsirigeducing both time and costs
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during projects. Researchers have themselves beee focused on what can be
retrieved from databases, at which level of fitgrand at what time, etc. In effect,
they are looking for ways for AEC to collaborateri@asingly more, exchanging

information and pursuing understanding when working

Chapter 2 makes clear that there are gaps in CEHmaments with regard to the
interaction between actors and these gaps couikdbe reduced with the help of a
CMRS. It also helps to indentify the appropriatacel for this project not as an

overall solution but as part of a solution of hoatalis visualised in a CEn context.

Chapter 3 reviews the concepts behind the Virtp&ibntinuum first introduced
by Milgram and Kishino (Milgram and Kishino, 1994jowever, the core of this sub-
chapter is the long review of CE, since this isfas of the research. This review is
created especially for those not so familiar witle topics covered by this area of

Computer Science.

An extensive survey of the research is the nextctopvered by Chapter 3. The
survey covers projects with both direct and indirapplications in the CEn
visualisation of information. The projects are stde according to: how information
is being explored by users; the way that infornmatis being displayed; where
information is available to be explored; and theitpmsng systems used to explore
the information when outdoors. It is possible teate a link between the
requirements of CEn and what is being proposedim thesis even though some
projects have no apparent, direct connection torésearch. The survey once again
makes clear that there is scope for the proposszhreh. Most of the work done so
far uses the limited resources of AR systems (figr most part, no CVE) with a
limited recourse to positioning systems — which gaove inadequate when compared
with the freedom required (and often expected) $Brsiwhen exploring outdoors.

Chapter 3 finishes with a highly didactic sub-cleaptovering GPS. This sub-
chapter aims to give an “extra boost” of knowleflyethose not so familiar with this
positioning system and keeps it in line with theoamt of information given on MR
systems. The aims of this sub-chapter have beedetnonstrate the different

methodologies applied in GPS and the different ltesachieved when using such
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methodologies. The results prove that RTK-GPS —rey®PS methodologies — is

the best solution for outdoors positioning.

Once the theories and projects surveyed are redie@kapter 4 introduces the
design for the solution being proposed. A diagriustrates how the system should
work (see Figure 4.1) with Field and Office usenargig the same CMRS. During
the description of the design overview a more ceteptiagram introduces all the
elements involved when the project is fully opemadil. Although such a description
is presented at a fairly high level, it does noaktts make clear that a single
keystroke has a complex and long way to travel foo@ computer to another passing
through a device manager, the database and the YRager. Chapter 4 is
complemented by Chapter 5 due to the complexith@system involved.

Both the hardware and software platforms used tkentlae system run are also
revisited in Chapter 4. In particular, Readersiateduced to the type of messages
generated by the GPS receiver, tilt sensor and ategrompass.

Before the initial implementation of the CMRS thesearch turns its focus onto
the surveying and creation of a VE — this is conedign Chapter 5. The area around
the IESSG building on the main campus of the UmiNgrof Nottingham is mapped

together with the features of the area.

The project finally enters its next phase whenG@ME starts to be implemented
allowing office users to share the same VE andxfdoge the area just surveyed in
the RE. A diagram (see Figure 5.4) shows how cardigon in place when two or
more office users are sharing the CVE. This diagiatroduces the processes
involved in making the system run as a complemdnthe information already
presented in Chapter 4. The processes are thenlsesa a more in-depth manner,
which provides an important source of quickly-astdgle information for future

researchers aiming to implement the system withesexira functionalities.

Chapter 5 also demonstrates the results reached thbeKalman filter is applied
on the data that is incoming from both the inclimben and the magnetic compass

(see Figures 5.10 to 5.12). The discomforts ofuilsealisation, which were due to

186



jerkiness, were at the time one of the main compl&iom users during some of the
demonstrations. The implementation of the filters heonsiderably reduced the

discomfort for users when wearing the see-throulytbH

The final stages of the implementation and evabmatare demonstrated in
Chapter 6. For the evaluation, three examples aeated aiming to show the
potentialities of the tool being developed, as wasllto investigate how users operate
in terms of the three keywords. Users are invitaseld on their background and skills
in different subjects. They are researchers, teclysis, engineers, etc. The
evaluation is conducted using a formative appragiclre users are also motivated to
think aloud in the presence of a hired cameramalh. u8ers received prior
explanations of how to explore and collaborate wheimg the CMRS — cognitive
walkthrough. The exercises are not rigidly perfadnbeit users are mostly invited to
perform the same tasks. Throughout the exercisessare questioned about what
they are experiencing. Answers are recorded for-aoalysis. At the end of the third
exercise users are invited to an interview. Mosthef questions are the same for all

users and some are tailored based on their indiViglperience during the exercises.

One of the major aspects learnt during the evalonas the real necessity for a
remote person to perform complex tasks while ther us exploring the CMRS
outdoors. This is especially true for field usetsovhave never received any training
in how to explore the VE or how to operate a hatdlkeyboard. Nevertheless, it is
essential to reaffirm that the project is a prgpetyand it is not only concerned with
the hardware interface but also with the softwame.olo change from one VE to
another or to move objects, users should know pieeiic screens into which they
need to input the right commands — this is espgdmportant as there can be more
than 10 processes/screens running in parallelth&iée screens can be displayed at
the same time whilst they are walking outdoorsnigyio understand the information
that is being presented before their eyes. Moredher complexity of handling the
system can grow exponentially and users can uléilpaget frustrated with the
experience. During the evaluation, users were ngioged to such levels of
complexity. The result is that no one referred ies tbeing an issue during the

interviews. Field users could see that the CVE b&iag changed and objects could
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be moved but these were far from the complexitediday the office user who has the

facility/flexibility to deal with it from his compur keyboard.

The process of evaluation shows that users aret@Bnmore focused on what
they are seeing than on how they are seeing it.dDitiee major points of discussion
is the quality of the VE, in particular: the lacktexture, colours, shapes, dimensions,
etc. The see-through HMD is perhaps the seconarfabit has generated more
negative feedback. Indeed, there was no possiliditauto-adjustment of the device
in terms of brightness and contrast for examplecaBse the system is performed
outdoors the luminosity is subject to constant ckeangue to clouds and the sun’s

position in the sky.

Another lesson learnt was to conduct the performaridhe evaluation with the
right users and with an appropriate case. The sesxrcreated for the evaluation are
more focused on the construction than the desigsegph&hen their answers were
compared, it was discovered that users liked ts¢ éxercise (tram station — more
focused on design) much more than the other twis i§tbecause the tram station VE
is close to what it is in the RE. Users could gasitientify the objects and colours.
The same did not occur with the other two examplas. second example showed the
different phases of the project of a house conBtmie that was not too far from the
example shown by Woodward (Woodward et al., 20@3e¢ Figure 3.21). Perhaps
the right approach to evaluate the project is ke tareal case study of a construction
and then show the result to those professionafsoressble for CEn project — AEC.
Another point is to make sure that the right infation is displayed for the right user.
High definition textures and virtual furniture am®t relevant to all users. More
technical specifications like pipe dimensions, asgbf the structures, etc can be

targeted at those involved more in planning andtantion.

7.2  Thesis Contribution

The development of this project aims to contribiateéhose developing AR systems
for CEn applications and have little backgroundwisalge either in CMRS or GPS.
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The thesis shows the various steps relating to désign, implementation and

evaluation of such a system. The main contribut@arsbe summarised as follows:

* A CMRS can be a potential solution as a channeitefaction between AEC
to overcome problems in communication, collaboratiand mutual
understanding in CEn environments.

» The evaluation showed that the interaction betwegoe and field users was
rich and dynamic although there was not a spegii@ntitative experiment in
that regard.

» Users are more focused on what they are seeingaimdmow they are seeing
it. The VE should attend to users’ expectationser&éhare different points of
interest within the visualisation for different ggms of users. The devising of
examples should be based on real projects. Itriscpkarly desirable for the
CEn project to be under construction. AEC profes®mwould be able to see
and comment on the positive and negative poinssiolfi a solution.

* The ergonomic system is far from ideal. High accyr&PS receivers are
heavy. The heavy-duty batteries are also not commmadight. Computers are
getting lighter and powerful but there are stilblplems when it comes to the
HMD. There is no equipment genuinely-designed wAZlEn outdoors
applications in mind. Everything is thus being @&y using a degree of
adaptation which is naturally susceptible to dodesi All other sensors
should be free of magnetic distortions. The numtfecables is also high
making the system very fragile. Indeed, a systeth &i“handle with care”
label on it would not fit very well on a construanti site.

* Users should be allowed to better express theiy bndvements. Avatars
should be closer to the human appearance. Thisdwoaultribute to the degree
of empathy experienced by the users.

* The RE surrounding the VE projection should be redrwith lines or poles.
This would help users to have a better sense etiiton and realism.

* Complex tasks must be done by a second user (indser). Field users
should be as free as possible to explore the VEaandling interaction with
the system. If the interaction cannot be avoideditiverface should be as

simple as possible. Complex tasks can create donfuglisorientation,
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frustration, etc for the field user. It also regsiran extra layer of knowledge

of how the system works and not all users are peep@ acquire that.

7.3 Dissemination

Through the years this project has produced tHeviidg scholarship, poster, articles

and television interview:

The idea of the project is first presented to thgikeering and Physical Science
Research Council. The project receives a grantruhgenumber GR/R42696/01.

The poster “Combined use of Virtual Scale Modelsl &pace Geodesy” is
presented in Brazil (Capra et al., 2003a) durirg\thSymposium of Virtual Reality.
The authors are: Capra, M.; Aquino, M. H. O; Dodsdn Benford, S.

The paper “Civil Engineering Application for Virtu&ollaborative Environment”
is presented in Japan (Capra et al.,, 2003b) duhaginternational Conference on
Artificial Reality and Telexistence. The authore:aCapra, M.; Aquino, M. H. O;
Dodson, A.; Benford, S.; Koleva-Hopkin, B.

The paper “Mixed Reality on Civil Engineering” iggsented in the United
Kingdom (Capra et al., 2004a) during the Ubicompe Tauthors are: Capra, M.;
Aquino, M. H. O; Dodson, A.; Benford, S.

The paper “A visualisation Tool for Civil Engineeg Using Virtual Reality” is
presented in the United Kingdom (Capra et al., B)Oduring the T FIG
International Symposium. The authors are: CapraAduino, M. H. O; Dodson, A.;
Benford, S.

The project is also interviewed during the progfarspatches — “Who’s Digging
our Roads?” (Channel 4, 2006)
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7.4 Future Work

The following paragraphs propose some topics ftur&uwork for CMRS in CEn

environments.

7.4.1 Future in Hardware

Hardware still represents an issue for outdoorssg&ems. Although there is little
that can be done since most of the equipment atigenfrom commercial products a

list of desirable hardware is presented below:

» See-through HMD: this should be light as a paiglakses. No wires attached
and very light batteries. High resolution and sieoepic images. Auto
adjustable for contrast and brightness. WeathesfpRetina tracking.

» Positioning system: it should be as light as sifgbguency receivers are
nowadays (the size of a match box) with the samelattery consumption.
The output should be ten times faster or more gahdtequency is 1MHz.
Imbibed antenna and weather proof. High accura®®dof the time with
secondary and tertiary solutions to supplementait®uracy — such as cell
signal, wireless network signal, etc. It should regable both indoors and
outdoors. No cables at all.

* Body movements tracking: through a kind of fabrisig some kind of nano
technology) the movements of the users’ bodies ccdug tracked with
maximum resolution. This information would be udedfufeedback into the
avatars thus creating more empathy.

 Data communication: although some cities are alreadvered by fast
wireless network transmission this is still an ess&ast internet should be

available anywhere at any time.

7.4.2 Future in Software

Software is more realistically expected to be altér over the coming years. More
oriented platforms should extract the maximum frahe hardware without

compromising processing and memory. However this @aly be achieved if the
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right hardware is already in place and fully avaléa One of the common issues over
software is the limits imposed by hardware manuif@rs on full access to the

resources of their devices.

7.4.3 Future Applications

During the development of this research a numbereof applications were created.
These new ideas could become an extension of threntuproject or be part of

completely new research.

Input Interface for Field Users

The work of the Field users could be better explosaen in the field. They could
collect information in the area where the constaucts taking place/will take place,
feeding the DB in real time. Examples of valuald¢adthat could be collected in real

time:

* Information about the terrain — especially afterd¢atial showers with surface
runoffs. Irregularities in the terrain like excaweats or erosion.

» Construction material — what construction materiale available, quantity
and position of where they are stored in the constn site.

» Technical specifications of construction materialsrelevant information
about what is being installed and the consequenitésinformation about the
diameter of pipes, capacity of pressure, diffet@ntls of wires, gas valves,
steel specifications, etc.

 |dentification and resolution of conflicts — anynélact not detected during the
design can be discussed in real time with other A&&th members.

» Survey using video/photography recorded by GPSdinates — the images
can be added to audio documents reporting anyssiuréng the inspection of

the site.

Potential Hazard and Lack of Navigation
The evaluation shows that Field users can dedfeateore attention to the VE than
to the RE — “attentional spotlight”. This is a s&1$ issue and can increase the

likelihood for Field users unnecessarily exposihgniselves to hazards such as:
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uneven terrain, excavations, moving vehicles andeaib] loose construction

materials, etc. All hazards can be monitored thinoagnstant surveys of the area.
Every time that a Field user is in potential dangeralarm could sound off and some
extra information would be displayed in the CVEiMers and operators would also
be able to receive information indicating the pneseof a person in the area of

manoeuvre in case of moving vehicles and cranes.

The navigation through the construction area cao dde performed by the
system. Indications of how to go from one poinatmther avoiding different hazards

can help Field users keep safe.

Annotation Tool on CVE

A possible extension of the CVE is a 3D annotatmol. Office users would be able
to create 3D marks in different colours that wolkdvisualised by office users. Such
markings can be helpful in indicating places anahisoof disagreement/agreement.
The annotation tool could also place icons andahgr graphical form to indicate a
point in the CVE. The 3D annotation tool can alsolinked to audios, videos and

picture annotations.

Non Immersive Hardware Interface

A study comparing the acceptance of non immersareware interfaces (PDAs, cell
phones, see-through screens, etc.) against immeilsiefaces (HMD). The
evaluation should be aware of the discrepancycahrtelogy between Liquid Cristal
Displays (LCD) and HMD creating a balanced way omparing both approaches
when exploring the same CMRS. The evaluation shaidd compare the level of
freedom required by different users when workinghwthe equipment. Questions
such as: “Do users need both hands to be fred &tmas?”, “Which equipment is
more appropriate for performing complex tasks?” smene of the examples to be

explored.

7.4.4 Further Evaluation

The thesis uses the formative approach to perftwnevaluation. This approach is

based on the scale of the project and the cultukRi and becomes appropriate for
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an initial outcome regarding the kind of technologgpposed. However, a more
guantitative and comparative work is required ia thture. Exercises can be better
designed following a more realistic example sucla asal construction taking place.
Users can also chosen and grouped according to shbjects of knowledge and

expertise. Professionals in AEC that are curremttyking on a project would be

invited to compare their working methods with thRS. This evaluation should be

done on different construction sites with approxeghasimilar scales. The time frame
of the evaluation should fully cover both the desagd the construction phases.

7.4.5 Concluding Remarks

The work of the presented thesis consolidates éseyd, development and evaluation
of a channel of interaction using CMRS in a CEn ernht design and construction
phases. The work starts with the identification patential gaps in terms of
communication, collaboration and mutual understagdin groups shaped by AEC.
The extensive survey done in both Engineering awodh@liter Science projects
reaffirms that there is scope for research sudhe®ne being proposed. There are a
considerable number of works addressing this theuteery few using subjects such
as high accuracy GPS and CVE. The advantage off iIK-GPS is the assurance
that any surveyed feature of the terrain has ncertftan a few centimetres margin of
error. Users have their real positions distributedellow users in real-time when
walking inside the field with the equipment. Theoernn positioning is minimum for
the trials that users have been invited to perform.

The tool that has been developed has proven thearitbe of great help in
enhancing collaboration, communication and mutumlenstanding as demonstrated
during the evaluation. Users have demonstrateddélafter a short period of time
despite having received a very little amount obinfation on how the system works
or what to do inside the CVE. This can only be pmeswith the asynchronous
collaboration of a second person inside of the Viitough the avatar and the voice
channel users are able to find objects, recogoisatibns, and express their point of
view. The second person inside of the CVE worksoalmas a facilitator between

field users and information. It is easy for thddiaser to monitor an avatar. It is also
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easy for the office user to explain something dmeés exploring the same content in
the CVE.

The evaluation shows the necessity for a better stateding of what users
expect to see in a VE. This topic is strongly lidke the nature of potential users:
architects, engineers, or constructors. Indeedgethave different ways of seeing and
apprehending the same information. The way thataVisiformation is passed on to
them should therefore be different too — rangimmyfrtextures, virtual furniture, etc.

to more technical and time-schedule information.

This project aims to provide future researcher$ aisolid view of where to start
in CMRS; although it by no means exhausts the tdolggonor is it an absolute
statement. Hopefully this work can contribute fertko the conceptual understanding

of the requirements of CMRS in CEn projects.
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Appendix A

Global Positioning System

As mentioned on 83.7.4 the DoD of USA created tHeSGsystem for military
purposes. However, a second service was also dreateivilian users. Following its
original purpose, the military system is known he Precise Positioning System
(PPS) and the civilian system is called the Stah&asitioning System (SPS).

Non-military receivers are enabled to sense GP8akithrough L1 and L2
frequencies. L1 frequency contains three diffetgpes of data: Coarse/Acquisition
(C/A code) and Precise (P) code, the ephemeristla@dalmanac. L2 frequency
contains the same data but not the C/A code.

The P code is encrypted (Y code — anti-spoof) winetkes it partially useless for
civilian users. The encrypted P code is known &9.P(he C/A code is composed by
a sequence of 1023 “0s” and “1s” also called chiljie P code (without the Y code)
is 23547x16¢ chips long. Both C/A and P(Y) codes are PRN ang thre deliberately
added to the signal. Then the signal becomes meliable against noise and
spoofing. The C/A code is repeated every millisecand it is different for each
satellite. Due to its length, the P(Y) code cantra@smitted for 266.4 days without
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repetition (Weimer, 1998)nstead of making the transmission continuously cibae

is broken in 37 segments (one for each expectatlisgtand reset every seven days
to prevent non-military users to understand antreak the code. PRN is not truly
random. The codes are known due to their retrarssomiver a period of time. Both

C and P timing-codes are not a secret but the @noldys over the Y code, which is
unknown. Nowadays, the algorithms in the receitked are able to sense both L1
and L2 try to extract the Y code from the P codekimg it as useful as possible for

timing and positioning.

Each satellite sends its status on the ephemetas aloes not contain only the

satellite’s “health” but the current date, orbitgrmeters and timing.

The almanac of each satellite contains in a simepliform, an approximation of
its orbit over a period of time and it is loggedtire receivers. This information is
fundamental when a GPS receiver is switched ontldeieneed to know for example
which satellites are crossing the sky at that mdaméme observation centres on Earth
often update the satellites’ almanac in order t@rowe the computation of its

position by the receivers.

The military use of the GPS signal enables theivecg to understand the binary
code (Y code — anti-spoof) contained in the P(Mjecdrhe length of the P code helps
the receivers to be more precise due to the algnstembedded in hardware that can

identify the location of the received segments alibregentire code.

The frequencies L1 and L2 are always the samediffezences are in the

approaches used to work with them.

A.1 Stand-alone GPS

Stand-alone positioning is based on the C/A-codkamthe navigation message. The
C/A-code is extracted from the signal received alighed — cross correlation process
— with a copy of the same code produced by theiveceThe difference in the

alignment is the time taken by the signal to trdvein the satellite to the receiver.
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This calculated amount of time can be convertaednge if multiplied by the velocity
of the signal propagation, however it is contangdaby several error sources as
mentioned in (Bingley, 2003), such as atmospheelay$ biases and clock offsets.
This is why such ranges are known as pseudo-raniges.atomic clock on the
satellite is much more accurate than the quartZaoecbedded on the GPS receiver,
so with the C/A-code aligned, the algorithm mustsider the satellite’s time frame
and the receiver’s time frame. Figure A.1 (Kapld®96) shows an overview of what

must be considered on the range measurement tigliagonships:

(geometric range time equivalent)

| < At > |

| |

Iﬁt»a |§£’iht—”>l

— —t— P time
To T+at T, T T+t

(pseudo-range time equivalent)

Figure A.1 Range Measurement Timing Relationshipsaplan, 1996)

Where:

At = geometric range time equivalent

T, = System time at which the signal left the satellite

T, = system time at which the signal would have reathediser receiver
without & (theoretical)

. = System time at which the signal reached the useiver with &,

a = offset of the satellite clock for system time (adled is positive;
retardation (delay) is negative) — this informatisntransmitted in
the ephemeris

t, = offset of the receiver clock from system time

T.+a& = satellite clock reading at time which the sign#ll lee satellite

Tu' +t, = user receiver clock reading at time when the sigeathed the user

receiver
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The pseudo-range is then calculated as shown iBdhations A.1 to A.3.

At=T,-T,
Equation A.1
pseudorange=T, +t, —(T, + &)
Equation A.2
pseudorange= At + &, +t, - &
Equation A.3

The receiver clock offset determination does ndtesthe problem of error inherent
on the signal. The description df, is given by equation A.4 (Kaplan, 1996). The

Equation 3.1 shows the other error sources invobrethe total time offset:

dD = &atm + &noise&res + &mp + dhW
Equation A.4
Where:
Xim = delays due to the atmosphere
X s = receiver's noise and resolution offset
X = multipath offset
a = receiver's hardware offset

hw

The biases caused by the atmosphere effects oiGEE® signal can be partially
mitigated by mathematical models, like the Klobuch@del, embedded into the
hardware of the receiver. The Klobuchar models’apaaters are filled by the
information received in the ephemeris, achieving tap50% of success in the

reduction of error.

Even with this number of errors sources over tigaadi companies that produce
GPS receivers claim accuracy between five to twéiaeymetres on single frequency
receivers when in clear view of sky. The errorvusresmaller when the receiver can

use the signal from augmentation systems as disdusgA.4.
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The pseudo-range errors can be reduced but not etehpkolved, even when
using double-frequencies receivers. In this caseadbeiver uses the carrier phase to
calculate errors caused by ionosphere delays. Bapter A.3 gives a review of the

carrier phase approach.

For further details on how to reduce the error tmiaimum in single frequency
receivers the reader is recommended the followtegakure: (Kaplan, 1996, Bingley,
2001, Aquino, 1992, Aquino, 1988, Aquino, 1999).

A.2 Differential GPS - DGPS

Most of the DGPS receivers work with both timingdes and carrier phase
positioning. The carrier phase frequencies cormesgpo wavelengths of the order of
19cm for L1 (1575.42MHz) and 24cm for L2 (1227.60%)HPendleton, 2002).

However, only timing code corrections are broadesh rover receivers.

The pseudo-ranges are contaminated due to thengeesd# several variables,
including: clock offset, atmospheric delays, muatip offset and receiver’'s hardware
offset. The solution proposed by DGPS is to use pgkeudo-range corrections
calculated in a reference station for each visgatellite. The results are compared
with the true range and the biases are broadcas@ecdhdio-link or other sorts of
dissemination to other receivers. The rover equignaso calculates their own
pseudo-ranges for each visible satellite, which #ren corrected using the
adjustments received from the reference statiors fyisie of positioning can achieve
the accuracy in the range of two to five metresedelng on the distance of the

receivers.

Pseudo-range corrections can only be applied ifeference station is receiving
signal also from all satellites that reach the roaguipment. There is the possibility
of the transmitted corrections not being approprfat the rover equipment if it is too
far from the reference station, as the method assuhe errors are the same at both

reference and rover. In this case, ephemeris antsgtheric errors cannot be
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completely solved by this technique. As mentiomeAiquino, 1999);an increasing
separation makes the ephemeris errors to propaddterently into the user and the
reference station positions’ln addition, tropospheric and ionospheric delegs be
different for receivers placed a significant distarapart. This problem is known as
“spatial decorrelation” and poses the most sigaiftclimitation to the technique. A
final concern is related to the time that the ociioms are applied. A truly real-time
correction is not possible due to computationatpssing delay and the transmission
of the corrections. This is generally known asétaty” (Aquino, 1999).

(Aquino, 1999, Kaplan, 1996, Bingley, 2003) areoramended for further
reading about DGPS.

A.3 Real Time Kinematic GPS — RTK-GPS

The pseudo-range methods of GPS positioning havansgiges and disadvantages.
Single-frequency (stand-alone) receivers work onlyith timing codes.
Hypothetically, if the C/A code was available o th2, dual frequencies (in stand-
alone mode) receivers could improve the computadbprromparing the time taken
for the code to travel from the satellite to theeiger in different frequencies (L1 and
L2). The atmospheric delays could then be calcdlatégh more accuracy using only

one receiver.

DGPS accent for this error by receiving correctidrem reference stations.
However, none of these methods can achieve a ocetnéirtevel of precision in real
time. High accuracy in real-time can only can bhieeed through the RTK-GPS

method.

Once RTK-GPS is already introduced on 83.11 théowohg paragraphs are
limited to a short introduction of the concept afreer phase positioning.

Carrier Phase Positioning
GPS receivers can only calculate the fractional pathe carrier phase leaving the

integer number of cycles between the receiversrard and the GPS satellite
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unknown. This integer number of cycles is calledté¢ger ambiguity”. Figure A.2
(Aquino, 1992) illustrates the carrier phase arel ititteger ambiguity on the signal
received by the GPS equipment.

The measured carrier phase (Figure A.2) is thdifradimited by the green and
red lines on time zero (t0). On the next two epot¢hsand t2, the satellites’ have
moved, altering the fraction value. As demonstrabed Figure A.2, the integer
ambiguity does not change as long as the lock istaiaed on the satellite
(represented by the number of cycles between tlered lines). As the integer
ambiguity is not known the receiver then triesgaéss” the number of integer cycles
between the receiver and the satellite (Roberts,7,188ngley, 2003) when the
satellite was first locked. As cited on Robertsi{Bds, 1997) the range between the

satellite and GPS antenna is a result of the fawi carrier phase plus the integer

-

Integer
Ambiguity

ambiguity”.

GPS Satellite

to ,.'
=7
Integer
Ambiguity

Receiver
Antenna

Integer
Ambiguity

. A
Carrier Phase

Fractional Carrier Phase
is calculated by the receiver

Figure A.2 Carrier Phase and Integer Ambiguity (Aguno, 1992)

This technique is better suited for static relapesitioning otherwise the movements
produced by the rover could affect the number afegsed” cycles. This method
normally calculates the coordinates of one statiquost-processing, using the carrier

phase data from adjacent stations.

202



The approaches raised for integer ambiguity regoiutan be found on (Kaplan,
1996, Aquino, 1988, Bingley, 2003).

As long as the GPS signal is recorded continuoulg, accuracy of the
coordinates remains high. But it is difficult to mi@in a clear line of sight between
the receiver and the satellites when in movemengeqd, bridges, narrow streets with
high buildings and changes of height are some elemgf what can contribute to

block or reflect the GPS signal causing “cycle Slips

The cycle slips can be identified, for exampleptiyzh the technique called phase
smoothing. This technique uses the carrier phassntooth the pseudo-ranges
identifying when the GPS signal was blocked. Plsaseothing prevents the receiver
to compute segments of the signal that sufferedesdisruption helping to keep the
number of integer ambiguity. Eventually the techeidanvalidates itself due to the
time that the signal was blocked. The receiver tegds to restart the computation of
the integer ambiguity again. The reader is refetredRoberts, 1997) for further

reading about cycle slips recovery techniques.

A.4  Augmentation Systems and Network Services

Perhaps one of the main issues for those aimimgte a better accuracy when using
a GPS receiver is the cost of the equipment. Asvshan the previous subchapters
there are different methods with an extensivedisdifferent approaches to get better
resolution in the positioning. The better the aacyr the more expensive is the
receiver. The problem of cost becomes more seifcudase station is required for
the solution. If the designers aim to cover a lags with the corrections, more than

one base station will be necessary to create aomnietw

If the set up of a network of base stations isviable, another solution can be
provided through services offered by governmentspdvate companies. The
following paragraphs exemplify some of the servittest help users, equipped with
single or double frequency receivers, without agig base station, to obtain better

precision on their positioning. The services ofteteave significant impact on the
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adjustment of pseudo-ranges especially for nawgat{airplanes, boats, cars,
personal, etc.), and safety issues. A private Issaon is only then necessary for
remote areas where these systems cannot covére Imetar future, it is expected that
the dual frequencies receivers have their pricepmtd and their size reduced,

providing general users with sub-metre positioranguracy.

Augmentation Systems

The Federal Aviation Administration (FAA) is a defmaent of the government of the
USA with a mission to provide safety and efficiermy American skies. The FAA
has created the WAAS, declared operational in28@3. As mentioned in (Trimble
Navigation, 2002)'the system augments GPS with additional signa#&t thcrease
the reliability, integrity, precision and availaii}y of GPS signals required for the
aviation industry” The system works with twenty-five Wide Area Refere Stations
(WRS) spread over the USA with the mission to nezall possible GPS signals
from the GPS constellation. According to (Federalafion Administration, 2005a),
the information collected is then sent to a WAASska Station (WMS). The WMS
has the responsibility to create the messageh&hatGPS receivers to remove errors,
increasing the system’s precision. The messagetaremitted using geostationary
communication satellites. Perhaps one of the nedsthie features in the system is a
notification for the users whenever there is ampreon the GPS system that could
cause serious miscalculation on the user’s positiaa claimed by (Federal Aviation
Administration, 2005b) thatmessages broadcasted by WAAS improve GPS signal
accuracy from one hundred meters to approximateles meters”’Even though this
system was designed for airplane landing (Catedosy precision approach) non-
aviation users can also be benefited. To make US§AAS corrections, it is just

necessary to have a receiver with a particularsgtip

The European Space Agency (ESA) also offers, fleeharge, the SISNET
(European Space Agency, 200%), platform to provide worldwide access to the
EGNOS System signal through the Interndihe system works through the WAAS’
principle. The main difference is that the correes transmitted to the users also
contain information about the Global Orbiting Naatign Satellite System
(GLONASS). The system comprises thirty base refasn four master control

centres and six up-link statiodsccording to (European Space Agency, 2005):
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EGNOS signal is broadcast by two Inmarsat-3 stdsllione over the eastern part of the
Atlantic, the other over the Indian Ocean, and B8A Artemis satellite which is in
Geostationary Earth orbit above Africa. (Europepac® Agency, 2005)

European GPS users are supposed to achieve aigmeoisfive metres in their
positioning without any extra costs of using thesvece. All they would need is an
EGNOS GPS chipset enabled receiver on the GPSsezcélowever, EGNOS’ users
can also receive corrections that are being tratemnivia Internet. Toran-Marti
(Toran-Marti et al., 2003) describes a handheldsétaal Digital Assistant (PDA)
integrated with a low-cost GPS receiver (withoutNE®S chipset enabled) and a
General Packet Radio Service (GPRS) wireless linkhé Internet. The result is a
Graphical Unit Interface (GUI) with pseudo-rangeshemeris and ionospheric errors
being corrected based on the SISNet informatioreyTtlaim that the correction
applied on the signals received has its accuraando one to two metres horizontal

and two to three metres vertical.

Japan also has its augmented system called Mutittfanal Satellite-based
Augmentation System (MSAS), which is based on #@maesprinciples described in
WAAS system. MSAS is augmented with geostationamtelbtes called Multi-
Functional Transport Satellite (MTSAT).

Network Services

In Japan, approximately two million GPS navigateaqipped cars are sold annually
(Petrovski, 2003), and currently, there are 3.8iomIGPS-equipped cellular phones
being used. The chipsets implemented for cars amlilenphones are basically the
same which are in handheld GPS receivers or evatiesmPetrovski (Petrovski et

al., 2000) cites two approaches used to provide ®@md RTK-GPS corrections in

Japan: radio broadcast or the Internet.

Asahi TV broadcasts DGPS and RTK-GPS correctiomgices encoded into a
TV audio sub-channel signal. The main disadvant&gewith the covering distances
between 40km to 100km. The RTK-GPS system usuatlyksv with base points
positioned not more than 20km far from the rovemipopent. With Internet based
services, the disadvantage is the latency to tran#me corrections. Petrovski
(Petrovski et al., 2000) proposes a solution usimgyal reference stations taking
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advantage of the low latencies and high capacitguti-channel signals where the
users can select the nearest base point availableceive the corrections choosing
which piece of information is necessary for particyburposes. This service is also
supported by the augmented system MSAS.

By 2008, plans have been made to launch the QuastiZ Satellite System
(QZSS) with a constellation of three satellites, what least one of them will be
covering near zenith over Japan at the times. Thardage is a better coverage for
GPS augmentation in urban canyons providing higburcy for rapid moving
vehicles. This system will also provide a wide mangf services based on
communication. Petrovski (Petrovski, 2003) givewide overview of the Japanese

project.

SWEPOS is the Swedish network that provides DGRERIFK corrections to
real time users and carrier phase raw data formasessing. The network consists
of 25 permanent base stations covering the wholatcpuSWEPOS network offers

the following services for the users (Jonsson.e28D3):

* Post processing data via World Wide Web/File TransfProtocol
(WWWI/FTP) in Receiver Independent Exchange ForR&8YlEX)-format.

* An Automatic Computation Service on the SWEPOS wdie data collected
on dual frequencies in RINEX format is sent to fleevice. After five to ten
minutes the user receives via e-mail the corredstd.

* The private company Cartesia broadcasts the DGRP®&cations via Radio
Data System (RDS) channel on the Frequency Modulg&M) network. The
accuracy achieved is between one to two metres.

 The Wide Area DGPS (WADGPS) is also explored by ghgate company
Fugro. It uses geostationary satellites for théribigtions of the corrections.

The accuracy between one to two and a half metrashievable.

There are several studies of RTK-GPS network cbares described in (Jonsson et
al., 2003). The corrections are broadcast via ansbM carrier. Apart from the
advantages of this kind of system, such as ‘easys#d and no need of base station,

the most significant achievement is the millimeticeuracy in real time even with
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strong indications of a disturbed ionosphere. Malseut SWEPOS can be found in
(SWEPOS Control Centre, 2005).

Ordnance Survey (OS) and Leica Geosystems offbee@inartNet to the British
market. Currently using 96 reference stations, #yistem is designed to provide
accuracy from centimetre level (RTK-GPS) to subrmd€DGPS); or raw data for
post-processing (Leica Geosystems LLC., 2006). mé& models of Leica GPS
receivers are able to communicate to the servasinternet GPRS and Global
System for Mobile Communication (GSM). The commatimn can be done 24
hours per day, 7 days a week, with the promiseloghly dense network and highly
redundant. The controller of the network, Spider{ileica Geosystems LLC., 2005),
decides which base station should send the casrebased on the coordinates of the
rover receiver. Usually there is a master statiath few more auxiliaries working as
backup in case of disconnection. IESSG is involuedhis project “undertaking
independent monitoring and integrity checking, &tidate the user experience”. The
institute is using its own technology to compare tésults offered by SmartNet. This
process also includes several receivers placetbgitally, working as users to check

the quality.

Some of the advantages for users of SmartNet aeecqLGeosystems LLC.,
2006):

* High speed initialisation for RTK solution.

* Redundancy due to the number of reference stations.

* Quality assurance once an independent body is matsatoring the service
provided.

* The cost of RTK-GPS solution is cut almost in halfice a base station is no

longer necessary.

A.5 Testing Single Frequency GPS, DGPS and RTK-GPS

Even though the RTK-GPS methodology was adoptexfaaslard for this project due
to its high accuracy in real time, some tests wsdormed to show how much
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accuracy other GPS approaches can provide. Thatioehere is just to show
visually the differences between the approaches. fBsé was performed with
receivers that were pushed in a trolley followingiecular path with 40 metres of
diameter. The centre of the circle was surveye@lbynethods and the path shaped

with the help of a tape measure. The tests perfo@ne:

* Asingle frequency GPS receiver (see 83.7.4 — Stdowe GPS).

e A dual frequency GPS receiver working in DGPS mddee 83.7.4 —
Differential GPS).

* A dual frequency GPS receiver working in RTK-GPSden¢see §3.7.4 — Real
Time Kinematic GPS).

The single frequency receiver had its data accuedlfor two minutes for each

point. Because of this, the graph shown on FiguBhas more coordinates displayed
then other graphs. This configuration was chosaradme of the popularity of such
receivers especially because the low price. Thehgshows the instability of the

system to accurately retrieve the circular shapiefirekking. A spread of about 10
metres is observed at each of the surveyed poMitslata was processed using the
software Gringo (IESSG, 2002) which was used tateréhe images. This solution is
clearly not the best if in a given project the extp&on is for the positioning data to

be consistent and accurate.
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Figure A.4 shows the example of a single coorditagged for approximately two

minutes using a single frequency receiver. It iponant to say that the receiver in

this case is not moving. The several samples sfuthique coordinate are the result of

errors involving this methodology (see 8A.1). Tigufe below clarifies the reason an

AR system, as proposed in this thesis, would notkwas desired if using this

methodology.
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Figure A.4 Single Frequency Receiver — A Single Cadinate

The results of the performance of the DGPS in & flequency receiver are shown in

Figure A.5. The circular shape has now been retdesven though it is not exactly

centred. The error is spread to all coordinates @mstant drift only in the Latitude.
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A final decision about which receiver would be thest can only be achieved if GPS
receivers from different brands could be teste@ttogy at the same time and day. The
data could then be post-processed and analysede\¢owhere is always a chance
that the solution found would not be definitive, ertbere are different conditions
that the receiver could be exposed to. Narrow urbamyons, different weather
conditions, magnetic solar storms or even the ahasgenna of the receiver are just
some of the examples that would affect the restilisre is no perfect equipment, but
one that suits better the needs and budget ofrtheqp.

The RTK-GPS solution is by far the best amongstesited methods. The graph
shows (Figure A.6) a circumference drawn with tbgged coordinates from the
RTK-GPS receiver. All coordinates were collected gmocessed in real time. No

post-processing was required, only Ski-Pro (Lei@&ystems LLC., 2003) to plot
the graph.
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Figure A.6 Dual Frequency Receiver Performing RTK-GS

These tests were particularly important, since thegoved that different
methodologies can provide totally distinct resuResearchers often try to implement
projects requiring good accuracy using the wrongr@gch in relation to positioning.
Eventually they misjudge the limitations of the hwtologies and when the results

are not as expected, an alternative solution, perted in (Benford et al., 2004,
Tamura, 2001a), is required.
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Appendix B

Parameter & Implementation Reference

As introduced in 85.1, Appendix B demonstrates dtiactures of the files that are

used in the creation of the VE. Such file is passedecond parameter in the call:
MIX006 <grid>.grd <feature>.txt <outfile>.wrl
This file contains the objects (features) foundhe terrain that feed the VE, as well
as the coordinates surveyed for each one of themmerMa road is present, the
algorithm paints the altimetric mesh with a differeolour to indicate where it is.
In 8B.1 there is a description of how to createfiles that shape the VE.

The algorithm created to process the files andiertbe VE is explained on 8B.1.

e The generated output consists of:

* A VRML file with only the landscape of the areatthaas surveyed.

* A second VRML file with the CVE as it will be explkd in MASSIVE-3.
A .cve file that contains the CVE description toused by MASSIVE-3.
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The code is created using the C language and tt&igBtructured as:

» A description of the global variables.
*« The documentation for each function created.

* A high level algorithm.

B.1 Features File

The second parameter when MIX006 is called is dfeat.txt. This text file has the
positions and objects (features) surveyed on tha #rat VE was based. Each object
that is indicated there corresponds to a VRML dihel the coordinates follows the OS
grid. The facility is to use the positions savedtba receiver without the need of
conversions for Cartesian coordinates. The softwlaes it based on the minimums
and maximums of coordinates read on the square mesited by the Surfer

software.

Structure of <feature>.txt

In this example the following features were surekyethe data acquisition step:

* Roads.
e Trees.
e Buildings.

Apart from the road, each feature had a VRML filghwits own design. If a road is
included in the VE, it must to be done as the fiirs¢ of the file. The road is the
unique feature that does not require any coordibatew its name. The algorithm
follows the file indicated and adds the road toWte(B.2.1). Table B.1 exemplifies
the structure of the file that contains the feature

Table B.1 Features’ File Structure

road.txt
tree.wrl
454279 338391 31.9924
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454279 338391 31.9924
building.wrl

454299 338399 31.9924
454239 338351 31.9924

For all other features, their coordinates must pecisied by a couple of control
points. There are some cases, such as lamp padtgems, in which both control
points are the same. Buildings and any other shizgierequires a positioning in the
VE have their coordinates specified by two congolnts, which could be placed
depending on the user criteria. Each line contidiagosition of the features specified
as three numbers representing: East, North, and. Miith these values it is possible

to calculate the necessary rotation to place thecbinj the correct position.

The road file (first line of Table B.1) containslprihe East and North values,
ignoring height. Usually, a road surveys in thisjpct takes both sides of the road
instead of only the middle. When interpolation msx (see 85.1) takes place the

coordinates surveyed becomes the vertices of tlygqus that will shape the road.

A final modification is required in the VRML fileshat shape the features.
Usually the design of a new object on a three dsimral editor is done using the
coordinates (0, 0, 0) for X, Y, and Z. Even thoughs a difficult task to design the
object exactly on the position that it should bacgd on the VE. Firstly, the same
corners chosen to be the control points of theufeatare identified on the object.
These coordinates are then explicitly at the third of VRML file. The solution is
then given by the calculation of the distance betwtéhe minimum coordinates of the
square mesh and the place where the object mysabed. An object’s translation is
applied and finally a rotation. Table B.2 exemphfia header of a VRML file. The
first line is standard for VRML 1.0. The followingé consists of a blank line and the

control points on Cartesian terms.

Table B.2 shows an illustrative example of conpraints.

Table B.2 VRML Header’s Modified

#VRML V1.0 ascii
#
#20101,38.560.8
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B.2 Source Code Reference

The source code was written in C language. It [geeted that the reader has some
knowledge in structured programming and C syntalke Tollowing paragraphs

describe:

* The global variables used
» The functions programmed

* A high level algorithm

Global Variables
The global variables on the code are related wighinput and output files that are
handled. All of them are pointers to a file. TaBl8 introduce these variables:

Table B.3 Global Variable

entrada | Itis a pointer to a file that contains $uefer output altimetric file.

entrada2 It is a pointer to each one of the files that corg@n object that will
feed the VE.

saida It is a pointer to a file that contains tHeML file with all objects
inserted.

saida2 It is a pointer to a file that contains WML file with only the terrain
surveyed.

mundo | Itis a pointer to a file that contains théECdescription.

Road It is a pointer to a textual file that contaims coordinates of the road
that was surveyed.

Functions Description
The Tables B.4 to B.12 describe the functions eckay the following steps:

* Name.
» Description.
* Prototype.

» Parameters passed when the function is started.

Returns given by the function when the procesmisted.
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Table B.4 Function main

Name: main

Description: This function is called when the pragrstarts. From the
main function all other functions are called.

Prototype: void main (int argc, char *argv][])

Parameter Passe

dint argc — number of arguments passed when thegrog

starts.
char *argv[] — the arguments passed when the progtarts.

Return:

There is no return.

Table B.5 Function open_arquivo

Name: open_arquivo

Description: This function opens the files passe@arameters when the
program is started. The pointers for a file: erdraghtrada2,
saida and saida2 are started on this function.

Prototype: void open_arquivo(int argc, char *aryjv(]

Parameter Passe

dint argc — number of arguments passed when thegrog

starts.
char *argv[] — the arguments passed when the progtarts.

Return:

There is no return.

Table B.6 Function take_information

Name:

take information

Description:

This function reads the square mdsicfieated by Surfer
software extracting the minimum and maximum valoiethe
area. It also creates the header of VRML files ¢gted as
output of the system. The function reads from thiater
named entrada and write on saida and saidaZ2.

Prototype:

void take_information()

Parameter Passe

dThere is no parameter passed on this function.

Return:

There is no return.

Table B.7 Function vrml_generator

Name:

vrml_generator

Description:

This function reads the altimetricaliom the file pointed
by entrada and places the coordinates using the VRM
syntax on saida and saida2. For each feature readtocada2
an action is taken. If a road that is being adtfesl function
input_road is called. Otherwise, it is if a featufe
algorithm calls input_feature function.

Prototype:

void vrml_generator(int In, int cl, floain_h, long int x_mn,
long inty mn, long int Xx_mx, long inty _mx, float imn)

Parameter Passe

dint In — number of lines contained on the squarshme

int cl — number of columns contained on the squagsh.
float min_h — minimum value for high.
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long int Xx_mn — minimum value for East.
long int y_mn — minimum value for North.
long int Xx_mx — maximum value for East.
long int y_mx — maximum value for North.
float h_mn — maximum value for high.

Return:

There is no return.

Table B.8 Function input_feature

Name: input_feature

Description: It extracts the features from the filented by entrada2 and
places the objects on the output file respectingrdeslation
and rotation.

Prototype: void input_feature(long int x_min, loimgy_ min, float

h_min)

Parameter Passe

dilong int x_min — minimum value for East.
long int y_min — minimum value for North.
float h_min — minimum value for high.

Return:

There is no return.

Table B.9 Function build_cve

Name: build_cve

Description: This function creates the CVE fileb® used further on
MASSIVE-3.

Prototype: void build_cve(float tra_x, float tra fipat tra_z, double rot,

int flag, ch ar feature[13])

Parameter Passe

dfloat tra_x — Cartesian coordinate X of the object.
float tra_y — Cartesian coordinate Y of the object.
float tra_z — Cartesian coordinate Z of the object.
double rot — Rotation angle in radians.
int flag — Flag used to indicate what action thgpoathm need
to follow.
char feature[13] — Feature’s name.

Return:

There is no return.

Table B.10 Function tabela_poligono

Name: tabela_poligono
Description: It fills a table with the coordinatefsthe road surveyed.
Prototype: long int tabela_poligono(float mat[228)[

Parameter Passe

d:float mat[256][2] — matrix with the road coordieat

Return:

It returns the number of polygon verticesated by the
surveyed road.

Table B.11 Function foguPnpoly

Name: foguPnpoly

Description: This function verifies if a coordinasein, out or in the
polygon border.

Prototype: long fbguPnpoly (long Npoly, float *Ppfoat *Pto)
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Parameter Passe(d:long Npoly — number of polygon vertices.
float *Poly — array of polygon vertices.
float *Pto — coordinate that will be checked.

Return: -1 if the coordinate is out of polygon boarnels.
0 if the coordinate is out the boundaries of potygo
1 if the coordinate is inside of polygon boundaries

OBS: This function was consented by Luiz Eduardo Sealar@NA.

Table B.12 Function input_road

Name: input_road

Description: This function sets the colour for eacke of the square
mesh. If the node is part of the road the cologrésy
otherwise green.

Prototype: void input_road(long int x_min, long yntmin, long int
X_max, long int y _max)

Parameter Passegdtong int x_min — minimum value for East.
long int y_min — minimum value for North.
long int Xx_mix — maximum value for East.
long int y mix — maximum value for North.

Return: There is no return.

Algorithm

The high level algorithm presented below offerstfayse who would like to use the
code, an easy understanding of how it works. ThHieviing steps documents only
what was judged as important for the understandinthe algorithm. Table B.13
shows the high level algorithm. The highlighted Msrdentify the functions and file

pointers.

Table B.13 High Level Algorithm

void main (int argc, char *argv[])

{
open_arquivo(argc,argv);
take_information();
fclosegentrada);
fclosekaida);
fcloseentrada?);

}

void open_arquivo(int argc, char *argv[])
{
if number of parametres wrong exit;
openentrada;
openentradaz,
opensaidg
opensaida2
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openmundo;

}

void take_information()
{
it reads minimums and maximums from the square mesh;
It adds the headers shidaandsaida2
vrml_generator(lin, col, h_min, (long int)x_min, (long int)y_min,(long int)
X_max, (long int) y_max, h_min);

}

void vrml_generator(int In, int cl, float min_h, Igint x_mn, long int y_mn, long
int x_mx, long int y_mx, float h_mn)

{

It completes the headerssdidaandsaida2
The coordinates from the .grd file is transferredwrl file format;

if (file name road.txt is found in entrada?2)
input_road(x_mn,y_mn,x_mx,y_mx);

input_feature(x_mn, y_mn, h_mn);

}

void input_road(long int x_min, long int y_min, lgmnt x_max, long int y_max)

{

tabela_poligono(matriz);

for (each row and line)
fbguPnpoly(vertices, Poly, Pto);

The altimetric model is painted with the right catou

}

void input_feature(long int x_min, long int y_miilgat h_min)

{
build_cve(0, 0, 0, 0, 10, "land");

while(lt is not end of file éntrada?2))
{
The control points of the object are read;
The translation and rotation are calculated anttewrion the output file;
build_cve(ponto[0].x, ponto[0].y, ponto[0].z, alphaflag, nome);
}
}

long int tabela_poligono(float mat[256][2])
{

It reads from the road.txt file and logs the copadiés in a table;
The return is the number of the vertices read;

}
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long fbguPnpoly (long Npoly, float *Poly, float *&)
{

}

void build_cve(float tra_x, float tra_y, float trg_aouble rot, int flag, char
feature[13])
{

}

It checks if the coordinate is inside, outsiderothie polygon boundary;

An header describing the name of the object, mositg and rotation is created,;
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Appendix C

Implementation Reference

Appendix C brings relevant details about the sowode implemented for this
project. Some knowledge of Object Oriented (OOudtire in Java language is
expected from the reader. Each sub-item on this Agigerefers to a class that
explores the most important methods in order tdifaie the comprehension of those
that could use this work as a base for future resea

The classes developed for this research complethentacilities provided by
EQUIP’s to work with external devices connectedhte computer. As soon as the
data is received and filtered, there are EQUIP pusto publish the new information

on the data space, as it will be demonstrated below
The sub-items in this appendix as follows:
* Overview — summarises what the class does.

* High Level Algorithm — as a complement to the ovemw

* Class Constructor — how the class is inherited.
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In the high level algorithm the Begin and End imadéc where the class starts and
finishes. However, one or more classes can beardidhe main class. Even though
Java is an OO language, the algorithm was writbelbet the most linear possible for
the sake of clarity.

C.1 RTK-GPS Class

As mentioned in 85.2 the communication with the RGRS receiver and the
publication of the data on the data space are dharetwo classes named:
GPSReceiver.java and GPSPublisher.java.

C.1.1 GPSReveiver.java

In the class GPSReceiver.java, the receiver trassali data using as bytes via
COML1 port. The data is analysed and if it starthwhe characters “GPLLQ” it is
split into tokens where only the significant partretained, as east, north, and height.
The data is then normalised for the Cartesian ¢oates followed by MASSIVE-3
and finally published on a data space. There ifit®n to process the data using a
Kalman Filter. The processing of the data to a Kadrfilter class is done before the
data is published. Table C.1 shows the high leiggrdahm. In the source code the

variables are set as:

¢ X = east.
e y=high.
¢ 7 =north.

Table C.1 GPSReceiver.java Algorithm

Begin
initCommPort()
initiation of communication port
setup of communication port
initiation of variables that do the in/out intezéawith the receiver
Begin
run()
While (there is a byte coming)
read byte
convert to a character type and add it on a string

221



End

End

If (the character received is equal to a brake line
decodédString with character received)
clean String
EndIf
EndWhile

decod€String with data received from RTK-GPS receiver)

initiation of variable that receives the Stringakens

For (each token)

add it on a array of tokens

EndFor

associate to a variable token number 3 and sulrigadt from the OS
value of the base point

associate to a variable token number 5 and sulrigadt from the OS
value of the base point

associate to a variable token number 10 and suinigait from the OS
value of the base point

Kalman(x, 2.0, (-)z, 1)

updateCoordinategz, x, 2.0)

Class Constructor

The GPSReceiver class constructor is:

GPSReceiver(GPSPublisher, String)

Where:

GPSPublisher— is an instance of the class GPSPublisher

String — is communication port identifier

C.l2

For each new set of data received and processedtfrerRTK-GPS receiver, this
class makes it available on the data space. Th#sspace is created at the beginning
of this class and identified for further utilisatioTable C.2 shows the high level

GPSPublisher.java

algorithm.

Table C.2 GPSPublisher.java Algorithm

Begin

checks if the URL received is valid
checks if the data service can be activated
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starts the data space with an identification

creates an instance of ted®SReceiverJava class

updateCoordinatesadd a new 3D position on the data space
End

Class Constructor
The GPSPublisher class constructor is:

* GPSReceiver(String, String)

Where:

String — is the IP address followed by the data spaadifdztion

String — is communication port identifier

C.2 Tilt-Sensor and Magnetic Compass Class

As introduced in 85.2 the communication with tHegensor and magnetic compass
circuit board and the publication of the data on dlaga space were shared in two

classes named: TCM2.java and TCM2Publisher.java.

C.2.1 TCM2java

This class is similar to the previous class showe@.1.1. The connection is opened
in the early stages of the algorithm. If succes$gfopened, the class starts to listen to
the port collecting the data until it finds a lineeak. The beginning of the line is then

analysed. If the line started with the charact&S™it is known that the message is
not broken. The message is then split into tokensanly the values of pitch, row
and yaw are retained. An option for a Kalman fiielavailable that can be used or
not. The data is then sent to TCMPublisher clagsetstored on the data space. Table
C.3 shows the high level algorithm. The values emeverted to two digits of

precision in order to reduce the small drift.
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Table C.3 TCM2.java Algorithm

Begin
initCommPort ()
initiation of communication port
setup of communication port
initiation of variables that do the in/out intergawith the receiver

Begin
run()
While (there is a byte coming)
read byte
convert to a character type and add it on a string
If (the character received is equal to a brake line
decoddString with character received)
clean String
EndIf
EndWhile
End

decoddString with data received from tilt sensor and metgc compass)
initiation of variable that receives the Stringakens
pass the values of the correct tokens into theecouariable
Kalman(x, 2.0, (-)z, 0)
updateCoordinategxtcm, ytcm, ztcm)
End

Class Constructor

The TCM2 class constructor is:

« TCM2(TCM2Publisher, String)

Where:

TCM2Publisher — is an instance of the class TCM2Publisher

String — is communication port identification

C.2.2 TCMZ2Publisher.java

This class has the same function introduced in2CIL.creates another reference in
the data space with an identity and logs the dataived from TCM2.java. Table C.4

shows the high level algorithm.
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Table C.4 TCM2Publisher.java Algorithm

Begin
checks if the URL received is valid
checks if the data service can be activated
starts the data space with an identification
creates an instance of th€M2 Java class
updateCoordinatesadd a new 3D position on the data space
End

Class Constructor

The TCM2Publihser class constructor is:

e  TCMZ2Publisher(String, String)

Where:

String — is the IP address followed by the data spaadtifd=tion

String — is communication port identification

C.3 Reading from the Database

The following class is designed to check any neta tlaat was published in the data
space such as: GPS coordinates, tilt sensor angassrdata or any key command
pressed by the office user. Each new data is geritpr an action performed by the

Integrator class.

C.3.1 Integrator.java

The Integrator class is used by the field user wdlewlevices are connected to the
computer carried on the backpack. GPS, tilt seasdrmagnetic compass data, when
available, are read from the data space and pasdeeteariables into MASSIVE-3.
The update corrects the users’ visualisation of W& in relation to the real
environment. Because the office user can controvthehe database can de updated
each time that a command key is pressed in hisdagb This means that field and
office user receive a new object or even a new al®fiending on the exercise being

performed when each new income data from this qdati area of the database is
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read. Table C.5 shows the high level algorithm. msntioned previously the
Integrator class inherited its structure from AwsgapeControl class created for the

Augurscope project (Koleva et al., 2001, Benfordlet2003a).

Table C.5 Integrator.java Algorithm

Begin
constructor initialisation
GUID factory
dataspaces
activate management server
key stroke input session
compass input session
gps input session
management server initialisation
dynamic objects initialisation

a thread controls the multiple process runningarael as dynamic objects
and positions update

update dynamic objects
update positions

Begin
management server control class
End

Begin
Key stroke event handler class
End

Begin
GPS event handler class
End

Begin
GPS event handler class
End

End

Class Constructor

The Integrator class constructor is:

e private Integrator(String, String, String, String)
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Where:

String — is the IP address followed by the VE identificat
String — is the IP address followed by the data spaadifdztion
String — configuration file used by MASSIVE-3

String — is the same name used to start the cveworld @mdm

C.4 Kalman Filter

The filter is implemented to reduce the jerk of: S5Poordinates, tilt sensor and

compass.

C.4.1 Matriz.java

This class implements a Kalman filter to be usedtlm data received from the
magnetic compass, the tilt sensor and the RTK-@&e8iver. The implementation of
the filter is necessary in order to reduce jerthmdata received.

Two matrixes supply the models for the error ansex@rocessed by the Kalman
filter. The values of such matrixes are set upceoadance with the equipment in use.
Instead of an algorithm, a diagram is chosen tmdhtce the concept due to the

simplified way it demonstrates the process. Figiukeshows the diagram.

There is a set of important variables that contalio the final result. These variables

are:

* X — matrix with the predicted coordinates

* (- matrix of noise - covariance

* p — matrix with estimated error

* r—matrix with the noise from TCM2

* Kk — Kalman gain number weight

ez — matrix with the data from TCM2 — innovation t@c

e phi — matrix identity
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The filter is well suited to navigation applicatiornghich contain states that are time-
variant, even in real-time. This is a recursiveoaltpm, which filters measurements
using knowledge of the system measurement errode(HR003). Even being
recursive, the algorithm is based on the last edg8rand current measurements. There
is no necessity to log all data to process agahe fesult is a computationally
efficient algorithm that allows real-time procegsipreventing the swing of the HMD
image and smoothing the movements registered byiltreensor and the RTK-GPS
receiver. It is not within the scope of this thesis describe the Kalman filter
equations. The reader is invited to read (Welch Bistiop, 2001, Hide, 2003) for a
better description of the equations. The followitagaflow (Figure C.1) describes in a

few steps the Kalman filter that is implemented.

The first step of the filter is the calculationtbe estimated error (p). This matrix
is the result of the sum of (p) and the matrix ofseo- covariance (q) that is
propagated to the next epoch (Figure C.1 — stelp ik)convenient to mention that (q)

Is static and contains an approximate model ofitpeal that is being filtered.

x and p initialization

Y tep 1
ste
> (P=(p*a)) ™
* step 2
k=p(p+r)-
* step 3
X=X+ Kk(z - x) new data
* - step 4
p=(phi-k)
1

Figure C.1Kalman Filter Dataflow

The second step (Figure C.1 — step 2), (k) (Kalgein number weight) receives the
matrix with the estimated error (p) multiplied thetinverse of the result of (p) added
to the matrix with the noise from TCM2 (r). In th&ep, (k) is receiving the
adjustments based in the last sample of data tildievapplied in the next epoch.
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On the third step the algorithm combines the diatin fthe sensor (z) (innovation
vector) with (x) (the predicted coordinates) throway subtraction (Figure C.1 — step
3). The result is then multiplied by (k) (with tlagljustments based on the previous
samples) and added to (x).

Finally (Figure C.1 — step 4), (p) receives the r€éaman values (k) after a
subtraction with a (phi) matrix identity.

Class Constructor

The Matriz class constructor is:

e Matriz()

C.5 Office User Key Stroke Command

The Office user can control the VE from his keylbaEach time that a new
command is typed a new object can be added to Eh@Mthe entire scene can be

changed. This flexibility gives freedom for the [Eieiser.

C.5.1 ReadKeyStroke.java

This class is used by the Office user to type amyroand in the keyboard that will

be logged in the database by the KeyStroke cladss.commands are at the moment
the letters from “a” to “f". Each letter when re&ag the Integrator (see 8C.3.1) is
interpreted as a command. At the moment the VE lmrthanged completely or

objects can be put in or out of the visualisatibable C.6 shows the high level

algorithm.

Table C.6 ReadKeyStroke.java Algorithm

Begin
run()
While (true)
Thread (it sleeps each 1000 milliseconds)
read byte
If (character typed)
update database with new character
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EndIf
EndWhile
End

Class Constructor

The ReadKeyStroke class constructor is:

* ReadKeyStroke (KeyStroke)

Where:

KeyStroke — is an instance of the class KeyStroke

C.5.2 KeyStroke.java

This class has the same function introduced on2Cltlcreates another reference in
the data space with an identity and logs the dataived from ReadKeyStroke.java.

Table C.7 shows the high level algorithm.

Table C.7 KeyStroke.java Algorithm

Begin
checks if the URL received is valid
checks if the data service can be activated
starts the data space with an identification
creates an instance of the ReadKeyStroke Java class
updateCoordinatesthe key stroke is translated to a number to beddgg
the database

End

Class Constructor

The KeyStroke class constructor is:

» KeyStroke(String)

Where:

String — is the IP address followed by the data spaadtifd=tion
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Appendix D

User Interviews — Questions and Answers

The questions and answers made throughout theviewerduring the evaluation

process (Chapter 7) are shown here. All the comsnesut be found in 86.2.3. The
codes used to identify the users were maintainedirteerl (E1), Engineer2 (E2),
Engineer3 (E3), Engineer4 (E4), Architectl (Al), Quaner Scientistl (C1),

Computer Scientist2 (C2) and ordinary user (O1).

The area covered by the questions are as follows:

* Merging real and digital environments.
* Hardware.

» Digital environment.

e Usability.

« Different/complementary approaches.

+ Office and Field Users.
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D.1  Merging Real and Digital Environment

The question involves the main topic of this theaiR. The users were questioned if
they needed to adapt themselves to the VE ane if¢hle and distances walked were

the same that they were used to see in the physadd.

Self adaptation
Did you have to adapt the way that you move in otdehave a better perception of
the VE?

E2: Actually the turning of my head is much bettehink that the difficulty is when

you come closer to an obstacle and the programdéscil guess, whether you are
half way through it, through it or just in front @ This is the most, | would say,
annoying. But moving my head or walking towardswhevas quite far was not a

problem. Quite far is something around two metres.

E3: Yes, but | was ok with that. It was a bit jugglbut you explained to me that it
was the GPS. | was not expecting it to be so “si@kiThen | learned that | have to
move my body much slower to look around.

O1: Yes, | had to. I noticed that | moved my heéat &ess.

Immersion

Did you feel immersed in the VE or did you havefAd experience?

E1l: I did it in the tram station. | did not so muichthe buildings. | think that is to do
with the texture and the reality.

E2: In the beginning when the see-through of theDHIVas not set as clear, maybe
because we have a sunny day today, | did not es#tiat | went so far. For the tram
station | was immersed completely in the VE. Wienagljusted the see-through then
| was a bit more conscious of where | was. For ygsght | have two layers so if |
want to see the grass | change my eyes focus aaftds a second for me to see-
through. If I focus on my goggles alone then | eamersed in the VE.

E3: Yes, you saw me walking through the {j@éree in the physical world) was
quite happy to concentrate on that. Because obtlghtness and contrast | could not
see much of the background. | could mostly see Ehand | was quite comfortable.
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Al: | think so. You cannot get any sense of digtdmecause you cannot see the
physical world. | was often amazed when | lookemliad to see where | was in the
physical world. The augmented process did not weaky. For me there was not a
relation between the physical and the digital eariments. | was immersed. It was
not mixed reality but only the VE there to be setnd | think that part of the
problem is that there are not physical featuresdiate to it.

C1: After a while | was totally looking into the VIBwvas trying to find things in there,
trying to find what was going on. | think that thlysical world went to the back of
my mind. But then when you said: “~Turn around tp physical location” the two
worlds just swapped their positions. | was agaireatol see-through the goggles. But
while in the VE | forgot sometimes that | could #e#eugh the HMD.

C2: The tram driven through me took away the semsaif immersion because it was
difficult to work out how to avoid the tram. Howeve think that there is some
relation about this and how dark the glasses aeydu make the glasses darker you
feel more involved in the digital environment aspafcthe mixed reality stuff and
obviously less involved in the physical world.

O1: Partially. From the local view yes but at thense time you know that it will not
be there. Why? The floor. When you walk you cdrttieggrass.

Scale
What can you say about the scale? Was it coheremtot? Did you have any

difficulty to know how high a wall or a tram shelteas?

A2: | can imagine but it is difficult to know witloa proper scale. Is the Office
User's embodiment to scaldé®?has about two metres high.is possible because |

could still see it after the first phase. | haveidea how tall the house is in reality but
I would say three and a half metres tall or som@gHike this. The first phase | would
have said was...| could still see the top of the ehmbent’'s head, one metre sixty or
something like that, then one third plus one third.

A3: One of the difficulties is to get scale. It wbbk nice if you put some image that
we could recognize. Like you, it was useful to haue wondering around that gave
me something to compare with scale. From the petsgepoint of view it will be
nice if there is something | could make some coepar

E4: If the pipes were not in the right scale (btit¢ idea of different colours was
good. You just need to make sure that each cobuepresenting the right thing in
the proper diameter.

C1: The scale was not very precise. Some morema#bon is necessary to know how
far you are from the house or how high is a walhéW | was walking towards the

house | did not have the feeling that | was getiwhgse to the house. | just kept
walking until | eventually got there. When | walkedund the house the scale looked
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ok. Another point is how high you put the “eyeshaf Field User's Embodiment”. |
could misunderstand a view because | think thabhject is too high or too low
based in the perception of my own body.

D.2  Usability

Did you feel annoyed to walk through digital obgstt

El: No.

E2: No, but each time | asked you if | could gatlgh them. It also means that you
need to re-collect what you have in front of ydul. ¢annot find the Office User’s
embodiment | need to imagine where was it at thetime or any other digital object
that could help me in the navigation. | keep gdimgugh until | find it again. But it
means in a complex environment if you need to usthanapplication where people
may be moving or things may be moving, it is aabioying, but other than this,
there is no problem.

E3: It was a little perplexing to sort it out. | wayuite happy to walk through a wall
but for a long time you could just see blue forregke (when going through the
windows in the third exercisel) was not sure there if | was getting any closeany
further away.

C1: Extremely! It throws the user off, becauseuber is not expecting to go through
it. | think that for me it reduces the experienicstarted to disbelieve in a lot of other
things within that environment and that representét it should be. Scale, how big
things are, movements or if | go through this wabllybe it is not even positioned
there.

O1: |1 did it first, but once you got used to itokcomes fairly easilywhy did you
feel annoyed®Partially because the frame rate that was harduge how is your
movement. Because when you move in the physicdtl wou have your view
changing straight away. The system has a delay yoat have to anticipate the
movement to make it stop in the right position.

D.3 Hardware

What could you say about the hardware used? DidGR& receiver and the tilt

sensor work adequately?
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E1l: I think that when you stand still or walk rgaBlowly is much better. It is better
than in the previous prototypes. The positioning anentation are quite good. The
orientation changes quite quickly, as you turn rountbllows you quite quickly. |
think the problem is more in the position of theSG®hen you move. For GPS
equipment is coming down in price. | think in ovetaé problem is the weight and
the number of cables.

E2: The only jumping action was when you becoms&edo something. Let's say that
| want to touch these pipes then | want to be ctosthem. Maybe | want to touch
them physically and in the VE. | noticed when | wasiing close to the Office User
in the tram station the issue of the positioningt tthade me go through the wall due
to some drifting and also the frame rate.

E3: I think so. It helped me when you told “do fedk around so fast”. When | felt
more in control of that | did look around much matewly and waited for the thing
to catch up. That was much better and gave me & toetter smoother view.

Al: | know that the GPS was being updated eachnskbat it still is very jumpy. It
does not matter when you are outside of the digitalse for example, but when you
are inside the house where it is pretty narroneitdmes a problem.

C2: It seems to not have too much drifting at @8He whole scene does not seem to
drift from the physical world. It was jerking atlé bit but for me it was not a real
problem. As soon as | stopped moving everythingneddo settle down.

D.4 Digital Environment

Texture and Colours
What can you say about the VE? Where the colowrd o&k? How could the design
be more appealing, attracting more users to itulghexture make more sense than

only colour?

El: Yes. So it is to make clear that you are logkat bricks, wood, glass or
something else. It helps you to visualise whatrgol@oking at. | think that it is quite
difficult to visualise what it is, with only sol@blours. And it is not only shadows but
it does not have any point of realism to relateltgiou look at a wall and you have
bricks you know that it is a wall. If you look thuigh glass you know that you have a
window. The perspective of what are you lookinghaty far away it is, is quite
difficult again when you have not got the textiet when you have not got texture it
is really difficult to visualise the size of whaiuyare looking at. In a blue print, there
are the dimensions or something indicating what tkam is. When you look at the
elevation on a blue print you have a brick texttirere. It is not always coloured but
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there is some attempt to show what is a brick, wdatwindow and what is a roof. It
just helps your conceptualisation of what you a@king at.

E2: It does not bother me if the wall in one of pases was blue. But for somebody
maybe less able to think in space maybe they \aitit\io see something that could
help in the visualisation, like bricks or cementttees. But it is not a big deal if you
can imagine that it is a new geometry. If you imagthat it is a house and you
cannot imagine the geometry, maybe you want to see. m

E3: The colours sometimes confuse, | had to turrhead to get a view of what was
going on and what the colours represented. Bec#use is no stereo you need to
move your head to actually see it. For the extemmall | suggest a brick texture

making it more photorealistic and perhaps the ingwalls as well.

E4: You could use different or higher resolutiorptesent a house. So now, because
you assembled everything together the viewer hasigh idea about how the house
will be and how it will be integrated with the emnment. That is a good idea
particularly for the environmentalists and plannelts assisting software is good.

Al: It is not the problem with the concept but Wi for example could be more
realistic. | would like to see more textures thatilcl help you to distinguish between
the walls from the floor. Of course that there alifferent colours but it is more
difficult to see. Is that right that parts of thels have different colours¥es. Of
course you do not get there in a real building. &lsuthe walls have the same colour
from bottom to top. Sometimes you do not know ifethe a real window or
something elsdt is because each colour represents a differerdgphmathe project.
Ok, but for orientation it does not help. The windadw the third example could also
be improved if a more realistic representation is fhere. | did not have any sense of
wall thickness, what was odd. Are there any? Orwiadls are just polygonsThey
are all polygonsThis is also weird because if you go around theneoit is just flat.

It becomes more difficult to know if you come thloagmething or not. It is difficult
to say if you are in one side or in the other sii¢he polygon. And you should not be
able to go through wallsHow do you imagine it working¥ou could make the
animation stop for example. | do not know if sonmgtHike it will work. Probably
not. But it makes it weird because we all know that we can go through them, but
because of the rendering you cannot really see sttt you are. You never know
when you are in it, or walking through it or justif§ inside of it.

C1: Most of our video processing uses colourss hatural to relate things to colours
like when you think in a brick you think red. luyiliink a tyre you think black. There
are lots of ways that you can make it help to Vigugtimulate the user adding a bit
more of details like in the wall, the floor and tbeiling. This sort of texture helps to
emphasise things like: that is a wall and that wall further away from you because
it is slightly darker for example. Lightening isaher thing. If | have a blue wall a
few centimetres from my face the colour is diffefearn if | had the same wall a few
metres away. At the moment the system does nobrsupgs kind of lightening
process. The user automatically loses the sendepih perception.
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C2: The fine details should be right to become & good tool. The objects do not
really look like in the physical world. Like texéufor example. A window is not just a
square or a rectangle shape with glass that alltwwe to see through it with some
particular properties. For me to see a blue bloglkaibit confusing.

O1: Yes you can tell which is which part of thejgct Did you get confused with the
colours?l did with the pipegthird examplepecause the floor and the walls are very
similar colours. Perhaps because the colours as¢ #haded. When the surface
merges with each other, each time that he moveaulecthere is no difference in
contrast between the two polygons, that represeffeseht walls.

D.5 Office User and Field User

Collaboration

How did the collaboration between Field and Offldser work? Did you feel the
necessity to have two people to guide you (Officeils embodiment) and control
the VE on your behalf? Even with very limited gestiand movements the Office

User’'s embodiment could point or turn its head. Wiwayou think about it?

E1l: What it did help me to do, is if you said to tméook to a certain direction it is
easy to say: “-Look where my embodiment is”. ltegivne direction to look at. | think
that having not necessarily being you but havingesthing as a pointer and then you
say: “-Look where this pointer is” then it givesyysomething to relate to. | think this
is useful and also the collaborative discussiongsful as well. Not only because of
the complexity of controlling the environment assar, but also once the user is in
there they may want to ask questions about whateidooking at which in a
collaborative environment someone can talk to him discuss about it and ask for
changes. Even if it was a man user in the fieltheis got a question, how does he
ask? Because the Office User knows where | ameirVih and what | am looking at
and then you can answer questions about what loakirg at.

E2: Well, the Office User pointed out things wile €mbodiment’s head to me. So |
used that. There were instances that the embodididrd movement up and down
with its head to show me something | was able wo@&ate this as a human

interaction. Walking towards me also worked welirtdicate direction. When | was

on my own | was also able to explore things likeh@ second example. The only
doubt that | had was when | was exploring the badhn because in my country that
place does not have big windows. Does it makefardiice to have the embodiment?
Yes it does if the Office User is pointing thingdike when you are moving thinks

about | can see the string coming from your hea@rwit moves its head | could

associate. But if there is no embodiment there thiedexplanation is verbally clear

enough. | think that | managed to find my way abiin

237



E3: For me it was useful to have you to follow aguide. | felt less secure when |
could not see you. When you passed close to antotdere | could not see you | did
not know where | was going. When | could see ywead happy to follow you around
and look to what you were looking. When | did loseself | found myself wanting to
see you. In relation to gestures, it was really @j@hen | looked to the stairs in the
third exercise. When you stood in the stairs amukdéal up that helped me to look in
the right direction because you have somethingiBpéc look out there.

E4: In the beginning | did not understand your ‘@ah the game”. And then you told
me follow me and | did looking at the same plabes the Office User's embodiment
was looking at. You were there to guide the otlsarsito see for example the future
of the city. The embodiment is really necessavyas never lost | just followed you
and your instructions. | think that you could implent a kind of laser ray coming
from the embodiment’s eyes to point at things in\&e It should be easier than to
make the embodiment gesticulate to the right mosior digital object. It could not
make a big difference if the VE was controlled by gr by me. The result will be the
same but the viewer is who will make the decisfoit is good or not. To have
someone working in front of the computer to relithes hassle of the Field User, to
press buttons is really good. If you have askedfeould like to control the VE by
my own | would say no. | would certainly refuseor the exercise we were
continually exchanging information and you gave thre guidance of what | should
do and what action | should take. That was good.

Al: | think that it was useful. You could say sdnmgf like: “-come over here”. That
was useful. Or “look where I'm looking”, that alsmorked. And to be able to talk
with each other is useful as well. | think that fheld Users could have a kind of
keyboard with only two keys and flip through therkelgo up and go down.

C1: Definitely! | would be lost on that VE wheraés. The most that | could do was
to walk blindly just going through different roomBhe overall structure that the
Office User explained while | walked, | could notlarstand if alone. After all | was
able to explain where things were event thoughethveais no feature like living room
sofas or tables to indicate that | was in the lgvimoom. But because the Office User
could explain the layout of the house | was ableraate a mental map of how the
house was spatially distributed. It worked almostaatour guide. The embodiment
made me feel like having a tour guide. And to seengove away from me and move
towards me is quite reassuring because besidegghest in that environment |
would not know where | started from. When you staaa particular point and you
said to me: “-Look at where | am looking” and | caee where you are facing and |
know where to go. It also helps me to explore tBeria more secure perspective.

C2: There is a lot of cognitive effort to workinguy way in the environment. Because
you are missing other senses, information, or bezawmi are just getting visual
information, you have to think harder how to navegairound. And because it is
jerking, you need to think slightly more and meswhow things are before you start
to move and go back to this. For your brain is vilogkquite hard to navigate around
the scene without having someone else showing ngauné and changing the VE for
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you. The control in the Office User’'s hands takes task away from your brain
allowing you to focus more on the building.

O1: It helped me to see what you tried to show mhe.just had the sound | would
find it really hard to find the things. Wherever i@ffice User was in the VE, | could
spot him and go towards his directiofWhat about the head movements? Did it make
any difference when | gesticulated with my heading up or down?¥es, it helped
me to know where | should look.

D.6 Different/Complementary Approaches

Merging blue prints, scale models and AR

When you look at the blue print could you associatat you saw, with the VE that
you walked through? What about the picture of tbese in the second exercise?

Could you make any association?

E2: | could imagine the house made of bricks as smowed in the picture but |
thought that the pillars were made of wood.

E3: Ah, yeah, yeah, yeah! Most of the time | stoeer here(pointing to where he
stood in the blue print)l definitely saw that in there. | can recognisebecause
mainly | stood herdpointing to the place in the blue print)his is the elevation of
the housel did not really see the external, | was standingrée when we lost contact.
I think if | stood there in the balcor{in the physical worldyather than this distant
view here(the picture)it would be closer to what | sagn the VE) This pillars
where not therépointing to the picture). They were thersaw these two in one side
but not on the other side.

Al: Yes and no. | mean most half of it. | undedttmat there was a veranda. |
understood that part. | have no concept of thiserhember that you told me what is
what, but | think that these walls were not thePartially | think...looking at the
elevation in the blue print | can bring all the wi¢ogether but | cannot remember to
see this view at all in the VE. And | also did hatve an idea of how the shape of the
roof is.

Can you imagine the house in the physical world fgaring A1)?I can imagine

very bright colours because this is what stickanip mind. | know that there was
some windows but | could not say where is whetanlrelate this picture to the plan
but it is because | used to read plans. | can eethe veranda that | saw in the VE. |
cannot relate this window...oh | remember now thsaw this window when | was
inside the house. Although that on, in the VE, doakmpletely different, much wider.
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If you asked me how the window looks like on tits Ewould draw a window that
goes around the corner very thin and lodaybe you are confusing with the
kitchen’s window because that one is like this.ré€hie also a door not far from the
window at the corner of the housgh...but that is weird because | am pretty sure
that | turned roundDo you remember when we talked about a very smigtlow
here (pointing in the blue print to a small windbetween the living room and the
veranda).But | thought that it was inside the house betwten kitchen and the
bedroom. I did not realise that it was in the odéswall of the house.

So you cannot imagine the house based in the Vé&s{ouning A1)?

I would not go that far. | could imagine part ofas | also found partly confusing as

well. It is not necessary the principle of it. Biftcourse the model that you have is
extremely simple and the colours which ever dicgctrou look you have the same
colours. You could not say from the colours thatak looking this way or that way.

You have to take all the other features. And tkaprobably where the confusion

comes in. | also did not have any physical orieatatObviously when you are in the
physical world you can easily say that that tre¢hisre and that other tree is there

without even looking at. And if | turn around llisknow where the trees are. But in

the VE | could not tell you if when | turned ldftyould see something that | want to
see. | will have to turn around to find it againdd not think that necessary you have
a mental map or it is very abstract. | could nadtjgay that the kitchen was in my left.

C1: It definitely did, | could visualise the houakhough | may have a different

colour in my head. But it was very similar. Soatiyshow me a picture of the house |
can tell you that it looks something that | couldualise. On paper, on two

dimensional, it is hard to tell heights or the thidimension. This is basically what
you can get from VE. You can have a better persgeand distances and how things
overall look. With the blue print it is very diftilt.

O1: Yes, but it is difficult to say the size of bahroom. You can tell for example
that in a direction there is a bedroom but withéwtiture you cannot tell how big it
will be.

Best approach to explain a new development
What do you prefer to see if someone comes to flouse with a new project that
will be implemented in few days time: a blue priatscale mode, an artistic drawing

or the tool in this project?

E1l: For someone that is an engineer and used th fodolue prints and is not used to
look at VE, it is a bit difficult comparison to givl think that the VE, the rendering, is
quite simplistic, so realising what it is you're lang at is more difficult. As soon as
you put the roof on, because of the shape of th&itas obviously that it is a roof.
But because all the other squares and blocks alid soloured it is more difficult to
understand. So | think the important developmetithei to get the rendering more
appropriate to what are you looking at and thewill make it easy to understand.
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C1: | think because an artist can paint in tree éiraions like in a picture it will give
more information than a blue print. In the VE yoancexperience, you can walk
through, you can feel the surroundings. You areensed. For me the VE as shown
is more helpful than the other options.

O1: | will prefer the blue print. Between the scaledel and the tool presented | will
prefer the second option because it is possiblentwe around. It is more useful.
What about the level of realism of the modgl®did not make that much difference.
You do not need fantastic graphic to know the skapeu still can find your way
around.

Real potentiality of the tool

In a real situation do you think that a system tikis would be worth?

E2: If there is a need for it or a use for it isitgueasily to visualise. For a house | do
not think that you need it but for a big projechink that could be useful.

E3: | think that the level of detail in the tramabn was quite impressive. The
buildings with the colours you got to have to sedople understand what it is. When
people want to see how high the construction cgadyou need to relate it with

some sort of scale and for me this is what wasingsa the buildings.

E4: The quality of the VE in the first exercise ahd LoD like the CCTV were
amazing. There is potential use for security issues

Al: | think that it is going to be useful. | hawsues with the HMD. This area is flat
there is nothing to fall from, but it is just a dgerous thing to have. Because you
cannot really see where you are going to. It canuseful for the construction
application as you suggested.

Do you have something else to add to your comments?

E2: We were quite unlucky to have too much ligmiog from the Sun and shades
from the clouds intercalated. You asked me to &idkings in the roof, because it is
in the VE, | do not have the benefit of the shadie physical roof, | was looking
direct to the Sun or to the sky. It is impossibls¢ée even when the see-through is in
its darkest.

| found it very easy to use. | am not good in Vvisugg things, but | found it
particularly easy to use.

Usefulness yes, the pipes and things that yount@dAll the underground networks,
all sorts of pipes, cables, telephone, gas. | warka this when | was in the army
looking at underground systems and very often tig map that you got is somebody
taking the measurement with the reference to a watb a curb. Of course that if

somebody moved the curb or the wall you lost tfereace. Very often what you do
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Is to take one metre and a half between the cutbthe access. You marked it. And
this is not very accurate. You may be ending diggiome area that it is not suitable.
Maybe with GPS system and the see-through you casulise things better. For
building houses | would say that it is suitable fogger projects. Maybe also for
people who is buying on plants that could be us&hmther for a promoter or a buyer
to see how it will look like. Maybe with a bettendering you could make it more
appealing.

| cold see this idea working indoors in the futdoe heath and safety where you
could even couple with other things. You could meadigital training environment

for the fire brigade without having to burn somathi You could put them in a
situation, or to police forces too. We could bremme physical modelling or CFD to
the research.

E3: I will be interested to find how you work wahgroup of people as Field Users.

Let's say that if you want to sell the idea of dasnf a tram station or a building to a

group rather than an individual. | can imagine thiaey will want to interact and they

could individually go to explore the VE. | am noitg sure how could they make it as
a group in the VE. | could imagine site inspectossing and saying that they will be
back in a moth to see the progress for example.séhee could happen if you are an
architect and want to sell something to a panel aatito an individual.
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