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ABSTRACT

The study of vocabulary acquisition 1s not exactly a new area, but previous
research and hypothesizing has failed to produce a coherent overall theory
which adequately describes it. This 1s partly because of the complexity of the
subject. One method of reducing the complexity is to work with the
individual components of vocabulary knowledge, in an attempt to understand
the whole by first better understanding the parts. The word knowledge listing
proposed by Nation (1990) is adopted in this thesis as a framework from

which to study vocabulary.

Chapter | introduces the word knowledge framework. Chapter 2 provides a
literature review which summarizes the research concerning each of the eight
types of word knowledge. Chapter 3 reports on a study which attempts to
quantify native and nonnative intuitions of word frequency. Chapter 4
describes how a procedure for weighting word association responses was
developed. Chapter S does the same for a measure of collocational
knowledge. Chapter 6 applies the word knowledge research paradigm to the
evaluatation of the vocabulary items on the TOEFL test. Chapter 7 reports on
a longitudinal study of four nonnative subjects which tracked their incremental
acquisition of spelling, association, collocation, grammar, and meaning
knowledge for eleven words over one year. Chapter 8 examines the data froin
the longitudinal study to see if the various kinds of word knowledge are
learned in a developmental sequence. Chapter 9 concludes the thesis by

giving the author’s opinions about the strengths and weaknesses of the reported

course of research.
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CHAPTER 1 INTRODUCTION

People have been interested in improving their mother-tongue vocabulary since
the earliest orators in ancient Greece and before. In this century, the growing
number of people attempting to learn a second language has focused attention
on the problems of mastering L2 vocabulary as well. The vocabulary rescarch
done in the last 100 years has run the gamut from early association studies
(eg. Galton, 1879-1880; Kent and Rosanoff, 1910) to statistical analyses of
English lexis (such as West, 1953) to more recent studies into mnemonics (eg.
Pressley, Levin, and Miller, 1982). Vocabulary research throws up many
interesting questions and problems, not the least being the definition of the
term word (Carter, 1987, Chapter 1). If the issue is vocabulary acquisition,
the question ‘What does it mean to know a word?’ becomes critical. Read (in
press) suggests that there are two main approaches to addressing this question.
The first involves a developmental approach in which scales are used n an
attempt to quantify the degree of word mastery. The second is a component
approach, in which the various types of knowledge which make up the total
knowledge of a word are described. Let us look at each of these approaches

1In turn.

Developmental Scales

Various vocabulary studies have utilized a variety of scales ranging from fairly
simple to rather more complex. A commonly cited one, designed for L]

students. is the four-stage scale devised by Dale (1965, p. 898):



Stage 1: | never saw it before
Stage 2: I've heard of it, but I dont know what it means
Stage 3: I recognize it in context - it has something to do with
Stage 4: | know it
(‘it’ refers to the target word)
Dale also mentions knowledge which could be a fifth level - being able to

distinguish the word from others which are closely related.

Another L1 scale is that by Drum (1983, also Drum and Konopak, 1987). In
this scale, leamers are asked to give definitions of the target words and then
those definitions are placed into one of the following categories. The
assumption 1s that the categories represent an increasingly complex

understanding of the word.

Stage A: Perceptual - physically similar words
|. substituting a look- or sound-alike
"horse” for house; “gorilla” for guerrilla
2. defining a look- or sound-alike
"buddy” for pall (pal)
Stage B: Syntactic - internal structure or grammatical function of words
3. defining a morpheme
impropriety as “not a proprietor”
4. using the word in a phrase or sentence
"a person'’s reflection”; “follow a schedule”
Stage C: Semantic - general meaning dimensions of a word

5. giving a general semantic attribute



serendipity as "a feeling”
6. giving a more precise attribute
aberration as “bending the rules”
Stage D: Correct - a specific definition
7. giving a part of a correct meaning
icon as "a holy picture”
3. giving a complete correct meaning

finesse as "elegance or smoothness of manner”

(Drum and Konopak, 1987, p. 79-80)

Schmitt and Meara (1997) used a scale which was designed to be suitable for
the more conservative Japanese judgements of L2 English word knowledge.

The English translation of the scale is:

Stage 1: I don't know this word
Stage 2: | think [ might have some sense of what this word means
Stage 3: I think I know this word’s meaning, but | am not sure

Stage 4: | know this word

Meara (personal communication) often uses a very similar scale in his L2

research:

Stage 1: I don’t know this word
Stage 2: I'm not sure if I know this word
Stage 3: I think I know this word

Stage 4: I'm sure 1 know this word



The scales used by Schmitt & Meara and by Meara are comparable to Dale’s,
but a third scale, designed for L2 reading research in Canada, is built along
slightly different lines. The Vocabulary Knowledge Scale [VKS] (Paribakht
and Wesche, 1993) combines self-report with a productive demonstration of

vocabulary at the higher stages.

Stage 1. The word is not familiar at all

Stage 2: The word 1s familiar but the meaning is not known

Stage 3: A correct synonym or translation is given

Stage 4: The word 1s used with semantic appropriateness in a sentence

Stage 5: The word 1s used with semantic appropriateness and grammatical

accuracy in a sentence

Perhaps the main advantage of scales is that they promote an incremental

notion of vocabulary acquisition, rather than a dichotomous knows/doesn't

know view. But there are serious problems as well. Let us take the VKS as
an example and examine it in more detail in order to illustrate what these
might be. The first difficulty is that scales attempt to measure stages of
knowledge in vocabulary acquisition. This can be rather problematic since
vocabulary knowledge is likely to be learned incrementally on some form of
continuum. In order to have useable stages, the stage boundaries must first be
defined. This leads to the question of whether any naturally occurring discrete
stages exist. Without a solid theoretical foundation or much empirical
evidence on which to base the description of such stages, any current stage
boundaries are likely to be somewhat subjective. Scales also tend to sufter
from uneven intervals between the scale categories, with any of the gaps

being too large between the categories. There needs to be more research to



better define the stages of vocabulary acquisition before we can develop a

scale we can confidently use in vocabulary research.

Notice how receptive knowledge gets rather short shrift in the VKS scale.
Level 2 does tap orthographical receptive knowledge, but after this, if a learner
cannot use the word productively, then the system assumes the meaning is not
known. There 1s also a big jump from Level 2 where no meaning is assumed
to Level 3, where the student is able to produce a synonym or translation.
Learners who can recognize and use a word receptively will be shortchanged
by this rating system. Perhaps the scale could be widened to include more
categories, some of which address receptive knowledge. However, there must
always be a compromise between accuracy and practicality. It seems possible
that a scale with many more than five categories would be too daunting and
confusing for learners and so researchers could run into the problem of

diminishing returns.

A third possible problem is that the VKS may favor advanced students since
they presumably would be better able to complete a sentence to illustrate their
vocabulary knowledge. Requiring learners to write sentences does give
information about their knowledge of a word's grammatical properties, its
meaning, and perhaps also something of their collocative and associative
knowledge, but we must be aware that the VKS is measuring more than just
vocabulary knowledge. It also measures syntactical knowledge, and to a certain
degree, the learner’s writing ability. Beginning learners may have a reasonably
good grasp of a basic word, but might not be linguistically advanced enough

to be able to prove it by producing a correct sentence.



Another weakness of this scaling system (and most other forms of vocabulary
measurement) is that it does not measure how fluent the learner is with a
word. Just because a learner can write a synonym or a sentence on a test does
not mean they can use the word in a conversation, or even write it correctly
on a test if they were under time pressure. Paribakht and Wesche do not
mention how much time learners should be given to complete the VKS, but
the default may be ‘all the time they need’. This would be especially true if
it is considered a ‘power’ test to examine all the vocabulary knowledge learners
have for the target words. Some sort of ‘speed’ element would need to be
injected into the VKS in order to get an indication of the automaticity with

which the words could be used.

The reader will notice that, at least at the lower levels, the accuracy of the
measurement relies on learners’ self-evaluation.  Unfortunately, these
judgements may be less than precise. Schmitt and Meara (1997) found that
Japanese subjects who rated verbs as unknown could usually at least attach
inflectional suffixes to them, while students who rated verbs as known showed
an inability to produce native-like associations for them. Thus learners may
have only a very general idea of how well they know a word. So it would
seem that every scale utilizing self-assessment data needs some form of
verification to see if the leamer assessments are accurate. The VKS uses
produced synonyms, translations, and sentences to do this, but only for the
higher levels. This, however, introduces an element of subjectivity into the
‘grading’ of the scale. Who or what is the authority which decides if the
evidence produced is sufficient? In the likely event that it 1s teachers or others
proficient in the target language, what are the judgement criteria? This 15 an

example of the problem of scoring such a scale objectively. It ix made even



more difficult because different learners approach scales with different ideas

of what 1t means to know a word.

Word Knowledge

The above discussion shows that, although scales do have promise in
measuring depth of vocabulary knowledge, their use is still currently
problematic. The second approach mentioned by Read (in press) involves
attempting to measure total knowledge of a word by measuring its component
types of knowledge. The construct of overall vocabulary knowledge may well
be too complex to capture in any single measure. The advantage of dealing
with the component types of word knowledge (hereafter word knowledge) is
that less complex, more manageable units can be manipulated, while still

acknowledging the diversity of knowledge necessary to master a word.

An early discussion of behaviors involved in understanding a word was given
by Cronbach (1942). In the context of L1 vocabulary testing, he mentions five
types: generalization (defining a word), application (using it appropriately),
breadth of meaning (knowing its different meanings), precision of meaning
(being able to use it W correctly in different situations), and availability
(productive use). However, the current discussion on word knowledge can be
traced back to a seminal article by Jack Richards in 1976. He was the first to
make explicit the 1dea that there are several different kinds of word knowledge
necessary for the mastery of a word. He presents them as eight assumptions

concerning the nature of lexical competence:

|. Native-speakers continue to increase their vocabulary into adulthood, but



their knowledge of syntax is nearly complete by puberty.

2. Native-speakers know how frequently a word usually appears in speech or
print. They also know the frequent collocations for many words.

3. Native-speakers understand the register constraints imposed upon a word by
variations in situation and function, including temporal variation, geographical
variation, social variation, social role, field of discourse, and mode of
discourse.

4. Native-speakers know the syntactic behavior of a word.

5. Native-speakers know the underlying root of a word and the derivations that
can be made from it.

6. Native-speakers have knowledge about the network of associations between
a certain word and the others in a language.

7. Native-speakers know the semantic value of a word.

8. Native-speakers will know many of the meanings of a polysemous word.

Meara (discussion paper) suggests that Richards was attempting to give an
account of contemporary research and its implications for vocabulary teaching
rather than formulate a systematic account of word knowledge. This can
explain some of the gaps, such as knowledge of the form aspects of word.
But intentionally or not, Richards planted the seed for later thought in this
area. Some later authors discussed word knowledge indirectly in order to
make related points about language, while others explicitly tried to give a
comprehensive listing of word knowledge types. In either case, it 1s natural
that they built upon Richards’ lead. Alexander (1982), in discussing the
relationships between individual words in a lexicon, went a fair way towards

specifying word knowledge:



1. Phonological links

2. Morphological links

3. Syntactic links

4. Paradigmatic sense relationships

5. Collocational patterns (syntagmatic relationships)

6. Style and register factors

7. Knowledge of fixed expressions and idiomatic phrases
8. Connotative meaning

9. Allusional meaning

Blum-Kulka (1981) suggested that learning a word entails mastery of four

aspects:

. Semantic mapping (linking words and their referents)

2. Morpho-semantic restrictions (accurate application of morphology and
grammar in the use of vocabulary)

3. Collocational restrictions (collocational appropriacy)

4. Communicative functions (stylistic appropriacy)

Reviewing previous vocabulary research, Laufer (1990, in press) isolated a
number of ‘intralexical factors’ which affect the learning of words:

phonological factors, grammatical characteristics, semantic features, register
restrictions, and multiple meanings. She finds that these tactors can facilitate
vocabulary learning, inhibit vocabulary learning, or have no consistent effect,
depending on similarities or differences of the second language vocabulary to
the first language vocabulary and how regular (not being exceptions) the target

words are. Table | summarizes the intralexical factors. As with Alexander



Table 1 Intralexical factors which affect vocabulary learning
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Facilitating factors Ditficulty-inducing factors Factors with no clear effect
familiar phonemes presence of foreign phonemes

phonotactic regularity phonotactic irregularity

fixed stress vanable stress and vowel change

consistency of sound-script  incongruency in sound-script

relationship relationship

word length
inflexional regularity inflexional complexity
derivational regularity denvational complexity

morphological transparency deceptive morphological transparency

synformy
concreteness/abstractness
generality specificity
register neutrality register restrictions
1diomaticity
onc form for one meaning  one form with several meanings
(Laufer, in press)

A i ekl v— — — i - — — I S W A 7S il " s sy, i Sl S-S T— S S S T, S - S S S — i e e i T T I W I T W EEE T EE T I T SN T NN S S S S SPEE SN A e e el el e el e il el ey s S S el e e S AN SN I SN AN S BN BN NN SN AN By AN Ny TN L SRR BN S g BN S BN AN I S D SR N S . T

above, although Laufer focuses on learning burden rather than word
knowledge specifically, her discussion is valuable in that it indirectly points

out some of the types of word knowledge that are necessary for knowing a

word.

Laufer’s paper particularly hints at the complexity of placing the various kinds

of word knowledge into neat categories. Take meaning for instance. She

10



shows that it makes a difference in learning whether a word has a single
meaning or several. Although it 1s not obvious that learning the first of
several polysemous meanings 1s any more difficult than leaming the single
meaning of a monosemous word, learning several polysemous meanings and
the proper usage of each must clearly involve more learning effort. Even
when working with a single semantic meaning, the factors of abstractness,
specificity, and idiomaticity tend to cloud the picture. Taken together, this
shows how complex the idea of knowing a meaning is (is the meaning known
productively or only receptively, how quickly and automatically can it be used,
can it be used with the proper stylistic and collocational restraints, 1s 1t only

one of several polysemous meanings, etc.). Other word knowledge categories

surely hide a similar variety of complexities.

This brings us to perhaps the most complete and explicit description of word
knowledge to date. In Chapter 3 of his wide-ranging book, Nation (1990)
looks at what is involved in knowing a word. His list nicely captures the key
elements presented in the above lists, especially if one considers morphological

knowledge as part of grammatical knowledge.

. The spoken form of a word
2. The written form of a word
3. The grammatical behavior of the word
4. The collocational behavior of the word
5. How frequent the word 1s
6. The srviistic register constraints of a word
7. The conceptual meaning of a word

8 The associations a word has with other related wordxs

11



Since Nation's listing of word knowledge is the best and most elegant to date,
it will be used as the basis for the rest of this thesis. Therefore it is worth
briefly reviewing what he says about each type in greater detail. In the
chapter he mainly explains how these word knowledge aspects correspond to
learning a word, with particular emphasis on the effect of the mother tongue
on L2 vocabulary acquisition. Reviewing the literature, he concludes that
"“The more predictable and regular the features of a word, the lighter the

learning burden” (p. 35).

Form: English words which use the same sounds and sound arrangements as
the learner’s L1 will present little problem in pronunciation. Likewise, if the
scripts of the two languages are the same, learning will be easier. Nation
suggests 1t makes sense to teach words with spellings that ‘follow the rules’ in

an attempt to teach the spelling regularities before dealing with exceptions.

Grammatical patterns: Similar to the behavior of word form above,
grammatical patterns which mirror L1 patterns will be easier to use. Patterns

congruent with the normal patterns for English will also be easier to learn.

Collocation: If a word’s collocations can be guessed from the L1 translation

equivalent, the meaning of a word, or the form of a word, then leaming the

collocations will be easier.

Frequency: Leamners can get clues about a word’s frequency from how often
it appears in classroom English lessons, the frequency of its translation
equivalent, and from its form. Since the most frequent words are

monosyllabic, leamners choosing between a long and short word should usually

12



choose the shorter.

Stylistic Register or Appropriateness: Since many words have stylistic
constraints, teachers should make students aware of these constraints when

teaching words which might be misused.

Meaning: Leaming will be easier if the meaning of a word can be predicted
from its form or from the meaning of the mother tongue word, and when the

word’s various meanings relate to the same underlying concept.

Associations: Learners have LL1 associations but there is little research to say
whether they are carried over and formed into L2 associations. Teaching
words together which are closely associated 1s unwise, as it may cause ‘cross-
association’, in which the learner becomes confused about which meaning goes

with which L2 word.
The Word Knowledge Framework: Potential Uses

Nation has provided us with a list of word knowledge types. This leads to the

bottom-line question, “So what? What can we do with it?” As Schmitt and
Meara (1997) conclude, listings like Nation’s are purely descriptive and have
no explanatory power. None of the above authors have tried to fit their
listings into any kind of theory, framework, or order. Perhaps this 1s not
surprising given the current state of knowledge about vocabulary acquisition.
But Schmitt and Meara also suggest that such descriptive summaries can be'
used as frameworks for research which can be explanatory. Using a word

knowledge framework as a basis for research is one possible use for a word

13



knowledge framework. Two other possibilities are suggested by Schmitt

o ey —

(1995a). One which will be explored in this thesis is as a framework to
-~

examine what vocabulary tests are actually measuring. The other is as a

framework to examine what aspects various vocabulary learning activities

address. Let us examine the applications of research/theory building and

testing each in turn.
Research and Theory-Building

As both Meara (discussion paper) and Read (in press) point out, attempting to
measure every kind of word knowledge for a word is a daunting task. It is
likely to be very time-consuming and so a word knowledge approach must be
wildly impractical for everyday applications like testing or teaching activities,
especially if large numbers of words need to be addressed. Even for a very
small number of words, the effort required would be considerable. However,
for research purposes, where a great deal of preparation and effort is the norm

In pursuit of new insights, this unwieldiness need not disqualify the approach.

At the moment there is no satisftying theory of vocabulary acquisition, and part
of the reason for this must be because the process is incredibly complex (or
at least so it seems to the unknowing - us). Of course other research
paradigms must continue to be explored as well, but if the word knowledge
framework can be shown to be informative, there is no reason why it should
not be pursued. One advantage already mentioned is the simplifying eftect of
dcaling with more manageable components rather than a sometimes
impenetrable whole. If it can be discovered how each individual word

knowledge is acquired, that must take the field closer to an understanding of
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how words are acquired globally. Learning more about how the various types

of word _knowledge are interrelated would surely also be useful. Intuition |
strongly suggests that such relationships exist (eg. between frequency of
occurrence and formality register; between word class and derivational \%
suffixes) and S_(_:__h,mitt and Meara (1997) have recently demonstrated some of

these interrelationships correlationally. In addition, better awareness of word

- - -1 -

~productive control. Where it has been normally assumed that a word is either
receptively or receptively and productively known, the actual situation is likely
to be that each of the different types of word knowledge is known to different
receptive and productive degrees. Research into how the underlying word
knowledge states of receptivity/productivity affect the overall ability to use
words in a receptive vs. productive manner could prove to be quite exciting

indeed.

Another intriguing possibility is _that the types of word knowledge are

hierarchical, that is, learned in some type of developmental order. It this

could be demonstrated, it would be a breakthrough in the way we understand

vocabulary acquisition. [t would also have the effect of instantly transporting

s el S

the word knowledge framework into practical applications. Because the types

B, S et

of word knowledge would fall into an implicational order, only a small
number would have to be measured in order to get the larger picture. It would
seem improbable that word knowledge is not at least partially hierarchical.

,.f
One might suppose that all that is usually picked up about a word on the

initial exposure is some basic kernel meaning and perhaps some orthographical

- . e -
__.H S

\or phonological impression of the word's form. After more exposures (or

 giving conscious attention to the word), a learner would gradually learn the
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other kinds of word knowledge, with perhaps collocational and stylistic
knowledge being the last to be mastered. It doesn’t seem reasonable that a
learner would have a rich associative and collocational network built up
without a knowledge of the word’s form. This would suggest that some kinds
of word knowledge are acquired before others. It remains to be seen whether
the cognitive mechanisms of the mind work in a way which enforces an order
developmentally, or whether the acquisition order is more probabilistic,

depending more on the type of word, leamner, and leaming context.

This section has argued that the word knowledge framework is worth pursuing
because it may well prove a productive avenue of research: This should not
leave the reader with the impression that it is an end in itself however. The
author agrees with Meara (discussion paper) that a desirable goal for
vocabulary researchers is to eventually arrive at explanations and measurement
procedures which deal with the lexicon as a whole, rather than at the level of
individual words. 1 would argue that the word knowledge framework may
enable research which will bring this final goal closer. As such, the word

knowledge framework should be considered transitional, because once we

better understand the lexicon, it will no longer be needed.

Until that day arrives, perhaps the best initial research using the word
knowledge framework would be a longitudinal study which follows the
acquisition of individual words over time to see how each type of word
knowledge develops. Such a study will be the centerpiece of this thesis. i
is hoped that a great deal of useful insights will come out of it. But n
addition to such insights, the viability of the word knowledge framework will

also be tested in that study, for if such a study proves to be uninformative,
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then the framework itself may be incapable of producing any substantial

results.

Testing

Schmitt (1995a) states that the word knowledge framework can be usetul in
analyzing vocabulary tests to gain better insights into what they are actually
measuring. This evaluative use should not be too controversial, but when it
comes to applying the framework to construct an everyday vocabulary test, the
story is different. As mentioned before, such a time-consuming test is unlikely
to be practical. If however, word knowledge turns out to be hierarchical, then
the situation changes, as only a limited number of word knowledge aspects
would have to be measured in order to quantify the depth of knowledge. Even
if word knowledge proves not to be hierarchical, the same end result might be
achieved by giving subjects a battery of word knowledge tests. It one or
several of the component tests correlated highly enough with the total scores
from all the tests together, these few component tests could be used as a

measure of overall depth of vocabulary knowledge.

Another possibility is a hybrid vocabulary test, combining breadth and depth
measures. A computer program like the EVST (Meara and Jones, 1990) could
be modified to do this. What would result is a checklist test where a relatively
small number of words indicated as known would be selected by the program,
and learners questioned on the different kinds of word knowledge. In addition
to a vocabulary size estimate, this kind of program could give estimate scores
for various word knowledge as well. The test could measure receptive

knowledge by giving multiple choice questions and productive knowledge by
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having a store of information gathered from native speakers, such as
associations and collocations, in its memory which the program could match
against the answers the learner types in. Teachers and administrators would
receive a much more comprehensive picture of their students’ vocabulary

knowledge if a program like this could be developed.

A final use of the word knowledge framework in testing is in validation. One
way of checking to see if a vocabulary item is really measuring vocabulary
knowledge 1s to go in after the item is answered and find out what the testee
knows about the target word. A word knowledge framework can inform the
interviewer about what types of knowledge to probe for and what kind of
questions to ask. The framework will be used in just this way to explore what
the vocabulary items found on the TOEFL test (1995) are measuring and how

well.

Conclusion

This introduction has briefly explored the background to a word knowledge
framework and has suggested some possible ways in which it might prove
useful to the field of vocabulary studies. In this thesis, I hope to use a word
knowledge framework to provide insights into some individual types of word
knowledge, and to explore whether the framework is of use in researching
vocabulary tests and vocabulary acquisition. While the focus will be on the
information and insights coming out of the individual studies, a question
always in the background will be whether the word knowledge framework 1s
proving viable as a means of informing and underpinning such research. By

the end of the course of my research, I would hope to have at least
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preliminary answers to the following questions about the framework itself:

Is the word knowledge framework feasible for use in vocabulary research?
Can reasonable tests for the various types of word knowledge be developed’

Finally, is the word knowledge framework informative in vocabulary research?

Before we launch into the studies proper, it is first important to give a more
comprehensive backgrounding on word knowledge. The next chapter provides
a short literature review for each of the eight types of word knowledge Nation
isolated. The sections on frequency, associations, and collocations are slightly
more compréhensive than the others, since these are the three kinds of word
knowledge which will involve individual studies to develop new measurement
procedures. In some cases, especially the meaning section, lack of space lead
to glaring gaps in what could be covered, but it is still hoped that the reader
will come away from the literature review with a reasonably good
understanding of the type and scope of research which has been done in each

of the word knowledge areas.

19



CHAPTER 2 LITERATURE REVIEW

r‘.r""""h\.____/

INTUITIONS OF WORD FREQUENCY

Subjective Frequency Estimates of Words Occurring in Language

It is widely accepted that how often a word occurs in language affects how
we use and process that word. In fact, the effects of word frequency are so
pervasive in language processing, that word frequency is one of the main
factors that needs to be controlled for in linguistic experiments. Moreover,
there i1s a widespread assumption that native speakers have intuitions about
how frequently individual words occur in their language. This assumption was
made explicit by Richards (1976) and Nation (1990) when they included
knowledge of word frequency 1n their lists of what must be known to have full
mastery of a word. It is not difficult to understand why this assumption 1s
held, since the relationship between frequency and some other kinds of word
knowledge is obvious. Knowledge of frequency must facilitate register
decisions, since, for example, words in a spoken register tend to be more
frequent than words in a written register, formal words tend to be less frequent
than informal words, and words are archaic simply because they have become

so infrequent. Mental word associations have also been shown to relate to

frequency (Howes, 1957)

A number of research studies beginning in the late 1960s moved past the
assumption that native-speakers have frequency intuitions and attempted to

measure how accurate those intuitions are. These studies compared the
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subjective estimates of frequency (SFE) from subjects with objective frequency
count data (OF) for the same words and generally found quite high
correlations: .74-.78 (Tryk, 1968); .92-.97 (Shapiro, 1969); .92-.97 (Carroll,
1971); .69 (Thrasher, 1973); .57 (Richards, 1974); .91-.94 (Backman, 1976):
67-.90 (Ringeling, 1984); and .64-.79 (Arnaud, 1989, cited in Armaud, 1990)'.
However, the relationship between SFEs and OF is not a simple linear
correspondence; indeed, we would not expect that people could precisely
register every time they had been exposed to a word. Rather, we might expect
that the first few times one was exposed to a new word, those exposures
would be relatively salient, while after numerous exposures, each individual
exposure would become less distinct and important. This is exactly what the
studies showed. The typical relationship between SFEs and OF forms a

negatively-accelerated curve.

Researchers developed two basic ways of describing this relationship. The
first was with the use of logarithms. Since a logarithmic scale becomes more
and more compressed, the result is that the relationship can be expressed as
a linear one on a logarithmic scale. Thus many frequency studies express their
results in log terms, typically using Carroll's (1970) standardized method of
expressing frequency, the Subjective Frequency Index (SFI), which uses the

following formula:

SFI = 10(log,,frequency of word in corpus+10).

An alternative method of expressing the relationship i1s with the power law:

judged frequency = (a)(frequency of word in corpus)™
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where a depends on the scale the measurements are made in and m expresses

how rapidly subjective frequency increases as a function of objective

frequency (Carroll, 1971).

Studies have attempted to elicit SFEs in two basic ways. The first method
asks subjects to give absolute frequency estimates of separate words, with
answers like very frequently used, seldom used, used once a week, or used
once a year. This method draws upon work done by Stevens (1956, 1958),
who developed a way to measure estimates of sensory magnitudes (such as
loudness) which are not easily quantified. Thus, the method is also called
magnitude estimation (ME). The second method requires subjects to rank
words on a list according to frequency. In this relative method, randomized
words may need to be reordered according to frequency, or each word given
a frequency figure relative to the others (Arnaud, 1990). It 1s also called
multiple rank orders (MRO). In MRO tasks which require frequency figures,
a starting benchmark figure can be given or not. When benchmark figures
were not given, Carroll (1971) found that it did not matter if the first word (in
relation to which subjects tend to rate the other words) was of high or low

frequency.

Studies examining SFEs have mainly concentrated on native-speakers, and
have produced a number of interesting results. The most important one has
already been mentioned - that SFEs tend to correlate strongly with their
corresponding objective frequency counts. Another is that subjects are able
to judge not only the frequency of words in their own personal situation and
context, but also the general frequency of words in society. Tryk (1968) had

50 American university students rate 100 words, taken from a loganthmic
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sampling of the Thorndike and Lorge word count (1944), for both their
perceptions of public use of the words and for their own personal use of the
words. The resulting estimates for public and private use were essentially the
same when correlated to the Thorndike-Lorge OF data ((74-.78). It seems
even advanced nonnative speakers can give accurate SFEs for the general use
of words, although their estimates of their personal use of words do not match
OF data as well. Ringeling (1984) found that five advanced Dutch English-
speakers and five native English speakers (all members of staff at an English

department at a Dutch university) were able to give accurate SFEs when asked
to do so for general use in the language, but when asked to do so for personal
use, the correlations with the objective frequency count were much lower for
the Dutch subjects (.66,.66,.69,.78,.61) than the native-speakers
(.87,.83,.79,.73,.67). Ringeling suggests that differing instructions regarding
rating for personal use or general language occurrence could be behind the
different correlation strengths found in frequency studies. Another seemingly
obvious possibility presents itself. While corpus OF is probably a reasonable
baseline for general language use in society, it may not accurately portray the
way any individual uses the language. It is thus possible that the subjects

were better at accurately estimating their frequency of use than the OF data.

Native-speaker SFEs seem to be reliable as well. Tryk’s subjects were retested
three weeks later and the test-retest correlations were very high (.96 and .98).
Amaud (1989), cited in Arnaud (1990), examined the SFEs of 51 French
university students. They were asked to rank two lists of 30 French words.
The students were tested five weeks later on one list and the test-retest
reliability was .80. This shows that SFEs can be accurate and reliable for

languages other than English. In addition, although he found large individual
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differences in SFE performance, he also found an interesting pattern where
students who provided the most accurate SFEs also had the most stable

intuitions, as shown by higher individual test-retest correlations.

Native-speakers as a group tend to give similar SFEs. Thasher (1973). cited
in Upshur (1975),° found that correlations of SFEs were high among 5 third-
graders ((90) and among 5 educated adults (.88), indicating that native-
speakers tend to give SFEs which are consistent between individuals (although
note the small number of subjects). Similarly, Carroll (1971) found correlation
figures of between .97 and .99 for native speakers. Shapiro (1969) studied
sixth-graders, ninth-graders, college sophomores, industrial chemists,
elementary school teachers, and newspaper reporters and found no difference

in their SFEs.

In contrast with these results, the SFEs of nonnative-speakers are less
consistent among respondents. Thasher compared the above native speakers
to four groups of English learers consisting of: 1) 4 advanced Japanese 2) 4
beginning Japanese 3) 4 mixed-nationality advanced students and 4) 4 mixed-
nationality beginning students. They all judged 60 high frequency verbs and
gave SFE judgements gathered from a ME task. The nonnative-speakers only

had intercorrelations of .40 to .64.

When Thasher (1973) compared the SFEs with the frequency data in The
Word Frequency Book, the correlations were .42 (L1 third-graders), .69 (L1
adults), and .63-.75 (L2 learners). In addition, the advanced learners produced
SFEs which were closer to those of the native adults than those of the
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