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Abstract

Mobile mixed-reality experiences mix physical and diggphces, enabling
participants to simultaneously inhabit a shared environmelite and on the
streets. These experiences take the form of games, edadaipplications and
new forms of performance and art, and engender new opportufoties
interaction, collaboration and play. As mobile mixed-tgadixperiences move
out of the laboratory and into more public settings tta@se new challenges

concerning how to support these experiences in the wild.

This thesis argues that mobile mixed-reality experientashich artists retain
creative control over the content and operation of eapérence, particularly
those that are deployed as theatrical performances, eededtlicated support
for content authoring and reactive orchestration tools and paradigmsdr to
be successfully and robustly operated in public settings.eTtegpuirements
are examined in detail, drawing on the experience of suppodingplblicly
toured mobile mixed-reality experiences; Can You See MeNdaincle Roy
All Around You, | Like Frank in Adelaide and Savannah, which have prdvide
a platform to practically develop, refine and evaluate reMtiens to answer
these challenges in the face of presenting the experiences tahonasgnds of

participants over a four year period.

This thesis presents two significant supporting frameworks.OdleurMaps
system enables designers to author location-based content biyaiodatiring
over maps; providing a simple, familiar and yet highly flexilabproach to
matching location-triggers to complex physical spaces. Niges support for
multiple and specialised content layers, and the ability to confiquremanage
other aspects of an experience, including filtering inaceyrasition data and
underpinning orchestration tools. Second, the Orchestratiamefvork
supports the daie-day operation of public experiences; providing dedicated
control-room tools for monitoring that reveal the contentdézape and
historical events, intervention and improvisation technigfoessteering and
shaping each participant’s experience as it unfolds both physically and

virtually, and processes to manage a constant flow of participants.
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1 Introduction

1.1 Introduction

Mobile technologies are more widespread than ever before. Streelzade has
seen the rise of the mobile phone to near ubiquity, aidaghigh-speed
wireless internet access for other mobile devices apibda, and location-
sensing systems that are affordably available to thergépublic. Computing
Is no longer limited to the desktop, with researchers, the conathsector and
the general public embracing the ability to be connected tryene,
everywhere. Mobile phones have moved from being a medhamwas used
only to speak urgently with someone (de Souza e Silva, 2@08¢ing far
more than this; with the advent and widespread adoptiomxfmessaging,
mobile internet browsing and multimedia messaging transformirzan
environments into spaces where connectivity is the norm, rraklen the

exception.

These new connected spaces allow the convergence otahgsd digital
environments, and importantly these spaces are no longey swedomain of
the researcher. Artists, game designers, service providdredacators are all
beginning to explore how to creatsobile mixed-reality experiences where
people inhabit, communicate and play in both a physicalespad a digital
space simultaneously using mobile devices. However, asnengeng and
uncharted new medium this raises the question of what neeepts, tools and
practices are required to support practitioners as they areatexperiences in
the wild. The overall goal of this thesis is to examinegfa&ctical challenges
of creating real-world mobile mixed-reality experiences,aim attempt to
answer this question and top provide new frameworks, tmsplatforms to

support future mobile mixed-reality experiences.

This chapter begins by defining mobile mixed-reality expeesnand
describes their role within the research community and in wider gpbefre

highlighting the background, context and methodology of this research.



This chapter then introduces the particular research foicthes thesis, before
summarising its research goals and giving an overviews agitriticture with a

brief summary of each chapter.

1.2 Mobile Mixed-Reality Experiences

While mobile technologies such as wireless communicatiah @osition
sensing are continually evolving, their recent mass acdgysi@and
affordability to the wider population means that thereaisshift towards
investigating how to use these technologies to support new awel no
applications. Adoption of mobile technologies is alreadghhiwith the
majority of mobile phones now supporting mobile internetessc basic
location-sensing and in some cases built in GPS receivers radiaeporting of
position. Wireless internet connections for laptops and $0Acreasingly
available in urban spaces, allow users to roam without beingrdiected from
their online lives. Similarly, standalone GPS receivers are ghaapilable for
hobbyists and outdoor pursuit enthusiasts. As a result, praetii@re able to
both extend the online and digital world into the physical remment, as
described by (Weiser, 1999) when stating how ubiquitous computing is moving
away from the current desktop personal computing era, and also lbegin t

consider completely new applications for the digitally enabledilsndomain.

Many developers are beginning to explore mobile technology forl nees
above and beyond simply moving existing desktop practices anctairiis
into a mobile environment. Location-based services are grovaeg
telecommunications operators seek new sources of revedueesy uses for
increasingly sophisticated phones, for example by providing lenofaps and
directions from a user’s current location (Google, 2007), and targeted
directories of places of interest. Game developers, whiteapity focusing on
providing ports of existing desktop and console games for mphdees, are
also beginning to consider pervasive games (IPerG, 2007), or Iwital di
games can be given a physical aspect using location (lise! AIRO0O).
Researchers have been developing mobile applications for emdnamese ums
and the tourism industry, providing location-based toursl axhibit

information to visitors equipped with location-sensitive devig@keverst et
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al., 2000). These applications are targeted for use by tleadgrublic, using
consumer-level rather than bleeding-edge technologies.

Significantly, artists are attracted to exploring this new molpides, and are at
the forefront of creating radical new kinds of experisnc@?opper, 1993)
describes communication art as being interesting for artistshas isix main
characteristics; it stages physical presence at andst it telescopes the
immediate and the delayed, it focuses on the playfuloéssteractivity, it
combines memory and real time, it promotes planetargneunication, and it
encourages a detailed study of human social groupings. Migcieologies
provide an opportunity for artists to explore a new form of comecation art
in a setting that mixes the rich communication of thetaliginvironment with
the physicality of tl real world, questioning a person’s assumptions about this
hybrid space and raising issues of trust, presence and aaleepehaviour.
Most importantly for this thesis, mixing the physical and tigtal allows
artists to engage with researchers in order to create kineds of artistic
performance, while also providing a real-world platform fesearchers to
practically drive forward new ideas and publicly demonstragsults.
Ultimately, these artistic projects can form the bdsis or feed into, more

mainstream applications.

This thesis investigates a particular facet of the conweggef physical and
digital environments; mobile mixed-reality experiences. (Milgranah ldishino,
1994) define a mixed-reality as anywhere between the extretha wartuality
continuum, which extends from the physical environment through to the
completely virtual, or digital, environment. Consequently, teobmixed-
reality experiences allow participants to inhabit both masand virtual
environments simultaneously, and where actions in one enwnatraffect the
presence of the participant in the other. Mobile partidgaunsing devices
enabled with position-sensing and wireless communicagohnblogies, use
their location in the physical environment to move within thetual
environment and to receive digital content accordingly, as showguire 1-1,
a scene from the experience Can You See Me Now?. Corwersber

participants can primarily inhabit the virtual, digital epoviment online,



communicating with and accompanying their mobile counterparts asnthes/
through a physical, urban space.

|
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Figure 1-1: A mobile player and online playersin Can You See Mdow?

Mobile mixed-reality experiences encompass a wide wardt operating
paradigms, as will be highlighted in the next chapter, includingettthat are
instigated and regulated by their participants, or involve comgraniven
participant generated content. However, this thesis exarakgiences that
encompass elements of artistic performance and theatre, irufzartitose that
involve a third role alongside the virtual and mobile; thhttlee artist in
shaping each experience as it is developed and as it unfdigsthird role
becomes most important when considering mobile mixed-reafitgr@énces in
which the creator retains artistic control over the eanénd operation of each
experience through authoring and orchestration, particuladgethihat are
deployed as theatrical public performances. Conselyuehis thesis explores
how to support practitioners in this new hybrid mobile spdeeugh the
creation of new tools and processes, particularly focusinguthoring for and

orchestrating mobile mixed-reality experiences with a strotigtia element.

1.3 Methodology

This research has been largely conducted as part di¢thator project, an

interdisciplinary research collaboration that aimed to atdaed how digital

and physical activities not only coexist but cooperate (Equ&Gr 2007)
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through a series of experience projects and investigatidosnew devices,
software architectures and design and evaluation metholks. Efuator
experience project Citywide Performance involved a longrteollaboration
with the artists group Blast Theory (Blast Theory, 2007), resuhi@agseries of
highly public mobile mixed-reality experiences over a foearyperiod; Can
You See Me Now?, Uncle Roy All Around You and | Like Frank. will be

described in a later chapter, these three Citywide expedehave been
developed for, and shown at, a variety of public art venodsnaw media
festivals including the Institute of Contemporary ArisLondon, the Adelaide
Fringe Festival and the Dutch Electronic Arts FestiValis provided a unique
motivation and opportunity for this thesis in that their develppimtogether
with a further educational experience, Savannah, redjan iterative cycle of
discovering the challenges involved and creating solutionghen field,

pragmatically responding to their needs as they occurred.

Each experience emerged from a series of exploratmrkshops with the
artists and the construction of technology prototypes, hhwere used to
define and test the feasibility of tkere mechanics of the experience. This led
to the first deployment of the experience, a process thativedt/oclose
collaboration with the artists in order to both implement the stimgosystems
and to deploy the first versions of the tools that wezeled to put the artists’
ideas into practice, particularly highlighting the need for deedcdools for
authoring. Early deployments of the experiences highlightedhebd for the
artists to be able to shape an ongoing experience to provide the bestmo@eri
for its participants, similarly highlighting the need for aaded orchestration
tools. The touring nature of the experiences meant hbaitdrative cycle was
two-fold, with rapid iteration of supporting tools and teclbgies occurring
with the artists in the lead-up to each deployment, aswl allonger period of
reflection, evaluation and refinement occurring aftsds, giving the

opportunity to implement more substantial changes.

The methodology employed by this thesis, then, is to consligerlessons
learnt from this real-world deployment of mobile mixedfitgaexperiences. It
presents the culmination of four years of working clpseith Blast Theory,

listening to their requirements and accordingly developing soisitiwith
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constant and immediate feedback, while providing an evolvingopta for
exploration and investigation, a process that Equator chasacterised as
working “in the wild”. This has allowed the tools and concepts presented in
this thesis to be tested, refined and most importantly experidxycedd- users,
as part of the challenge of presenting these experigocaeany thousands of
participants, in a public setting on numerous occasions digagement with
Blast Theory and with the general public has been desthy the EPSRE
final review of the Equator project as a pre-eminent exanglits kind
anywhere in the world, especially folding practice-based work battk
theory, policy and regulation (Blackwell et al., 2007), has led tlarge
number of publications and related literaturelisted in full in chapter 8, and
gained wider recognition in the form of three BAFTA nomimas and the

Golden Nica for Interactive Art at Prix Ars Electronica.

The tools and concepts presented in this thesis have been salgentinuous
evaluation as part of the practical iterative development cycle that working “in
the wild” entails. This research is backed up by substantial ethnographig stu
in which the author has played a significant role, and rdsalts of this
evaluation have then been fed back into the iterative procassa
collaborative effort these studies are not included in thsighbut are listed in
full in chapter 8. It should be noted at this stage that, vihéecreation and
deployment of the four experiences has also been aboddave effort
involving artists, developers and ethnographers, the solutimods and
systems described in this thesis are solely the origindd wod contributions
of the author, who was the primary software developer and systelnite eiraf

the experiences.

14 Motivation and Focus

The preceding sections have described the rise in inferéls use of mobile
technologies to explore the interaction of physical digital spaces, and
particularly how this has led to the construction of a nurolbenobile mixed-
reality experiences that have been presented to theicpall artistic
performances. However, as this thesis will show, theperences raise new

challenges that only become apparent when experiences owailvof the

6



laboratory and into such real-world scenarios; includirey tbed to support
artists and authors in realising their visions through inaidesign and
authoring processes, and careful management of public ipanis, both
during dayto-day operation and when mobile technology is not the seamles

enabler it is sometimes perceived to be.

With this in mind, the specific goal and research fozlushis thesis can be
defined as follows:

To develop a framework for supporting the design and
public deployment of artist-led mobile mixed-reality
experiences, and to create tools, techniques and guidelines to
support experience authors in instantiating, populatingand
running such experiences with regard to factors uniquecat

mobile technologies.

The tem framework refers to an analysis and classification oféb@irements
and challenges of deploying a mobile mixed-reality expedein practice, to

highlight areas that critically require support from dedicated tools.

The term public deployment of artist-led mobile mixed-rgadikperiences
refers to an experience that is presented to the puban artistic or theatrical
performance, is undertaken by mobile participants explorirg pthysical
environment using mobile, connected devices, and involves intemaatid
collaboration with online, virtual participants, particularlg@sing on the four
experiences highlighted in the previous section, and partigUtasusing on

those experiences in which a group of artists take a lead crestve

The tem experience authors refers to domain experts who wish to expiere
mobile mixed-reality experiences as an extensionaif thormal practices; for
example artists and educators, particularly drawing on etkgerience of

collaborating with the artists group Blast Theory.

The terms tools, techniques and guidelines refers to new wasigppbrting

mobile mixed-reality experiences through the construcaiosh real-world use



and evaluation of software and operating processes andigrasadvhich can

in turn provide general strategies that are applicable twiter field.

Factors unique to mobile technologies refers to understanding howemobi
technologies operate in practice on the ground, and importamtly h

participants react to and make use of them.
This thesis addresses the following specific issues:

e Understanding the key requirements of mobile mixed-reali

experiences:

O Identifying a framework that highlights the common requirements
of recent mobile mixed-reality experiences from a gernmralt of

view.

O Using this framework to demonstrate how key requirementsdéhoul
be investigated in order to successfully support a mobile mixed

reality experience.
e Supporting authoring and orchestration:

O ldentify the needs of authors in creating complex locatioedas
content for mobile mixed-reality experiences as theydagloyed

in new locations.

O ldentify the need for the real-time orchestration and manageof
mobile mixed-reality experiences in the face of langenbers of

members of the public using everyday mobile technologies.
e Demonstrating Solutions:

o Show how the key requirements of the framework can be supported
through the construction of dedicated authoring tools and a

framework of orchestration tools and functions.



O Demonstrate how the tools and processes suggested by the
framework have been successfully used and evaluated “in situ” to

support a number of real-world mobile mixed-reality experiences

By achieving theeresearch goals t is intended that the foundations areolaid f
easing the process of creating a successful mobile meaddly experience by
appreciating the key practical challenges of the task. Bystoacting a
supporting framework and creating tools specifically for theobile
environment, it is hoped that artists and authors can continue twrexpbbile
mixed-reality experiences as large-scale, public eventh,thhe framework in
place to support the technological and practical challeafesplementing

and operating them.

15 Thesis Structure

This chapter has presented a brief introduction to molnieed-reality
experiences and to the general context of this thdslsas introduced the
motivation for and the focus of the research, and has outimedhe research
is the culmination of a four-year process of deploying e®pesds in a @&

world setting.

The overall structure of this thesis is comprised ofdhsections. First, it
explores the current state of the art of mobile mixealiry experiences and
other related applications both in research and commeesideavours,
including the four experiences developed as part of this researcheddigson
to an analysis of the general requirements of mobile migatity experiences,
which argues that the need for dedicated authoring toolsoaritestration
practices raises a critical challenge for practicallppsuting an experience.
Finally, the thesis examines how to support each of thedghoring and
orchestration tasks in detail, drawing on the four expergetwalemonstrate
the key contributions of the research and the solutibnwovides, before

describing how the experiences are practically implemented.

Chapter 2 reviews a selection of mobile mixed-realifyeeiences and related
works that have been developed within this rapidly growing areadir to

place this research in a wider context. It includes &f loligscription of each
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experience or application, its key requirements, functiows raechanics, and
any other notable features. It concludes by defining a d¢olfeof common
requirements drawn from these works, which also providasteaduction to

the terminology used throughout this thesis.

Chapter 3 describes in detail the four specific mobile mixelityexperiences
that have been co-developed by the author and that form the diagis
research; Can You See Me Now?, Uncle Roy All Around Yolke Frank
and Savannabh. It describes the end-user experience of each fordbdehand
online participants, and gives a historical overview of theeidpwent and
public deployment of the experiences. These descriptiomsdeawn upon
throughout the remainder of this thesis to show how tkgergences are
supported by this research. Finally, the chapter concludésansummary of

the requirements of the experiences in the same vein as chapter 2.

Chapter 4 defines a framework for supporting mobile mixedtyeali
experiences. This is achieved by reflecting on the reqeinehof the four
experiences described in chapter 3, and the related worlesveslvin chapter
2, in order to show that supporting mobile mixed-reality expeemnequires
combination of dedicated authoring tools and live orchésen. It argues that
mobile mixed-reality experiences can be located on a sprectf varying
forms of participation, ranging from performance to game-@lag in turn
drawing on aspects of computer games, role-playing, sttesttré and
conventional theatre. It argues that a second dimensioregsired to
encompass the authoring tasks that occur before an exper@mndegin, and
improvisation tasks that occur during an experience. Thigurin highlights

new challenges for authoring and orchestration tools.

Chapter 5 drills down into how to support experiences throudioang, by
focusing on a new tool to create location-based content latiore to the
physical environment. It describes the development of the ColourMaiesrsys
a tool that allows authors to create location-basedeocbrby colouring an
image, and which facilitates the construction of compiarrative routes

through a city environment, configuration of key positions for players lead c
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GPS filtering. It goes on to show how the ColourMaps sys$tasrbeen used to
support the central content-based game mechanics in the fotieegps.

Chapter 6 explores how to support experiences with liveestcdtion, by
demonstrating the need for, development and use of an osatiwastr
framework that supports the various elements of a public riexpe in
functioning together as a coherent performance. It showsoholestration is
necessary to manage the flow of participants through anrierpe from
beginning to end through the use of dedicated control room tod Ibetmnd-
the-scenes work practices. It also shows how pre-autharetérg can be

usefully built upon and supplemented with live, improvised content.

Chapter 7 describes the implementation of the four expear® to show how
the tools presented in chapter 5 and chapter 6 are implemesitten a larger
supporting system. It examines the differing requirements of ontiderebile

clients, and how judicious system design can support theestration task

with disconnected operation.

Chapter 8 concludes this thesis by summarising the majarilwations and
achievements of the research. It reflects on the imics of the research, its
contributions to and dissemination and impact within ggearch and wider

community, and avenues for possible future work.
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2 A Review of Mobile Mixed-Reality

Experiences

2.1 Introduction

This chapter presents a review of background work in order to seesk@rch
in the wider context. The next section reviews nineteebile mixed-reality
experiences, mobile applications and related works tlat spwide range of
genres, offering differing motivations and functionality. Ex@eriences range
from those created by the research community to invéstagapecific issue to
those developed and deployed commercially, encompassing ay vafie
application domains from re-workings of classic computer gaimasist guide
applications, wide-spread games and artist-led performanceg.fditm only a
subset of a rapidly growing domain, and as such there ang experiences
that are not reviewed, although those presented are believedrésaet the

most notable.

The experiences in this chapter are examined to help to dhgidommon
themes, requirements and challenges for supporting mobile resdity
experiences in general. For each experience a brief jplescris given,

alongside a review of notable features and supporting requirements

This chapter concludes with a summary of the functionegjuirements
highlighted by the reviewed experiences. The next chapterpmolVide a
similar review and summary of the four experiences that author was
involved in the development of, enabling chapter 4 to formawaframework

for supporting mobile mixed-reality experiences.

2.2 Related Work

2.2.1 Pirates!

Pirates! (Bjork et al,, 2001) is an indoor, multi-player, looabased game.
The game involves up to eight players each playing theofdlee captain of a

ship sailing in a virtual fantasy archipelago. The objectivéhefgame is to
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complete a number of missions, to trade goods between #mdssin the

archipelago and to fight with other players’ ships in battles.

Pirates! is a location-based game in which the physicdboin game
environment is loosely coupled with the space of the virewahipelago.
Players visit islands within the archipelago by walking toeatain position
within the physical game area, and meet other playebattée by waling to
the same position as them, thus mapping the virtual space to theapbpaice.

The virtual islands are indicated with physical land mamkthe physical space.

Tdmhe EsliR

Battlae
Status

Figure 2-1: Pirates! interface

Players are equipped with a handheld computer that rugans client
application. Each handheld computer is connected to aegg&raletwork and is
equipped with a radio frequency based proximity sensor and beaconafite st
islands are also equipped with a similar sensor and bedtach beacon
regularly transmits a unique identifier that can be detemtdyl at short range.
Using these sensors, the game client can determine the player’s position

relative to the other game artefacts, islands and othgenslaand triggers the
relevant game mechanic accordingly, for example arrivahasland. This is

shown in figure 2-1.

The game client is a dumb graphics rendering terminah alitgame logic
being performed by a central game server written inograllowing dynamic
updates to game logic and providing a basic form of game mawage

Importantly, this enables the game authors to respond onltht® fany
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unexpected issues that may arise over the course of the ghengarfie server
also provides player login functions and a high score board.

The authors note that the decision to use relative pogig was deliberate, as
it allowed rapid reconfiguration of the game space siniplymoving the
artefacts and sensors representing the islands, herowingll greater
portability. However, they note that the reliability of the proiky sensors was
variable, and as a result players were given the clafieghether to accept
each location-based decision made by the system, for examgdnd at an

island or to ignore it.

2.2.2 ARQuake

ARQuake (Piekarski and Thomas, 2002) is an experimental ifeer,
indoor and outdoor augmented reality game. The aim ofdhee gs to allow
the player to play the first-person-shooter game Quakea physical
environment. The original game involves moving around a virtual
environment, collecting objects and power-ups and shooting meridtet

attempt to attack the player.

Figure 2-2: ARQuake hardware (left) and in-game view (right)

In ARQuake a representation of a physical space is modaded virtual
Quake level. The player is equipped with a wearable ctanglatform, a
haptic gun interface, and head mounted display, as shoguie 2-2. The
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system overlays a view of the Quake level from the player’s physical point of

view onto the display, with the walls of the level reredietransparent to allow
the user to see the equivalent physical walls. The virtadlswcclude other
virtual artefacts such as objects and monsters to dteatenpression that the

artefacts inhabit the physical space, as is also shown in figRre

The player is placed in the virtual space using tracking deden a
combination of a GPS receiver, digital compass andwiifil tracking system
using glyphs. The authors state that when a player was outdoonsoaadhan
50m away from any buildings GPS and compass tracking provided datigfac
accuracy in that any errors were not immediately visihie to the distance.
When close to a building or inside, however, these errors veggeapparent
and so the system instead had to rely on a large numb@tuofaf markers
attached to the physical space to perform vision basedirigatk overcome

them.

ARQuake is implemented as a modification, or mod, to thginal Quake
platform, allowing much of the original game logic to bairetd. However,
the authors describe initial experiments with a multi-plagesion, having one
player playing a conventional desktop version of the game collabdyanité

the augmented player. They note the differing requiremerit®thifplayers in
the form of different renderings of the same shared sgaceexample the
augmented player requiring walls to be rendered invisibly, and inréeixtorm

for the online desktop player.

As the authors note, coincidence of the physical andalispaces is essential
for the game to maintain the fiction of elementshef virtual space appearing
in the physical space. To this extent the space had to be modeiftedétailed

and accurate architectural drawings for each location beagame is played

in.

2.2.3 Human Pacman

Human Pacin (Cheok et al, 2004) is a multiplayer mobile mixed-reality
game that has many similarities with ARQuake. This tirheman Pacman

extends the classic arcade game Pacman. Players nilest cookies and
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other artefacts in the virtual environment while avoidihg ghosts, who can
kill them.

In Human Pacman, as with ARQuake, players inhabit both aqahyspace
and matching virtual space using tracked, wearable computer systenine ad
mounted augmented displays, shown in figure 2-3. As they move thtbeigh
physical space, they also move through the virtual Pac paeoesSome game
artefacts, such as cookies, exist solely in the virtpates and players must
reach the same location to collect them. Others, ssiggower-ups, also exist
within the physical space in the form of small embedded devices thalater

must physically collect.

Figure 2-3: Human Pac-Man player and view, with online helper

Players either take the role of Pacman or ofa ghost. The geaomedals a third
group of players to the original game, known as helpers, edoapy the
virtual space and play the game using a desktop interfacehdlpers have
access to additional information, such as the locatibgame artefacts that
they may have seen while exploring the game space, whighmifg pass onto
the augmented players using text messages. Helpers maycdlaborate

between one another online to achieve a goal.

Augmented mobile players connect to a central game sesirg a wireless

network. The authors note that disconnections in commumicadiften
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interruped the flow of the game, and that outdoor conditionsrofesulted in
poor bandwidth and a high rate of errors on the wireless network. To se#nimi
this, a small amount of system functionality was retainedtle mobile
player’s device to reduce the effect of small network interruptions, mainly the

functionality for viewing the static parts of the virtual environtnen

The augmentation of the mobile players required very atEyasition and
orientation tracking. The authors attempted to overcoraetrdtking errors
noted in the discussion of ARQuake by using a fusio®GBE and inertial
sensor data to calculate the positions of other players ang @rtefacts
relative to the player. This was necessary to provideisfaabry augmented
experience, which the authors see as being preferable to sd-gathitive 2D
handheld computer based interfaces, although despite thiaubmented
reality overlay was considered to be unbearable to playnbre than a few

minutes, enforcing a short game length.

The virtual space was authored, as in ARQuake, to coindadelg with the
physical space. Also, to maximise the availability of theeless network
connection, the game area was carefully selected to be amearof known,

good, network connectivity.

2.2.4 Treasure

Treasure (Barkhuus et al., 2005) is a multi-player location-bas®aeé.d°layers
must collect virtual coins that are scattered withirudran area by getting to
that position, and place them in a virtual treasure chelstyers may also
pickpocket other players to steal their coins before they have tsmapn the

treasure chest.

Each player is equipped with a handheld computer and & ré¢eiver. The
handheld computer displays a map of the game areath@tposition of the
player as reported by the GPS receiver, and also theqresiif the virtual
coins. The handheld computer is connected to a wiretetaork that
deliberately only provides partial coverage of the game. aks the player

moves around the game area the network coverage of dnaaghey have
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explored is rendered on the map, as either being disconnectaklyw
connected or strongly connected, as shown in figure 2-4.

Coins are scattered randomly throughout the virtual ganse Bilayers may
collect coins while disconnected, but they may only bensecin the treasure
chest while connected to the network. Similarly, playery awy pickpocket
other players while connected. The greater the strengtbhefnetwork
connection, the better chance a player has of succesefdlyuting one of
these actions. Two players can secure their coins at the saen® tgain more

points.

2 {Game Client ¥1.1

Shield

A =

A'dmin D . & A.dmin[-,':

Figure 2-4: Treasure interface showing network coverage (left) and coins (right)

Treasure uses the partial wireless network coveragbeojlame area directly
as a form of game play, and coins are automatically glaoéh in areas with
coverage and those without. In this way the game isoeadhdynamically by
the natural arrangement of the wireless network, althabghauthors made
sure that the game area consisted of areas both with and withetage. This
can be said to be analogous to the physical authoring pedoloy the authors
of Pirates! in that the authors may manipulate the place of wireless access
points in order to provide the desired spread of network covexadenon-

networked areas.
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The authors describe Treasure as a seamful game, inttdaliberately
acknowledges and exploits the seams within the wirelesooretweaning the
boundaries between connected and disconnected areas, as a fameqflay.
This contrasts with other experiences where such seeamgeated as flaws

that need to be overcome.

The authors ran several trials of the game giving plalyerschance to play
multiple games. They describe how players were observedet@lop
strategies and tactics over the course of the games to dhpmawnsistencies
in the technology, including lag in GPS updates delaying theuavi
representation ofa player’s position, and inconsistencies between the on-screen
display and a player’s actual relationship to other players. With time, players
became skilled at noticing these inconsistencies and modify@igdame play

with different movements and teamwork in order to capitalise d@pon

2.2.5 Pac-Manhattan

Pac-Manhattan (PacManhattan, 2004) is a multi-player maobiked-reality
experience again based on the classic Pac-Man gameitAghe original
game, a player must collect all of the pills in thetuat game space, while

avoiding four ghosts that also inhabit the space.

In Pac-Manhattan, players inhabit a large area of Méarhaind a matching
virtual game area simultaneously. Pills are distribweenly throughout the
virtual game area, and the player, playing the role of Pac-Maactothem by
getting to the equivalent physical location in the real citymil&rly, the role of
the ghosts is taken by four other players, also playing in theingalvbo must
get to the same location as the Pac-Man player in dodeatch them. The

virtual game space is broadcast over the internet for onlirtaspies.

Pac-Manhattan uses basic technology to enable the mobilesaspd® game.
Players are not directly tracked. Instead, each playassgned a controller
who mediates that player’s interaction with the virtual space. As the player

runs through the physical space, he or she informs the dentd his current
location via a voice-call on a mobile phone, shownigure 2-5, and the

controller then updates the position in the virtual gameesfiamm a central
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control room. Conversely, the controller informs the plafahe current state
of the virtual space. The virtual game area is a modifiedovedd the original
Pac-Man game board, matching the grid structure of a portion oft{ht ¢the
horizontal and vertical movement of the original gane,isaalso shown in

figure 2-5.

The authors state that they did not use GPS for mgcltie players in the
physical space as it did not work sufficiently well in tndan environment,
being susceptible to multi-path errors. They also did not useedess network
to serve data to the players, as they could not find ancdréae city with

consistent coverage over a large enough, area and lackeddbeces to set up

their own.
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Figure 2-5: A Pac-Manhattan mobile player (left) and virtual game board (right)

The five playercontrollers are members of the game’s production team. They
mediate game play in the absence of tracking technology by judging a player’s
position and ensuring concurrency between the virtual gstake and the

player’s view ofthe game.

2.2.6 Riot! 1831

Riot! 1831 (Reid et al, 2004) is a single-player location-basadio
experience. The experience is an interactive historicglhziaed on events that
took place in a public square, and was presented to meoibihes public. As
players move around the physical space where these dwehtplace, they
hear sounds designed to recreate the experience of tleeds &om different
locations within the square.
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In Riot! 1831, each player is equipped with a handheld compateair of
headphones and a GPS receiver. The GPS receiver posit®pdayer on a
map of the square in an application running on the hashddwhputer. The
application then plays sounds based on the player’s location to the player using
the headphones, creating a personal audio experience. Toesadfine this
application as a mediascape, a mobile client that deld&ital media in

response to contextual clues such as GPS location.
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Figure 2-6: A Riot! 1831 player (left) and mediascape authoring tool (right)

Authoring Riot! 1831 involved assigning sound samples to specificiqaitys
locations using a tool developed by the authors, also clltiascapes and
part of the Mobile Bristol application framework, which is wimoin figure 2-6.

As a non-linear experience, the player is free to nthr@ughout the space by
his or her own route, with the audio content playing accordingly, soe® fon
over an hour. The authors note that as the number of othelepadpe area
changed, or the weather changed, people would either move rgndtwonigh

the space or take a number of commonly used paths, and as hsuch t
mediascape had to be authored to support both non-linear ardbpsear

content arrangements to some extent.

Members of the public took part in Riot! 1831 without interi@mtfrom the
production team, meaning that once set up the authors did not plegiardie
in directing a player’s experience. However, the authors hint at problems
encountered with using GPS for location tracking. High bangdiand trees
obstructed the GPS signal leading to poor accuracy, and theiadomect

audio samples being played, or a lack of consistency betweelocated
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players who would hear different samples. On these aitadihe game
operators would intervene and ask the players to abandonaiie and to

return to play again at a later time when conditions wexe rfavourable.

2.2.7 CitiTag

CitiTag (Vogiazou et al., 2005) is a multi-player locationdohgame. It is a
team game played in a large area of a city. The gamesisple tag game;
when a player gets close enough to a member of the opposinghes can
tag them, trapping them virtually in their current locatiofayBrs can be
untagged by a member of their team when in the sameolncdthe game is
won when all players of the opposing team have been tagged.

Each player is equipped with a handheld computer corthdote wireless
network and a GPS receiver. An application running on the hand he fautem
relays the player’s current location as reported by the GPS receiver to a central
game server over the wireless network. The game spidges whether there
are any other players within a given distance that catadpged or untagged
depending on which team they are a member of, and returndatiaiso the
player’s device where it triggers the relevant interface. Figure 2-7 shows the
three interfaces; the default screen, being tagged and looking tagged

member of the same team.

Figure 2-7: CitiTag handheld computer interface

The CitiTag system implements some simple functiendandle situations

where a plagr’s GPS or wireless network connection fails in some way. If the
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GPS receiver does not have a valid fix, in that it canepon its current
location, then the application reports this fact and gaene server flags the
player as unavailable to be tagged. Upon disconnection fremwireless
network, whether with a clean disconnection or due to lack oftepdeom the

application, the game server again flags the playerueavailable. On
disconnection the player is presented with a login sci@eing the player to
manually attempt to reconnect to the game. Players canngt \plale

disconnected; on reconnection the current state of dmegis sent to the

application to update it and to continue playing.

The CitiTag system provides an administration client. This cosimactly to
the central game server and provides general orchestfatictions for the
game authors, including starting, pausing and ending a gantBngen text
message to all of the players’ devices, modifying the tagging radius and

displaying statistics regarding the current game state.

2.2.8 CatchBob!

CatchBob! (Nova et al., 2005) is an experimental location-basdt-player

collaborative game. The game design is basic; three playest catch a
fictitious virtual player known as Bob by positioning themselwves friangular
formation around him. Each player is equipped with a haddizemputer that
shows the current location of all three players on p, raad also allows the
player to annotate the map with a suggestion of the @ire¢hat another
player should take. These annotations are distributed to datther players.

Figure 2-8 shows the handheld computer interface.

CatchBob! uses a wireless network to provide both connectiaind

positioning for the handheld computer. Position is determinetiangulating
wireless network signal strength based on the known posiof the network
base-stations. This was used rather than GPS so thaisteenswould provide
positioning indoors, and the author states that the system piop@iation

readings accurate to between 5 and 20 metres. To configurenileefgaeach
physical location the author had to survey the area, identifymdgla@cating

existing wireless network base stations on the map. The virdgdtion of Bob
also had to be configured.
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The system provided a logging function which enabled the atdhstudy the
results of the game after the event. The author nthas during the
introduction of the players to the game and equipmenheifequipment was
not demonstrated with absolute confidence then the playewdd not have
absolute confidence in it either, and would be more likelyuspeact it of
failing - indicating that the author had to take the mfle performer to ensure

the smooth running of the game from the outset.

Figure 2-8: CatchBob! interface showing user annotations and network connecttyimonitor

Problems occurred when playing CatchBob! as players had éheopception
that it provided very precise position data, and therefore distarbed when
their reported position on the map, or their reported proxititgob changed
even when they were standing still. There was nothing onntkeface to
indicate that the position was not accurate. Regarthagwireless network
connection, the author seems surprised at how, even whemetiwerk was
ako being used to provide positioning, the connection was not striggh
to send and receive data. Players also commented on thiarfdcat some
points commented that the application was broken as it dicefiett the state
of the connection. The author responded by adding a netwarkectvity

indicator to the interface.

24



2.2.9 Botfighters

Botfighters (Its Alive!, 2000) is a commercial multi-playercdtion-based
mobile phone game. The game involves shooting other playesending a
text message with a mobile phone. If the other plas/arithin range, that is if
the two players’ phones are within a certain distance of one another, then a hit
is scored. Botfighters also implements an online interface, shofigune 2-9,
where players can log on and configure or upgrade theiractess. The
specifics of a character, such as which weapon thegaarging, adjusts the

likelihood of success when attacking another player.

Figure 2-9: Botfighters online configuration interface (left) and mobile phone iterface (right)

Botfighters uses the ID of the mobile phone cell to which a plsyesnnected
to determine the distance between players. The firstoreof the game used
SMS messages for all aspects of game communication. Péysdsa message
to request information about other players in the vicinity, anddioated their
entrance to the game. They then sent a further messaf@ot at a selected
player. The use of SMS messages as a transport waseat susceptible to
message delivery delay, effectively stopping the playan taking part in the

game.

The second version of Botfighters attempted to rectifyptwblem of SMS
message delay by introducing a game application that wéallégs on a
player’s phone. The application now communicated with the central game

server using a GPRS connection, and introduced some adotiggurable
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content that was previously available on the websitehéo robile phone
application. Some criticisms of Botfighters, however, arétti@latency of the
connection is still noticeable when playing with playerglose proximity and
also that in this situation the positioning system is not ate @nough.

Botfighters does not require any location-based authoringaase gplay
depends on the density and relative positions of players. Plagefiee to play
whenever they wish.

2.2.10Mogi

Mogi (Licoppe and Guillot, 2006) is a commercial mobile mixealitg game.

The game involves finding virtual artefacts within a lapdg/sical city area,
then trading them with other players. The goal of thevggas to complete
collections of items through a combination of coiectand trading. Players
can communicate with one another via a global buddy syat&hinstant text

message.
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Figure 2-10: Mogi mobile phone interface (left) and online interface (right)

The game is played in Tokyo, where an application running on each player’s
phone shows a stylised grid map of their current area, pthgers and where
there are items to collect. The position of the plagereported either by cell
positioning as described in Botfighters, when only a crude posiion
orientation is required or by the mobile phone’s built in GPS receiver when a

player is trying to collect a specific item.
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Mogi provides an online interface for players to use, showfigure 2-10.
However, unlike Botfighters, the Mogi online interface providesitadgl
functionality that is not provided by the mobile phone atibn. This takes
the form of a larger, more detailed map. Rather than basign interface for
accessing a player’s personal data, the online interface also allows
communication with all other players within the gamepvaing a shared

mixed-reality environment.

The extended online interface allows online players andilenplayers on the
street to collaborate in completing their collectionsaim play can then be
facilitated with more dedicated players playing online, orcherstra group of
mobile players based on their wider knowledge of theegamabling player-

led micro-management.

As a long-term, publicly accessible game, Mogi playars able to play
whenever they wish, and as such are largely responiblmanaging their

own play.

2.2.11Urban Tapestries

Urban Tapestries (Lane, 2003) is a technological frameworkcreating
mobile experiences. The framework aims to provide a sy&iemme publicly
creating, publishing and experiencing location-based content. Urlpsstiias
also aims to be dynamically interactive, allowing its userssupplement
existing content as they experience it, and to annotate the patpsabp#e take

through a city area.

During the development of the system the authors initiateatt they describe
as bodystorming experiences. These involved taking a map of area, and
having users annotate the map with drawings and ipostes indicating areas
of interest and regularly journeyed paths. This technique was usenh tideges
about what users might create with the framework, and how they readtesl
content created by others, without interference from anyntdogical
problems that may arise from a prototype. Users canwitlipa wide variety

of users for the system, from trails defining the mood ofctleator as they
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walked to a description of a route traditionally takershgep drovers through
the city.

Urban Tapestries ultimately aims to be technologically agnom that its
principles should be usable by a wide variety of differéatthnologies.
However, in the initial prototype users were equipped withaadheld
computer with a wireless network connection and a Ge&iver to provide
positioning. The handheld computer ran a custom applicatiitten in Flash
to provide an interface. The authors state that futursioses would use
Bluetooth and GPRS or 3G to access content in areas netecbby the
wireless network, indicating that almost half of theyéded city area was not

covered; leaving large gaps between connected areas wieefeamework
would not work.

e

Figure 2-11: Urban Tapestries mobile interface (left) and online map showing trails @ht)

The framework allows a user to select a theme ofecinto follow, for
example social threads linking a number of locations, asrshoigure 2-11.
They then receive a map on their mobile device indigatihe locations
associated with it, generated from a GIS map-data reppsitbey may either
follow a previous trail through the map or receive alerten they reach a

specific location, and see the associated multimedia content.

Urban Tapestries allows the user to upload their own paihghrthe city, add
extra locations by tagging their current location or uploa@ media to the

system, although it is unclear how this is handled insamighout network
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connectivity. This mechanism allows both individual applicatathors and
subsequent users to author for the system as they play.

The framework provides an online, web-based interface tlmatsausers to
edit and share trails or location-based content that beg created. In this
way, an online user could orchestrate or specify an experitanca mobile
user. However, the onus is on individual application autterspecify and
arrange this.

2.2.12GeoTracing

GeoTracing (GeoTracing, 2005) is an application framework featerg

location-based multimedia experiences. GeoTracing hadasities to the

Urban Tapestries framework described above, and can beb#esas an
instance of Urban Tapestries built using a different tedgylinfrastructure.
Experiences may be for single or multiple users, and aae dgsed on a
user’s movement through a physical landscape with location-based media
annotations.

Figure 2-12: GeoTracing online interface showing trails and location-based mexi

Several applications have been developed using GeoTracinglate.
(GeoSkating, 2005) involves skaters uploading photographs and @form
about the quality of road surface along a given route. (Gl e2005) and
(GeoBiking, 2005) are two more applications with the sameneéhebut
different modes of transport. Sense of the City (Broe266), as with Urban

Tapestries, involves users annotating their everyday routasytheocity.
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The GeoTracing framework consists of a MobiTracer, whichn®laile phone
with a GPS receiver. The mobile phone uploads posita dnd routes using
a GPRS connection to a central server. There are two online centpda the
system. The WebEditor is a web interface that also alihesuploading of
routes collected offline from standalone GPS receivexs,aanotation using a
map interface. The WebViewer is a web interface thapldys maps with
routes and annotations, and also allows live tracking ofeactobile users, in

a read-only mode.

Finally, the framework provides location-based content serving tdlemoers

based on existing annotations. When a user gets close emoagtatnotated
site, the relevant annotation or media is displayed. Weryethe system
assumes that the user is connected to the central serveanttyrit access this
functionality, and it is not discussed what happens if gigot possible or
fails, and what support is given to users when the sysdésn $everal routes
from the Sense of the City application, viewed with\t¥ebViewer, appear to
exhibit GPS errors, with one spurious update causing te toudeviate by a
substantial distance. Unfortunately, it is not described Haw this affected

users following the routes.

As with Urban Tapestries, GeoTracing allows both authadsuaars to author
for different applications in the same way, by annotapihgsical space while
using the application itself. Also, GeoTracing would allow the st @nline
interfaces for game management and orchestration. Howaigefumctionality
was not inherently designed into the system as it does mttlyirsupport

communication between users, or authors and users.

2.2.13Real Tournament

Real Tournament (Mitchell et al., 2003) is a prototype locatiased multi-
player game. The authors describe the game as an audnmeatidy game,
although it has a large amount in common with other lonabiased projects.
Players inhabit a large, open, physical space. The ailmeofdme is to work
with other players to shoot virtual monsters that inhab@onnected virtual

space that corresponds to the same area. Some of theersorsquire
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collaboration between players to kill, by requiring saelshots from different
players.

Each player is equipped with a handheld computer housedldarge plastic
gun casing, shown in figure 2-13. The gun is equipped with a GPS recedver a
a digital compass to obtain the player’s location to place them within the
virtual space. The handheld computer shows a map of the\dpgaee centred

on the player’s reported position, with geographical surroundings, virtual
monsters and the reported positions of other players. Players stwgters by
facing in the appropriate direction and pulling the trigger omgthe

Figure 2-13: Real Tournament gun interface (left) and map (right)

The gun connects to the game using a wireless network commdtiigi-Fi is
available in the particular area that the player ithén it is used, failing that
the gun seamlessly switches to a slower, but hopefully more wides@R&S
connection. The game replicates the state of all moraterplayers within the
game to all of the connected guns using a peg@eer system to maintain

consistency.

The focus of Real Tournament is primarily on how to devalbppplication to
use the new IPVv6 infrastructure allowing transitions betwekfferent
connectivity infrastructures, in this case Wi-Fi and GPR#, the authors do
not reflect on the issues raised by some of the atkegeriences, such as how
the relationship between the game world and the physicdd was authored,

or how players responded to disconnections and subsequent networkregvitchi
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2.2.14GUIDE
GUIDE (Cheverst, Davies et al., 2000) is a location-basedretcttourist

guide application. The experience provides a context aware fpuideurists
as they move around a city, giving location specific infornmatia a variety of
tourist attractions, in the form of web pages, text and imagewed on a

handheld computer, as shown in figure 2-14.

Each user is equipped with a handheld computer, which centeeatwireless
network. The network consists of a number of uniquely ide nigigti-Fi base
stations, which an application running on the handheld otenpuses to
provide coarse location awareness, for example reportinghdaiser is at a

key area or building within the git
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Figure 2-14: GUIDE interface showing map override function

GUIDE highlights some important design considerations regardamgent
delivery and connectivity. In terms of content, the rande possible
applications and variety of content within these appliaaics large. Some of
the content may need to be dynamic and change over time, oteb&ctive.
Furthermore, the system is may be used by up to one hundredatiany one

time.
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Regarding connectivity, the authors of GUIDE were awiha¢ there would be
occasions when a user of the application moved into a locatiere there was
little or no wireless network coverage. As GUIDE useswineless network to
provide position reporting, the application would also not knowre/the user
was, or be able to serve him or her connected content. Mesgstihgly, this
issue was noted by the authors during the design phake pfdtotype, rather
than during deployment and being dismissed as a future probdebe

overcome. Rather than stating that they required a bagtarork connection
and better positioning, the application was re-designed Wébket issues in
mind, namely with the authors adding a function to entdiseuser to override
the applicatin’s sensed location with a report made using an on-screen map in

the case of loss of connection.

2.2.15Mobile Experience Engine

The Mobile Experience Engine (Biswas et al., 2006a) is a Wemke for
developing location-based new media experiences. It istasse toolkit that
attempts to support the iterative development of contextreawaobile
multimedia applications. The authors focus, however, ondwetkelopment of
software by technologists and creative development bstadind designers,
and supporting an iterative development cycle involving bothy Tioge that
the requirements of both parties will change during the dpmegnt of an
application and so the framework needs to allow for thihout one party

holding up the workflow of the other.

The framework consists of a prototype generator and a msahafor
producing intermediate prototype visualisations for use by dhglication
designer or artist. The software requirements of theicgjin are formally
described using the MEE content description language, whitien used to
automatically generate source code and library templdtéke Isource code
cannot be generated, or is unsuitable for the applicatien,iths written by a
software engineer and added to the available code base qfratetype
generator. While this is happening, the artist or designer opihieation may
work with the visualisation component. This also uses the fatesdription of

the application, but produces a low fidelity prototype usirgladde vector
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graphics that can be used to test and refine the apphsafunctions as a
whole.

= H oxling

Ain e’z

Figure 2-15: Trickster mobile interface

Applications are described, or authored, using the MEE cod&stription
language, which is used to describe an application’s function using XML. An
application consists of a number of contexts, and eat¢hesé is defined by
transitions and resulting actions within the XML definitioffor example,
transitions, or entry into a particular context, may be drivg readings from
position sensors, and the resulting action may be displaying a ofipdia

The authors describe two example applications that have beesdcusatg the
Mobile Experience Engine. The Trickster game (Biswasl.et2@06b) is a
single player game that involves the player taking the oddifferent animals
within a park, shown in figure 2-15. The player is equipped vath
accelerometer to detect gestures, which is linked to ahedsh computer
running the application created using the framework. The apiolic presents
a number of contexts that involve the player carrying oubuwaractivities

within their animal role, with transitions being triggeredthg player making
the correct animal gesture. The second example is &dtlatitor (Donaldson
and Gauthier, 2006), an application that allows a designer to cre dtmenlih

clips, annotate them with location data, and then add tbearcentral server.

34



The resulting location-based media environment can then belamyed onto
a location-aware mobile device to be experienced by a user. Baihttie@ing
system and the location-based runtime triggering systendeseribed and
implemented using the MEE content description language.

These two examples are interesting as, unlike many othdicammns and
frameworks; they highlight the rapid prototyping of mobile eigreres whilst
allowing for input from the designer in the iterative eél®pment process.
However, the focus of the framework is still very mumih the software
engineering process, and it is unclear to what extent the nééus designer

are provided for during the deployment of the experience.

2.2.16Desert Rain

Desert Rain is a multi-player mixed reality performafi€eleva et al., 2001).
While it is not location-based, it is notable as a tourivgvily orchestrated
piece mixed-reality application that requires the direoolvement of its
authors to operate. Desert Rain is a new-media piece whplayed by six
players at a time in a game that lasts for twenty mmwRéayers embark on a
mission to find six targets within a virtual environmentl @hen find an exit
within the twenty minute experience. The virtual environmentagepted onto

Six water curtains, one in front of each player.

Figure 2-16: Desert Rain virtual environment (left) and rain curtain (right)

When a player finds his or her target, a performer stepsugh the water
curtain and hands the player a swipe card. Once akpalyave found their
targets, or their allowed time has elapsed, the playex® ithrough a corridor

filled with sand to a recreation of a motel room. Themotontains a swipe
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card reader and a television; using their swipe card p&ofer can view a

video clip of an interview with their target.

Each player is embodied in a collaborative virtual enviromimevith their
viewpoint projected onto the rain curtain, shown in figure 2-16. P lapertsad
their viewpoint within the virtual environment by standingaofootpad which
acts as a joystick. Players can communicate with oaoghanwith an audio

system that is spatially attenuated with distance in theavietovironment.

While Desert Rain is a touring piece of work, the content nesrstatic, and as
such does not require modifications for a new location. Hewe®esert Rain
is not just a standalone computer system; the systenitsanse are embedded
within a rehearsed performance piece. The authors hatet tcritically relies
on a production team of both actors and unseen helpers to support
experience, through interventions, monitoring and encouragirygrgléo help
one another.

To support this, the Desert Rain system provides a numbent@drated
management tools. Each player’s viewpoint is replicated on a screen in a
control room for monitoring. An audio mixing desk allows performersten,
connect players and join in to a player’s conversation. Players can also be

monitored visually from behind the water curtain.

2.2.17Feeding Yoshi

Feeding Yoshi (Bell et al., 2006) is a multi-player locatioedoha seamful
game. In Feeding Yoshi, players are divided into teams of #6ach team
must collect as many points as possible by feeding a YbsHruit it desires.
Players collect a seed of a certain type of fruit franYoshi by visiting a
certain location, and then sow it in a plantation whidghstart to generate the
fruit. The fruit can then be taken back to the Yoshi in emgbafor points.
Yoshi is played intermittently over a relatively long period time, for

example over the course of a week.

Yoshis and plantations are automatically generated frondémity of existing
wireless networks scattered throughout the city. Each plagejupped with a

handheld computer that scans for these wireless neswdrke handheld
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computer displays a map, and when a network is discovieeegllayer can pin
either the Yoshi or the plantation to its discovered locatiothe map. Finally,
players upload their scores to a central game websiterewthey may also

view the score of their and other teams.

Feeding Yoshi does not provide any explicit authoring functibnadis the
game content is automatically generated from existing wgelesvorks. Once
the teams and game were organised, players played indepgrad®htlithout
intervention, except in situations where the applicatto handheld computer

failed, in which cases the authors provided remote phone support.

FeedingYoshi oF ofx 7:53

Name: Malcolm Score: <20 me: May Score: O

A EB3om

Figure 2-17 Feeding Yoshi mobile interface showing a plantation (left) and a Yoshi (right)

2.2.18Big Urban Games

There have been several large scale location-basedaimgs that are usually
mentioned in the context of mobile mixed-reality expemsncBig Urban
Games are usually team based, and are location-basedt ithalainvolve
players exploring, or operating in, a large city area. Howetere is no
overlapping virtual environment, and usually the position efglayers does
not form a fundamental part of the game.

The Go Game (Wink Back, 200®&)an example of a Big Urban Game. It is a

team game, where each team is equipped with a webeéenatmbile phone
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and a digital camera. The game lasts for a few hoursygdwhich the teams
receive challenges on their mobile phones. Challengesist®f finding clues
hidden in the city to solve a puzzle, interacting witlanped actors, or
performing some kind of stunt often including a passer-by amidéeturing
and uploading the event with the camera. Finally, the tegatiser to review
the results of the game and to vote for a winner, based orpvalduced the

most original or amusing results.

There are several variations of the Go Game in operdtiavigate the Streets
(Shore, 2003) involves teams solving clues and taking photog@ptise
solutions, aided by being able to conduct research online using mobide sle
Congwest (Lantz, 2003) involves several large teams managularge
inflatable totems through the streets, while taking and dpigaphotographs

of Semacodes (Woodside, 2003) containing uniqgue URLs to declaire the

positions and capture territory using mobile phones.

Figure 2-18: Congwest players (left) and the Go Game (right)

The emphasis of these games is not, however, on tegylo location
sensing, but rather on encouraging the players to work as a team. Desmjte
promoted as making heavy use of wireless networking ortidoehased
technology these games often focus on team building isgeraising a small

amount of consumer technology, for example mobile phones or cameras
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The Go Game and its counterparts are organised on aap®-lgasis for its
players, with the authors tailoring clues, actors and challenges lac#ti®n or
specific requirements of their clients. While not beingarlion constant
connectivity or position tracking, all of these games invaweentral point of
organisation, which in turn involves authoring and setting ugame for each
location it is played in, and directly orchestrating and ajieg it while it is

being played.

2.2.19GeoCaching

GeoCaching (GeoCaching, 2000) is a large-scale multi-playerdoebsised
game. Fundamentally a treasure hunt game, mobile playass plecache
anywhere in the world, which is a container containing a logbook and a number
of small items. The location of the cache is posted oardral website in the
form of a set of GPS coordinates and optionally a setuesc Other players
take the coordinates from the website and, using a GPS unitpattefimd the
cache. Upon finding the cache they note their visit indglgpdok and exchange

some of the items for some of their own, as shown in figure 2-20.

Figure 2-19: A GeoCaching cache (left) and players using a GPS receiver (right)

GeoCaching consists of a large community of players GRS receivers, and
a central online forum and database for sharing cache locafionwe players
supplement their equipment with a handheld computer sigpthie location of

the cache on a map, updated using the GPS receiver.

In GeoCaching, players are authors, creating caches for otherspgiaymd, as

well as playing and managing their own game-play. It is not centralhaged
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in that, as with other long-term games that have beetioned, players play
whenever they wish. It has a very large user-base congp@timany thousands

of players.

2.3 Associated Work

2.3.1 Alternate Reality Games

Alternate Reality Games are commonly associated withilenohixed-reality

experiences and games. These are cross-media gamemithatly involve

online resources such as websites, and many involve real anteldcts and
locations. Alternate Reality Games such as Perpigx @ind Candy, 2005)
or | Love Bees (42 Entertainment, 2004) are considered to be outsiseothe
of this literature review as while many of these invoha@bie technologies or
elements of performance, the main focus of the gersgmsficantly removed

from mobile mixed-reality experiences.

2.3.2 Indoor Augmented Reality Games

There have been several notable augmented reality tabepdipagions that
attempt to merge physical and virtual game play. For elgnipV-Borde
Guards (Ohshima et al., 1999) involves three players surrouadpigsical
game board equipped with head mounted displays, showing aiayoedr
invaders within a matching virtual environment and requiringptlgers to
shoot the virtual invaders using a physical interface. Sipilshe STARS
framework (Magerkurth et al., 2003) for developing pervasive egiidins
provides enhancements to traditional tabletop board games otahdatop

games using a combination of handheld computers and augmentsd reali

However, these applications are considered to be outsidecthpe of this
literature review for a number of reasons. While introducaigments of
mixed-reality, they are not mobile and so are submdtifferent constraints
and technological issues. Secondly, these applicationgearerally deployed
as laboratory technology demonstrators rather than piymas playable

works.
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2.4 Summary of Requirements

This section concludes by presenting fifteen requiremémds have been
highlighted by the mobile mixed-reality experiences and eppdins reviewed
in this chapter. These requirements also serve to providentdogy for
referring to common supporting elements, and also to begimides which
requirements are most critical for supporting an experience.

Players can participate in an experience in a variety afreift ways:

o All of the experiences involvenobile players. This refers to a primary
group of players who occupy a physical space, whose physactidn
is reported to and affects the experience, and who predomirnzagly
using a handheld computer.

e Several of the experiences involegline players. These are players
that inhabit an equivalent online, virtual space using a PC, rndoa
mobile.

e Several of the experiences are based aroundniged reality
environme nt. Specifically, this refers to both online and mobile players
inhabiting a shared representation of the same space, boibgl layxl

virtual.

e The majority of the experiences aralltiplayer, in that they primarily
involve interacting with other players to progress, as oppaséeing
single-player, where it is possible for a single playecdmplete the
experience without interacting with other players.

e The majority of the experiences ax@nneced This means that players
are connected to a central server, either through wiretvieiess
network connections. Some experiences that are not mwdiplaay
still require this to support centralised game mechanics and
management.

Mobile players can use a range of interfaces to interactamigxperience:
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Two of the experiences support3a overay as a primary display
mechanism for mobile players. Mobile players see a reptaton of a
virtual environment overlaid on their viewpoint using augmentedyeali
techniques; usually using a head mounted display and assbciat

tracking technologies.

A number of the experiences supportnediascapeas a primary
display mechanism, for example Riot! 1831 and Urban Tapestries
Mobile players receive media including images and sound s thesed

on their changing position in the physical environment.

The majority of the experiences suppoidamap as a primary display
mechanism. Mobile player see a representation of a nmeality
environment presented as a map on a handheld mobile deviad whi
commonly also shows their embodiment within the environraadtis

centred on the player’s current location.

An experience may revolve around a variety of forms ofettnt

The majority of the experiences invoNacation-based content This
is any content such as text, images or sound thatggeted by a

mobile player’s absolute position within the physical game space.

Leading on from this, many of the experiences invaésain-based
content This is location-based content that takes into account the
physical features of the surrounding environment, for examp leaas r

and building shown on a map or aerial photograph.

Conversely, a minority of the experiences involedative position
based content This is triggered based on a mobile player’s position
relative to another player or artefact, regardless afrevbhey both are

in the physical or virtual space.

A minority of the experiences involveiser geo-annotation This
involves mobile players creating their own location-based ectnt

within an experience by marking specific locations or animgahem
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with fragments of media, which can then be distributed nd a

experienced by future players.
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Pirates! X X | X X X X
ARQuake X|X[X[{X|X|X XX X
HumanPac-Man | X [ X[ X[ X | XX X | X X
Treasure X X | X X|X|X X
Pac-Manhattan X [ X X X[X|X X|X
Riotl 1831 X X XX XX
CitiTag X X | X X
CaichBob X XX X|X][|X X

Botfighters X XX X X X X

Mogi X|X[X[X]|X X[ X|X X X

Urban Tapestries | X | X | X X XXX XX [X|X

GeoTracing X [ XX X X[ X[X X|X|X[X
Real Toumament | X X | X X X X
GUIDE X X X X[ X X|X
MEE X X X XX X
Desert Rain X XXX X | X

Yoshi X X | X X X X X
Big Urban Games | X X X X (X

GeoCaching X | X X XX X

Table 2-1: Summary of experiences and their requirements

Participation in an experience can be managed in a varietg st

e Several of the experiences have beaublicly deployed in that
members of the public can participate “in the wild”. This is an
important distinction as many experiences are developed as

experimental research projects that are not accessidtede of the
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laboratory. For example, this is a key distinction between ARQaa#te
Botfighters.

e Several of the experiences requinanaged participation and involve
continuous management by their creators. This is usuallgureenent
for experiences that are operated as short-lived eventswherk
creators directly orchestrate the actions of playe® esre part of the

experience, for example with the use of performers in Desant R

e Conversely, a minority of the experiences invoflkee participation,
and where an experience can operate autonomously without dpett i
from its creators. An example of this is an experigheg players may
dip in and out of at times of their choosing, usually whéirt own

apparatus, as seen in GeoCaching.

Table 2-1 shows how these requirements relate to ehthe experiences

reviewed in the previous sections.

25 Conclusions

This chapter has reviewed a selection of experienegsdpresent the state of
the art of mobile mixed-reality experiences, location-basedlenapplications
and games, in order to set this research in the widerdoiitkis chapter has
shown that these experiences span a broad range of &ipplieseas, from
laboratory demonstrations to mass-participation streekegaencompassing a

variety of interaction methods, displays, content and partiopati

In light of this, however, this chapter has highlighted fifteemegsl
requirements that are fundamental to the operation of n@nyhese
experiences. The next chapter describes the mobile meedityrexperiences

that have been developed by the author as part of this thesis.
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3 Four Foundation Experiences

31 Introduction

This chapter introduces the four mobile mixed-reality expedsthat have
been supported by, and led to, the research presented irhdhis. tLater
chapters will focus on the key challenges and solutioissng from directly
supporting these experiences; this chapter describe sidhaser experience of
each, giving a brief historical overview of the public dgmhent of the
experiences. These experiences are heavily drawn upatein dhapters to
provide concrete examples of the use and viability of élsearch to support

mobile mixed-reality experiences in the wild.

This chapter describes four mobile mixed-reality expess that have been
co-developed by the author between 2001 and 2004. Can You S&owW?
Uncle Roy All Around You and | Like Frank form a serie§ artistic
performances that has resulted from a collaboration wétlttists group Blast
Theory as part of the Equator Citywide Performance ptofavannah is an
exploratory educational experience for school childieshould be noted at
this stage that the design and construction of the onlindainéecomponents in
Can You See Me Now?, Uncle Roy All Around You and | Like Frankevtbe
result of a collaboration with Nick Tandavanitj of Blast Theamyd the mobile
interface in Uncle Roy All Around You with Jon Sutton of BXalet.

Throughout this chapter participants in the experiences feree® to a®nline
players; if they take part iranexperience primarily online, through a virtual
environment, omobile players,; if they take part irmnexperience primarily in

the physical environment using a mobile device.

This chapter concludes by giving a summary of the funatiogguirements
highlighted by the four experiences, using the same catagonsas the

previous chapter.

3.2 Can You See Me Now?

The first mobile mixed-reality experience in the esrof artistic performances

Is a chase game called Can You See Me Now?. Up to twalitye players
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inhabit a virtual model of a real city, through which three mob#gygak in the
real city chase them. Both groups of players can communicdt@net another
via this mixed-reality environment. When a mobile playsaches a physical
location in the real city that an online player occspie the virtual city, then
that online player has beéseen and leaves the game. The mobile players are
professional performers, and the main objective of the @mer is to engage
and excite the online players by giving them a rich sense of the performers’
experience of the city as they run through it, and to releal movements

online affect their physical actions.

Can You See Me Now? was first exhibited in Sheffield, Wk2001. Since
then it has been refined cosmetically, but the underlying gdes&gn has

remained the same.

3.2.1 Online Experience

The experience is typically run for two to three hour lpagformances, twice
a day for up to a week. To participate, online players visitebsite at
WwWWw.canyouseemenow.co.ukvhere they can find out more information about
the experience, the schedule of performances and joinxpgerience if it is
running. Online players participate using a Shockwave cliebedded in a
web-page, which is designed to be useable over a dial-up intermeation as
well as broadband. The client asks the online player to dwername, and
also the name of a person that they have not seenldogdime, yet they still
think of. The client then attempts to join the experientehe experience
already has twenty active online players, then the playeridsin a queue until
there is a space available. The client displays the player’s position in the queue
as an indicator of how long they will have to waitdrefa space becomes

available.

The online experience consists of four main componehts; virtual city,

communication between players, game play and an offline archive

Virtual City: On joining the experience the online player is dropped at a
random position in a virtual model of the real city in which theng is hosted.

The game is played in a relatively central area otihe in a space of up to
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one square kilometre that often consists of both open spacesiamd streets
lined with tall buildings. The virtual city is a 1:1 repemntation of this space,
containing key features such as large trees, buildings awk.rdn the first
version of Can You See Me Now? the virtual city wasspnted as a two-
dimensional schematic, with players represetgdquare icons, as shown in
figure 3-1. Later versions replaced this with a more sophsticahree-
dimensional model of the space, with players now repredelny animated,
walking avatars with an optional zoomed out view, as showigumefs 3-2 and
3-3. Mobile players appear as either orange icons, or dstdrlack avatars
highlighted in red.

Text

Messaging

Figure 3-1: Early Can You See Me Now? online interface
Online players use the arrow keys to move their iconvataa through the
virtual city, at a speed equivalent to a slow jog within the rewl Tie features

of the model prevent players from entering buildings, or angdso undaries

that are impassable in the real city.
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10 Online Players

Online
Players

>

bigbrain : i knom

bloke : vyou guys run too slow
bigbrain : phew

jen ¢ moon walking isnt a sergested escape
rob : murmmy carla, who r u?
bigbrain i a

canities : akk got me again

jen : im moon walking the piatsa
bigbrain i runnert

bigbrain i halp

biabrain : azaaa

Figure 3-2: Escaping from a mobile player

@ 70U ARE HERE

Carrer de Ileida

Chuml Iy

[Terry 1 watch out et plaza- 11

geietia - hola

11 4 hoia

Terry : runner 6 at institut del teatre ., going to plaza

Sad | Lan Yol SE&. Ime now?

Terry | parque del graffiti is'a dead end... don't go there:better

Figure 3-3 Zoomed-out view of the virtual dty
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Communication: The online interface provides a text input field, which allows
players to send text messages to one another. All tessages are globally
readable; all other players currently within the gamegardless of their
location, receive whatever an online player sends, inajudiobile players.
Online players hear a live audio stream from the mobéggrs in the city.
Combined with the ability to send text messages, onlineefdagan engage in

two-way communication with each other and with mobile players

Online players exchange text messages to chat aboigstatthow to avoid
being seen by mobile players and where they currentlyndniée also taunting
and goading the mobile players as they are heard chakipers across busy

roads and up hills.

Tobu Hatel

Salt Museum

B

tarn ¢ oh, mave iocaught by runner 4.
Mobua ¢ Hi !

Senor | what the hell iz the salt museum?
annick ¢ ves, I should have done that,
tarm i run

annick 1 oh, tam, we're stuck,

Senor i halla

rmartin ¢ morning

a1 hella!

keita : hi

annick 1 hi evervone!

Figure 3-4: An online player is seen

Game play: When an online player enters the game, they are givdirtg
second grace period in which to get their bearings and to familiheiseselves
with the interfae, during which time they are immune to being “seen” by
mobile players. They are then chased down by mobile playsse avatars
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can be seen running towards the player as they run through the reakeity. st
When a mobile player gets to within five metres of theitprsof the online
player, the player isseen and the game is over. The camera in the virtual city
zooms in and dramatically circles the online and mobilgepda as shown in
figure 3-4. They remain within the virtual city for twentyce@ds, unable to
move, while the mobile player announces over the livecastieam that they
have seen the person that the online player named befonegj and have
taken a photograph of them. The online player is therovedh from the

experience, freeing up a space for a new player waiting in gheeda join.

Online players may play as many times as they wishewthié experience is
running, however once they have been seen or have lefixplezience of their
own accord, they must rejoin the queuegenter. A typical experience for an

online player lasts from between a few minutes to over an hour.

Latest sightings

very fun vohei tomiku
February 27th, 05:14 PM February 27th, 05:11 PM

kaoru oba gyaruo garuo reona hayasi
February 27th, 05:08 PM Febroary 27th, 05:06 PM February 27th, 05:06 PM

Maigret EnHetspook ma chan otukare sama
February 27th, 05:06 PM February 27th, 05:05 PM February 27th, 05:05 PM
Page 1 of 77 | previous | next Search for a name: Imartin G0

Figure 3-5: Sightings archive
Offline archive: After each game session, a photograph of each sightiag

online player made by the mobile players is uploaded to the experience’s web-
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site, as shown in figure 3-5. Returning online players earch for the names
of the people that they have not seen for a long time,véew photographs
taken by the mobile players on the streets of théaiaat the locations at
which they were seen.

Finally, a scoreboard page on the web-site lists thes thrdine players that
have remained in the experience for the longest peridanefwithout being
seen. Some online players play repeatedly in order t ptain the top spot

on the scoreboard.

3.2.2 Mobile Experience

Figure 3-6: A mobile player runs with equipment

Mobile players in Can You See Me Now? are professipmaformers, and
inhabit the physical environment in order to catch online p&aygach player
carries a mobile device a PDA which is connected using a wireless network,
a walkie-takie, a GPS receiver and a digital camé&he PDA is housed in a
rugged, waterproof case, while the walkie-talkie and GPS racai®emounted

on the player’s shoulder to aid reception, as shown in figure 3-6. The walkie-
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talkie is fitted with a hands-free earpiece and miboope to allow ease of use

on the move.

The GPS receiver reports the position of the mobileeplayce a second via
the PDA and wireless network, placing the mobile playehén wirtual city.

The walkie-talkie is tuned to a specific channel thashared by all of the
mobile players, allowing them to communicate with onetlaer. This channel

IS also streamed to the online players.

The PDA runs a software client that presents the mobile platleavive view
of the virtual city, as shown in figure 3-7. Mirroring the asliclient, it shows
a two-dimensional top-down schematic map view of the aiid major roads,
obstacles and features. Online players and their name$i@nn in red, while
other mobile players are shown in blue. The three mosnntdext messages

sent by online players are displayed at the bottom of the inderfac

GPS Connection
Status

Status

Hobuwo asa

tarn won

Current
Position

Senor:run
MNobuo:Hi
tam:oh my i caught by runner 4 CAN YOU SEE ME N

13 TREES

PLEASE TAKE PICTURE OF THIS
LOCATION AND CLICK 'OK WHEN
READY

oK

Figure 3-7: Mobile interface, left, an online Player is Seen, right

The map can be viewed in two modes, which the mobile playggles

between by tapping the screen. The zoomed-out mode shewghble of the

game area, allowing the mobile player to see where Hhigiocolleagues are,

and groups of online players if there are none in theediate vicinity. The

zoomed-in mode shows the immediate area that the pigyey with the map
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continually updating with the mobile player’s current reported position in the
centre of the screen. This allows the mobile playetei@rmine how to move

in order to reach nearby online players.

The interface also indicates the reported accuracy o&Be device, whether
the device is currently connected to the wireless netwodkthe rest of the
experience, and how many online players are currentingagart in the

experience.

When the mobile playés reported position is within five metres of that of an
online player, the interface displays an alert messagyjeshown in figure 3-7.
The message indicates that an online player has beghtcavhat their name
is, what the name of the person that they have notfee@nlong time is and
the current time. It then instructs the mobile playetake a photograph of
their immediate location with tie digital camera. These photographs are
usually taken of the floor, or any interesting landmarks, leeop features in
the surrounding area. Finally, the mobile player must tap the sredear the
alert to be able to return to the experience, ensurirtghbg do not miss any

sightings.

Mobile players perform for up to an hour before stopping foreakor There
may be up to four or five performers on rotation, with three on thetstof the
city at any one time. Part of the script that the pendrs adhere to is to
continually describe their situation and environment ovewiiliie-takie, to
provide a rich experience for the online players. This includiescribing
frustrations with not being able to catch a particulaygriar the technology,
responding to taunts or text messages, talking specifittatiyn online player,
or simply describing the physical environment and the phlysiextion of the
performer. This is designed to enrich the online players’ perception of the
physical environment, heightening their engagement in the mixditrea

environment.

3.2.3 Touring History

Can You See Me Now? premiered in Sheffield in 2001 atbthe festival,

before becoming a regularly touring performance, with each npagiface
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involving over one thousand online plays. To date it has beawrsin the

following cities:

Dutch Electronic Arts Festival, Rotterdam, 2003
Edith Russ Site for Media Art, Oldenburg, 2003
International Festival for Dance, Media and Performance, K6In, 2004
Gardner Arts Centre, Brighton, 2004

ArtFutura, Barcelona, 2004

InterCommunication Centre, Tokyo, 2005

The Junction, Cambridge, 2005

Festival of Creative Technology, Cardiff, 2005
Interactive Screen at the Banff Centre, Canada, 2006
Museum of Contemporary Art, Chicago, 2006

We Are Here 2.0, Dublin, 2007

Donau Festival, Austria, 2007

In Certain Places, Preston, 2007

PICNIC, Amsterdam, 2007

Machine-RAUM festival, Denmark, 2007

Can You See Me Now was winner of the Golden Nica for InteractivatAhe

Prix Ars Electronica, Austria in 2003. It was also nomindtedan Interactive
Arts BAFTA award in 2002.

3.3

Uncle Roy All Around You

The second mobile mixed-reality experience in the senésartistic

performances is Uncle Roy All Around You. It is signifitly different from
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Can You See Me Now? in that it places members of the publiceostreets as

mobile players, as well as online.

Mobile players undertake a journey through the streetsredlecity, in search
of an elusive character called Uncle Roy, while onlineygyta explore a
parallel three-dimensional virtual city, again inhabitanghared mixed-reality
environment. Online players follow the progress of individuabile players,
communicating and collaborating with them, and choosing to help derin
them. The main objective of the experience is to question a mobile player’s
trust in strangers and the anonymity of the digital wowidhether they be
online players, the mysterious figure of Uncle Roy or ceagncounters with

people on the streets of the real city.

Uncle Roy All Around You premiered at the Institute ad@mporary Arts,
London in 2003. The experience was open to the public foddgs, for eight
hours a day. During that time approximately 300 mobile players and i@
players participated in the experience. Since then, therienpe has been
shown at The Cornerhouse, Manchester in May 2004, and Tile, Ptvest

Bromwich in June 2004.

Uncle Roy All Around You was nominated for two BAFTA ada in the
categories of Interactive Arts, and Technical and Sociavation in 2004. It

was also nominated for a Net Art Award at the Webby Awards, 2004.

3.3.1 Mobile Experience

Mobile players purchase a ticket for the experience, whicé fast maximum
of one hour, with up to twelve players participating at any one t®mearrival

at the venue they hand over all of their personal ps&sesincluding bags,
wallets, mobile phones and keys, in exchange for a mobileale again a
PDA, a ritual that is intended to increase their sen$earticipation,
vulnerability, isolation and disconnection from the eveyydaperience of
being in the city. It is also to increase their dependemcéhe voice of the
game, Uncle Roy. Playeravetheir photograph taken while a performer briefs

them that their mission is to find Uncle Roy and expldiosv to use the
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mobile device. They are then led out into the city andrenteearby park, as

shown in figure 3-8.

Figure 3-8: A mobile player explores the park

The mobile experience then consists of four main compsnthe clue tralil,

collaboration with online players, the office and the limoesi

Clue trail: The device displays a mayf the area, with the mobile player’s
location indicated by an icon labelled “me”. The first task is to find a red
marker on this map, and to get to the physical locationitadicates. Once
the player is there, they declare their position to URclg by using the stylus
to drag the “me” icon to their current location on the map, and pressing the “I

am here” button, as shown in figure 3-9.

Whenever a mobile player declares their position in Way, they receive a
short text message from Uncle Roy, the voice of thpemeence, which
responds with a text clue as to where to go next. In thig mobile players
undertake a journey through the city, following a traictfes that lead them
through the park and onto the city streets in search of Uncla Rffice.
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FIHO THE BEHCH. CONHECTED

u FROM: UHCLE ROY
GOOD. | WAHT Y0U 70 WAL ARDS THE
MALL. WATCH A TOURIST HE ROAD AHD
FOLLOW THEH. THERE ARE SOME HIDDEH STEFS
AMOHG THE BUILDIHGS. % 0U HAWE 44 MIHUTES
REMAIHIHG.

THALNREN DUCK

| AF HERE
ROTATE MAF Z00M OUT
SEHD AUDID HELF

Figure 3-9 Map interface and red marker, left, a message from Uncle Roy, right

GET T THE QFFICE. COMHECTED GET TN THE OFFICE. COHHECTED

+ BILLYEBORE

| CAH GUIDE Y0U TO THE QFFICE! WILL YauU
FoLLOW HE®

TAF "SEND AUDIO" TO RECORD A REFLY
CLOSE MESSAGE

v

iaiipl) RECORDIHG RUDID
ROTATE MHAF Z00H Ut
SEHD AUDIO HELP

Figure 3-10: A message from an online player, left, recording a reply, right

A key feature of the experience is that the cluesivedefrom Uncle Roy are
deliberately designed to be ambiguous. Some are direct aifdl, usdile

others are misleading to the point of being mischievous, eagog mobile
players to follow diversions, drawing on the history of idteal environment,
implicating passers-by in the experience, heightening #wses of being

watched and also casting doubt on the intent and persooélitincle Roy,
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especially the extent to which he can be trusted. The myapf clues are
location-specific, in that they make the most sense if thelenplaiyer is in the
location that they refer to. All of the clues remind thebile player that they
have a limited amount of time to find Uncle Roy and tHais time is
decreasing, as shown in figure 3-9. If a mobile playes failfind the office in
the allotted time, then their device instructs them thair experience is over,

and that they should return to the venue.

Online players: Once they have reached the red marker in the park, mobile
players are able to see online players moving in the vidinal They are
indicated as icons on the map shown on the device. Onbryerglcan send
text messages to a mobile player, which appear on the PDA as shbgure
3-10. In return, mobile players can record and uploadmseeeond audio
messages for the online players to listen Io. this way a two-way
communication channel between mobile players and onlingersais
established, and the mobile player may attempt to ehishelp of an online
player in finding Uncle Roy’s office, if the online player knows where it is in

the city.

The Office: Eventually the clues and text messages lead mobileglay
Uncle Roy’s office, which is a dressed set at the centre of the game area. At
this point, the mobile device gives the mobile player a tiskgeshow of
instructions. They are asked to press a buzzer by the dooe twffite, and
when this opens, are told to step into the deserted offideasked to look
around. On a table in the office is a postcard with the question “when can you
begin to trust a strangérprinted on it. The mobile player is instructed to
answer this question by writing on the postcard, thenttm $he nearby chair

and to look up at a nearby camera and picture a strangerrimihdi

The limousine: After a few minutes the mobile player is asked to ledee
building and, taking their completed postcard with them, to inghe nearest
phone box outside. After a few minutes the phone rings, ancth@wveang it
the mobile player hears a voice instructing them t&wedund the corner and

to get into a waiting limousine, shown in figure 3-11.
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Figure 3-11: A mobile player approaches thlimousine

A performer enters the limousine beside the player asmddh pulls away to
begin a circuit that will terminate close to the venue whitle experience
started. During the ride, the performer asks the mobileeplayseries of
guestions about trust in strangers, and tells them tma¢wbere else in the
game another player is answering these same questib@gerformer asks if
the mobile player is willing to enter a year long contracthelp this other
player if ever called upon. If they agree, they are adtietheir address and
phone number. Finally, the car pulls up by a public post-boxtlaglayer is
asked to post their postcard to seal the contract, or not, if they are.unsur

3.3.2 Online Experience

As in Can You See Me Now? online plaggrarticipate in Uncle Roy All
Around You througha three-dimensional virtual model of the same city area
that mobile players are exploring. Online players visiweb site located at
www. uncleroyallaroundyou.co.uk where they can find out more information
and join the experience. Unlike mobile players, online p&ayeay play freely
whenever they wish while the experience is running. Asrbefthe online
experience is limited to twenty players at any one tene, again if the virtual
city is full then online players are held in a queueil untspace becomes

available.
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The online experience consists of five main componeis;virtual city,
searching for the office, collaboration with mobile plsyensidethe office

and an offline archive of commitments.

Virtual City: As in Can You See Me Now?, online players are dropped
randomly into a three-dimensional model of the real clisgugh which they
can navigate a walking avatar using their arrow keys. Again, tegliat with

other online players by sending global text messages.

Searching for the Office: The first mission for online players is to find Uncle
Roy’s office in the virtual city. The environment is populated with photograph
objects, which when approached display a photograph takee nedhcity at
the same location as the photograph object in theaVidity, as shown in
figure 3-12. Players search these objects until they findtlmaieis labelled as
Uncle Roy’s office, which reveals a photograph of the door to the office. Once
found, online players are instructed that they should remembdoc¢hion, as

shown in figure 3-13, as this information may be useful.

Message Street Player

Close Photo

Figure 3-12: Searching photographs of the city

Collaboration with Mobile Players: The online interface reveals a set of

cards that give details of the mobile players curremlythe experience,

including their name, gender and the photograph that was &khe start of
60



the experience. By selecting a card an online player ead private text
messages to an individual mobile player, and listen tor thest recently

uploaded audio message, enabling two-way communication.

u'vefound
to come h

tamsin : d 1 completely ignoring me
martmart

Figure 3-13: Finding Uncle Roy's office online

Message Street Player
—=-head to the phone box

illusion ; daniel is near booth

Figure 3-14: Directing a mobile player

As a mobile player moves the “me” icon on the mobile device, this estimated

position is revealed as a pulsing red sphere in the vicitglto indicate to

online players where the mobile player is. Whenever ailenplayer uses the
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“I am here” button, this red sphere representation is dramatically enhanced — a
large red sphere becomes visible and gradually shrinks dowthe new
position, and a sound is played. In later deployments o€&fperience, this
was replaced by a walking black avatar illuminated in a red cohirhght, as

shown in figure 3-14.

Using their knowledge of where the office is, and bjyofwing mobile players
through the virtual city, online players can assist a mobile playinding the
door in the real city. However, they may also choose to datiblgr mislead
the mobile player, or the directions that they give mayradrdt the route that

Uncle Roy’s clues on the mobile device are indicating.

Benford100

Figure 3-15: Making a commitmentin the office

Inside the Office: When a mobile player successfully reaches Uncle Roy’s

office, any online players that have located the office in thealicity, and are
in the immediate vicinity of the door are invited to joinrthéAt this point the
virtual city is hidden, and replaced by a live web-canfieea of the inside of
the real office, enabling the online player to see theilengidayer they have
been assisting for the first time, as shown in figure 3-1& dnline player is
asked the same questions that the mobile player wilskedain the limousine
via a series of dialogue boxes in the client. This includhesuestion of

whether the player is willing to commit to help a strarigerthe next year, in
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which case they enter their personal contact detailer Afey have done this,
the online player is given the choice of leaving the gameetoirning to the

virtual city to help another mobile player

Offline Archive: Having completed the experience, mobile players and online
players who made the commitment to help one another aexlpap and sent
each other’s contact details. The postcards filled in by mobile players in the

office are made available on the experience’s web-site, for both mobile players

and online players to browse, as shown in figure 3-16.

Tell me about someons from your past who never E s JUN m

leaves you

5
Aurzes (ooaaser NZ,

Ll Please go to the nearest
4 : phonebox and call the
Oovimunsa to fiuxt  phone number on the

back of your device.
X 4-k£ -
)

I 1 A 7 L
L JALOE S ‘,qu,j/ a3

ot e and

Figure 3-16: Viewing a completed postcard online

34 | Like Frank in Adelaide

The third and final mobile mixed-reality experience in segies of artistic
performances is | Like Frank in Adelaide. Again, it placesmimers of the
public on the streets as mobile players and online. Digawarallels with
Uncle Roy All Around You, players are searching for aidical characte
called Frank. The main objective of the experience isntgerder interaction
between the players, and artistically it draws upon tkemfidoss and absence,

as Frank is never found; he is permanently missing.
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| Like Frank in Adelaide was developed for and premieretha@tAdelaide
Fringe Festival, in March 2004, as part of the Adelaide ThinkeResidence
Programme. It was shown for ten days, during which the experiemacs
available for eight hours a day. Approximately 250 mobile plagecs 1000

online players took part in the experience.

3.4.1 Mobile Experience

Up to fifteen mobile players can participate in | Like Frank at amytone. As
with Uncle Roy All Around You, mobile players purchasdicket for the
experience, which lasts for up to an hour. On arrival @atvémue they again
hand over all of their personal possessions, but ths iinexchange for a 3G
mobile phone. A performer briefs the mobile player thatrtbeal is to find
Frank, and explains how to use the phone. They are #gtrout of the

building, and the performer indicates the correct directiondd béf in.

The mobile experience then consists of three main coemgs; the clue-trail,

finding postcards for online players and a final performance.

WELCOME T0 I LIKE FRAHR

CAHCEL

Figure 3-17 Mobile phone interface, left, 3G phone, right

Clue-trail: As in Uncle Roy All Around You, the mobile phone displaysapm

of the surrounding area, with crobsirs showing the mobile player’s last
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reported position. As thplayer walks, they are instructed to use the phone’s

joystick to move the cross-hairs to represent their movementgrareleasing
the joystick the map repositions itself to indicate theiwrposition with the
player once again at the centre, as shown in figure 3-17eAurallows the
player to zoom in or out of the map to see a wider anma t@ declare their

position to the system with an “I am here” button.

The first task for the mobile player is to find a red marke the map, and to
get to the physical location that it indicates. The redker is on the edge of a
university campus, leading into the centre of the city. As glayer walks

through the campus, they receive timed, introductory texsages from the

voice of the experience, which is not identified, descrilairrglationship with

Frank and how they need help from the mobile player in findimg

“Welcome to Adelaide. I'm happy that you could make it. [ want you to

help me find Frank. He was here at one time, with me.”

Having reached the red marker, the mobile player recédwdsclues as they
declare their posttion, indicating where to go next. As irclelrRoy All
Around You, the mobile player undertakes a journey foilhgwa trail of
location-based clues through the back streets of the Edtyh time the player
declares their position, they receive a new clue. Agaenclues are designed
to be ambiguous, and opento a range of interpretations, deschbingemory

of a similar journey undertaken with Frank:

’

“Frank never took education seriously. Get off the campus.’
“We toured the Grand Lodge, trying the handles of locked rooms.”

Finding postcards for online players:Once the mobile player reaches the red
marker, online players are revealed in the city as icons omdpe which move
as the online players explore the virtual city, and the legldayer is revealed
in the virtual city. Once within one hundred metres of anether, a mobile
player and an online player can communicate using tegsangees and short
audio recordings. When a text message is received froonbne player, it

appears as an alert on the mobile phone. The mobiermd&an ignore it or
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reply with an audio message, which causes the phomake a call to a voice
mail message, allowing the player to leave a fifteenmsaecording before

hanging up and returning to the map.

OMARSH 53 -
2‘:““ G

( ’7" ¥
i

Figure 3-18: A performer, right, makes a video calko amobile player, left

Online players approach the mobile player to enlist his or herirhelptaining
a physical postcard that is hidden somewhere in the rgal Tie mobile
player can choose to help in this task, but this may appdsa & odds with
their task to find Frank as the clues may lead in a diffedeection, and they
only have a limited amount of time. If the mobile plaggrees to help an
online player, the online player directs them to whaeg/tthink a postcard is
hidden— one of four locations; behind the bar in a pub, in a pool imaihe
saddlebags of two bikes chained at the end of an allegndyoutside a post
office. Having found a postcard, the online player gives the mobile plagir
postal address, which the mobile player then writes onptscard. The
mobile player is now free to continue the search for Kramarrying the

postcard.
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Final performance: The clue-trail eventually leads the mobile player south
through the city, on a route that avoids the main thorouglafad is peppered
with memories of Frank. The clues lead toward a particulza af town; a
secluded office complex called “Futurelands”. If the player does not reach
Futurelands in the allotted time then an alert infothesn that the experience
is over, and that they should return to the venue. Howe e imobile player
doesreach Futurelands in time, they receive a video call onmbleile phone
as they approach. Answering the phone the player carheaesdlves on the
screen, filmed by somebody they cannot see, hidden on thesidbeof the
road in Futurelands, as shown in figure 3-18. This video cathagle by a
performer, who instructs the mobile player to enter Fuaaad, showing them
where to go by pointing the camera on the calling molilenp towards the

entrance.

Still using the video call, the mobile player is instructedittd@wvn on a bench
in a leafy, paved courtyard. Once there, the performer hsks to answer the
guestion written on their postcard, or, if they did notemla postcard during
their journey, the question is asked personally. The quedsdicone of the

following:
“Is there someone who you saw briefly who you've never forgotten?”
“Who do you think of when you are alone?”

Having completed this interaction, the performer reads iptsbescribing his

last meeting with Frank, informing the mobile player tiwet performer is not
Frank, but in fact the voice of the experience that has $eeding clues. They
are then asked to leave their postcard on the benchpaadurn to the venue

to return their mobile phone, as the experience has been coanplete

3.4.2 Online Experience

Online players play in a virtual model of the city of Adelaids.wfith previous
experiences, this is a three-dimensional model of theacitessed via a web-
page, this time atvww.ilikefrank.com. Again, entry is controlled using
gueuing system, and the number of online players that can play @miburs

restricted to around twenty.
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The online experience consists of three main components; sgatbéivirtual
city, collaborating with mobile players to find a postcamd aa virtual

Futurelands sequence.

Searching the city:As in Can You See Me Now and Uncle Roy All Around
You, online players navigate a walking avatar through theavicily using
their arrow keys. As before, online players can communisdteone another
using text messages. Upon joining the experience, onlinerglagceive a
timed set of text messages, analogous to the messamgaged by the mobile
player at the beginning of their experience. These messggasexplain that
the online player should assist in the search for Fraltikgwgh this time the
messages indicate that the online player should find a plapiogn the virtual
city that marks an important place to Frank, and to find a molalgepto help

them find something at this location in the real city.

11 Online Players

Figure 3-19: Searching for a postcard online

As in Uncle Roy All Around You, the virtual city is popdalt with photo
objects, which the online player must search through as they expdospdce.
Entering one of these objects triggers the display of a photo fram the real
city streets, taken at the same location as the object irirtbal city, as shown

in figure 3-19. The online player must search through thgssographs
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looking for the photograph of the important location, whichrandomly
selected from the four pre-defined postcard locations. Whisnhas been
found, the online player is infored that this photograph shows a location in
which a physical postcard is hidden in. Next, the playansisucted to find a

mobile player to retrieve the postcard.
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tfathy © ok ill leave epetsterto it
then
Petar o i triad but they had no Juck
where i sent them
PetStarr :im daoing it nows

not me i could tny

; ronya and jack

Figure 3-21: Guiding a mobile player to a postcard
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Collaborating with mobile players: As in Uncle Roy All Around You,
mobile players are revealed in the virtual city as walkavatars, which move
when the mobile player updates their current position usiegnobile phone
interface. As before, cards displayed on the online interfacevide

information about mobile players currently taking part in ékperience, and
allow the online player to select one to communicate with. Mentioned
previously, the online player has to be within sight of a mobléger to be

able to send them a text message.

Having found their postcard in the virtual city, online playatgempt to
collaborate with a mobile player to find its physical egléwt in the real city.
They do this by leading the mobile player to the corredtion through their
movements, which are mirrored on the mobile player’s map, and by giving

directions with text messages, as shown in figures 3-20 and 3-2k édiect
location, the online player describes the scene showthenphotograph,
enabling the mobile player to retrieve the postcard. Oacedf the online
player gives the mobile player their address to write enpibstcard, which
theywill later receive in the post, complete with the mobile player’s answer to

the question written on it.

Virtual Futurelands: Having found a postcard, online players are free to
attempt to find another postcard in a different locatiortodnelp the mobile
player that they have been collaborating with in theircdedor Frank, by
offering advice and directions gleaned from the other photogrambedded in

the virtual city.

When the mobile player reaches the end of their experidme avatar leaves
the virtual city, and the following online player is giver thpportunity to
enter a virtual equivalent of Futurelands, as shown indi@i22. Here they
listen to a pre-recorded audio message that mirrorsettiethat the mobile

player is hearing live from the performer, before leaving the éeques.
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FUTURELANDS
| - Mikey

You made it. Come and find me at
Futurelands. I've marked this on your

map.

Figure 3-22: Finding Futurelands online

35 Savannah

The final mobile mixed-reality experience is Savannahedurcational game
for school children. The broad objective of the experiesde enable players
to learn about lion behaviour by appreciating the variogsirements and
priorities that lions have for their dag-day survival on a real savannabh,
including decisions regarding territory, shelter, food andexyatazards and

changing seasonal conditions.

As with the previous experiences, mobile players inhabimixed-reality
environment, exploring a virtual savannah area which is mappet real
school playing field. However, Savannah explores the corekpn online
player as a performer, analogous to Can You See Me Now?, in whichaday w
directed by performers as mobile players. In Savannah, thesee online
player, a school teacher who leads the mobile playessighrthe experience
from the classroom, with two specific missions intersperwith reflection

periods in which players return to the classroom to review ¢aelier actions.
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Savannah was developed in collaboration with Future Lz BBC Natural
History Unit and Mobile Bristol. It was presented to a setgroup of school
children in Bristol, 2003.

3.5.1 Mobile Experience

Groups of six school children take part in Savannah at a @81 mobile
players. The experience takes place on an open rectangdar &
approximately 100 by 400 metres in size, with no physical obstawile
markings. The boundaries of the game area, the four corners, iaegaddvith

flags.

The mobile experience consists of three main componamt&biting the

savannah, an exploratory mission and a survival mission.

WILDEBEEST

=

Figure 3-23 Savannah PDA interface
Inhabiting the savannah: Each child is equipped with a mobile devicea
PDA that is connected to a wireless network, headphonésténa to audio

media and a GPS receiver to track their movementsinnihe game area. As

players move within the physical environment, they also matign a virtual
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savannah environment that replaces the virtual city frdwn previous

experiences.

The virtual savannah is divided up into different spatial negitat reflect the
different kinds of environment that may be found in a reahisaah; grass,
marsh, rocks or a river, together with hazards, and dsithat could be prey
for lions. As mobile players explore these regions,tiooabased content is
displayed on their devices, representing ar’liosense of sound, sight and
smell. Sounds are played through the headphones to reprhsestrise of
sound, and images are displayed to represent sights and, sseedlsown in
figure 3-23. The device also displays the health of the liext messages
received from the online performer, and a function keydliatvs the lion to
scent mark or perform an attack.

Exploratory mission: The first mission is one of exploration and territory
marking. The mobile players begin with no knowledge of lthut of the
virtual savannah, and have ten minutes as a group to exgsonsuch of the
game area as possible, moving across the field and mgesdntent
accordingly. During this mission, players are able'socent me&k’ each new

area of content they encounter using the function key on theede

Hunting mission: The second mission focuses on hunting and survival, with
the mobile players collaborating to act as a pack of liotiserathan as
individuals. As they pass through the areas of contestodeéred in the
previous mission, they encounter new content to indicatedifferent animals

are now present, including a carcass, a young wildebeest, an old buffalo and an
elephant. The function key on the device now allows itiobile player to

attempt to‘attack the animal that they have encountered.

An attack on these animals may or may not be succe€&tdasses or small
animals only require one mobile player to eat, whereagidanimals require
several of the players to attack at the same timelltoakid some animals or
hazards may not be affected by any number of attacking plaAftes each
attack, the mobile players involved receive a text messdgeming them of

the result of the attack, and whether they have been successful.
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The goal of this mission is to keep tlen’s health level as high as possible, as
indicated by the device. A successful attack results @nlitm being able to
feed, and their health is increased accordingly. An unsuotesttack, or
venturing into an area that contains a hazard, results liothiesing health. In
this way, mobile players are encouraged to collaborate and pel@tiacks to

make sure that they are successful, as well as thinking di@oue hvironment.

3.5.2 Classroom Experience

In Savannah, a common online interface functions as both a tooéfeeather
to directly manipulate the mobile players’ experience, and as an interface for
reflection by the mobile players when they returnh® classroom after each

mission.

Content
Regions | Health

m I ——

To Elsa: Tou are getting hungry

Text
Messages

To Aslan: You are dangerously thirsty

| To Dandelion: You are getting hungry /

To Aslan: You are getting hungry

To Mufasa: Your attack on the Gazelle was successfull

Figure 3-24: Manipulation using the Den interface

Online manipulation: while the mobile players are out on the field, the
teacher guides the players through the experience. Unlikesiopse
experiences, this one online player is not embodied in thealisavannah;
instead they observe the virtual environment using an intekiaoen as the
Den interface, which is displayed on a large interactive wioterd. As shown

in figure 3-24 the Den interface reveals the current looatif the mobile
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players in the virtual savannah, gives a history of texdsanges players have
received and indicates the current health of each player.

The Den interface indicates when a mobile player had ti®e function key on
their device, and provides a list of possible messageswhiith to respond to
one, several or all of the mobile players. The online plagealso construct a
new message, which is then added to the list of dlailmessages for future
re-use. Finally, the interface allows the online playemanually adjust the

health of a mobile player, in response to their actions.

Your Bime 15 IMITed and you NBed 1o Bxpore

To: Lion 1 (8 1849)
Your ime is limited and you need to explore

To: Lion 5 {8 18:39)
You are in another pride's termtory

To: Lion 2(8.18.39)
You are in another pride's tamtory

To: Lion 1(818:39)
You are in another pride's temtory

-

__ RECORD

Figure 3-25: Reflection using the Den interface

The online player uses the Den interface to constogmagios for the mobile
players out on the field, and to shape their experiendas.ificludes reducing
the health of the lions and sending text messages tatadicat the lions are
thirsty and need to find an area with water, rewarding the fiomsuccessfully
attacking a feasible prey with an increase in healthpunishing them for
straying into the hazardous areas at the edge of the sdwvauith a reduction
in health and an appropriate text message.
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Classroom Reflection: After each mission, the mobile players return frdw t
playing field for a period of reflection on their actionsl ey the teacher. This
is again facilitated by the Den interface, which now reveals the players’ actions

in the previous mission, as shown in figure 3-25.

The Den interface shows historical trails of how thebile players moved
through the virtual savannah, indicating which contentsamere visited. It
also indicates key events; scent marking and attacking,henchdabile players
are encouraged to rationalise their actions and howhbégved tley related
to actual lion behaviour for example why attacking a young wildebeest was
realistic and therefore successful, and why attacking lephant was

unrealistic and consequently failed.

3.6 Summary of Requirements

Table 3-1 gives a summary of the key requirements effdkir experiences

described in this chapter, according to the fifteen categopresented in

chapter 2.
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TTike Frank X I XX XX X[X][|X XX
Savannah X [|X|XI|X|X X|X|X|X]|X X

Table 3-1 Summary of the four experiences and their requirements

3.7 Conclusions

This chapter has introduced the four mobile mixed-reaikperiences that
have been supported by the research presented in this; tGan You See Me
Now?, Uncle Roy All Around You, | Like Frank in Adelaide andv&nnah.
For each experience, this chapter has described the sencexperience for

both mobile and online players, and concluded with a summarthef
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functional requirements of the experiences for comparisontiode described

in chapter 2.

At this stage it is apparent that supporting the four eepees raises
significant challenges; both in terms of authoring and serviegldcation-
based content required for each experience, and orchestiaimxgeriences
in light of the emergent behaviour that can arise frangendering
collaboration and interaction between the two groups afgr$, and their use

of mobile technology out in the wild.

The next chapter continues with this theme in ordeutitnér consider how to
best support mobile mixed-reality experiences in geneegérlchapters will
describe how supportingf these four experiences raises particular challenges

that require the deployment of a number of dedicated tools and solutions

77



4 A Framework for Supporting Mobile Mixed-

Reality Experiences

4.1 Introduction

This chapter defines a framework for supporting mobile mieadity

experiences. Previous chapters have reviewed a remggensample of
mobile mixed-reality experiences, including four that heeen developed by
the author, and this chapter now uses this to draw out comagaiire ments

for supporting these experiences.

This chapter begins by classifying the reviewed mobile mixelityrea
experiences by genre, showing how each can be classlfiag a dimension
of participation that mixes performance and game play ostthets of a city,

and contrasts them with more conventional forms of performanceland p

Next, this chapter defines an orthogonal, second dimensisuppbrting tasks
— the activities required to support such experiencddat considers how
experiences are authored before they begin, and how they acisepr while

they are running. These two dimensions of participation apdosting tasks
define a framework that highlights how mobile mixed-reality exp®es draw
in elements of street theatre, conventional theatre, atemgames and role-
playing, and in turn show how this suggests that experiengesegarticular

support from new authoring and orchestration tools.

The next two chapters will examine these new challemgdetail, describing
how supporting the deployment of the four experiences ibescin chapter 3
has led to the development of significant new tools and sokitio support
authoring and orchestration. Chapter 7 describes the imple merdatimnfour
experiences, showing practically how support for authoring arttestation

fits into the wider system.

4.2 Forms of Participation

(Montola, 2005) considers how pervasive games attemptetak lout of the

traditional magic circle that specifies that gamespayed within a specified
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space and time and a strict social setting (Salen and &imamn, 2003). He
argues that pervasive games break these boundaries by beimilyspa
expansive- where a game is played in a city where the player may bheavea
of which locations constitute the game area, temporajhaesive— where a
game is played episodically or as part of everyday &f socially expansive
where bystanders and spectators may make a differeraebie unknowingly

involved in game play.

Genre Experiences

ARQuake, Botfighters, Catch Bob!, CitiTag, Human Pac-

Classic Games Man, Mogi, Pac-Manhattan, Pirates, Real Tournament,
Savannah
Big Urban Games Congwest, Go Game, Navigate the Streets, GeoCaching

Urban Explorations GeoTracing, GUIDE, MEE, Urban Tapestries, Riot! 1831

Seamful Games Treasure, Yoshi

Artistic Can You See Me Now?, Desert Rain, | Like Frank, Uncle
Performances Roy All Around You

Table 4-1: Defining expeliences by genre

Mobile mixed-reality experiences fit into this classifioatby expanding onto

the streets of the city in a number of ways, and creating foems of
participation. As demonstrated by Can You See Me Now?gleJURoy All
Around You and | Like Frank, artists are exploring gameperformance,
which mix elements of mobile game-play with conventionalgrerdénce and
new-media art. Experiences also combine game-pldy livé role-playing to
sipport free-play (Mandryk and Inkpen, 2001), giving players a wide agency to
define their own actions on the streets, and blurring the boiesdaetween a
fictional game and real life. By moving onto the stredtshe city, the very
nature of participation is changed, as players are tlmtesta public setting,

unwittingly performing for any spectators or bystanders, and poligntia
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crossing the boundaries of normal behaviour in a public setting (Beetfa.,

2006).

For the purposes of this thesis, we consider mobile mixelityr&xperiences

can be grouped according to a few broad genres, as shown in thble 4-

Classic Games:These are experiences that recreate the game-play o
an established computer game on the streets, asfeeexample, in
ARQuake and Human PacMan, or traditional playground gamses, a
seen in CitiTag and CatchBob!. These experiences involppinga
virtual game area to an area of the physical environmdmth is then
inhabited simultaneously by multiple players, mediated lay wf a
two-dimensional map or by a three-dimensional augme reedityr
overlay. Participation in these experiences is highly infledray the
game-play of the original game and by its adaptation fghysical
environment, typically relating movement in the physeavironment

to movement in the original game, or mixing role-play with

technologically mediated game mechanics.

Big Urban Games: These experiences are cross-media games that
focus on player improvisation and performance in order to provoke
interesting game-play which is orchestrated and judgedthey
organisers. Participation in Big Urban Games is often highlyalpc
expansive and involves elements of performance, often reguiri
players to interact with bystanders to complete a task, asrséee Go
Game, or involving highly visible activity in the city, as semn
Conqwest with players dragging large inflatable totemeuidin the

city.

Urban Explorations: These experiences focus on providing a single-
player experience for a mobile player moving through a dityese
experiences are largely driven by position-based game an@shin
that they are based around the exploration of pre-adthdrgital
content based on the player’s position in the physical environment.

Participation in these experiences focuses on a plagacting with
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static content rather than with other players, as seen in thengadkir
provided by the GUIDE system, or the media-rich environment of

Urban Tapestries.

e Seamful Games:These experiences involve game-play that directly
exploits the seams in mobile infrastructures, notably legse
networking in experiences such as Treasure and Yoshi. Segamals
are more spatially expansive than classic games as, theilggame
areas may be selected for having a rich and varied infciste
landscape, they can potentially be played anywhere, withratat
variations in the infrastructure providing the main dynamicefdgame

as players move through the city.

e Aftistic Performances: These experiences are primarily artistically
drive, primarily taking the form of events and performancearder to
be accessible to members of the public as engaging woeks. dihese
experiences combine many aspects of the other genrébcla Roy
All Around You and | Like Frank, players explore the @y in urban
explorations, but this is also combined with elements of gamespéh
as searching, collaborating or chasing, as seen in Can You See Me
Now?, and performance elements in the form of profeskiona
performers on the streets, interaction with bystandersstatit sets
such as Uncle Roy’s office, or those seen in Desert Rain. As a result,
participation in these experiences is a hybrid mixture ofspreted

game-play, and live, improvised performance.

Figure 4-1 shows how these genres and the experiencetedésn chapter 3
can be located along the dimension of ‘forms of participation’, and places them
alongside more traditional forms for comparison. Thisedigion ranges from
‘played’ — experienceshat are highly driven by game play, to ‘performed’ —

experiences that fundamentally revolve around performance.

Moving from ‘played’ to ‘performed’, conventional computer games are placed
at the played extreme of the dimension, as participation is fioextally based

on game-play, usually in a private setting. They do not wevperformance,
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and game-play is usually strictly limited to a prescribad supported set of
actions. Next, role-playing games are placed in the pilin@layed region of
the participation dimension, but begin to introduce elemenfsedbrmance;
they primarily involve interacting with game-mechanics, bub ailsvolve
players performing to one another to enhance a particulaassewith some
role-playing events spilling out onto the streets ofdityg as seen in (Jonsson
et al., 2006). Street theatre is placed in the primarily p@gdrregion of the
participation dimension, as it is performed in a settingt is deliberately
public, involving bystanders and passers-by, and dynamically iatggt
participation with an ad hoc audience. Finally, conventionatrinémplaced at
the performed extreme of the participation dimension, aarély involves
game-play for participants, and generally taking place Imgaly prescribed,
pre-scripted and deliberately and carefully framed mannerpgoad to the

well defined game-play of conventional computer games.

Figure 4-1 shows how the reviewed genres and the four erpes similarly
occupy the dimension of forms of participation. Clagsimnes, seamful games
and urban exploration experiences are all placed in e region of the
participation dimension, as they are based upon strong gameipifagnts and
interactions. Conversely, big urban games are placed towaedperformed
region of the dimension, as they are largely based upenspectacle of

performing unusual or unconventional acts in a public setting.

Artistic performances, particularly Can You See Me Now#®cle) Roy All
Around You and | Like Frank, have spanned the breadth ofltimension, as
participation encompasses strong elements of both gamegpidy rich
performance. For example, Can You See Me Now? is both playieayring
the chasing game-play of a conventional computer game,parformed—
professional actors drive the experience using theiremewits and vocal
performance over the live audio stream. Similarly, Unclg Rib Around You
and | Like Frank are both played; requiring interaction @odperation
between players to search for and achieve common goalssteetch further
into the performed end of this dimension; professional agb@rform rich,
carefully framed interactions with individual players alpidg dedicated sets

and props, such as the office and the limousine.
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Figure 4-1: Highlighting forms of participation
Finally, in the centre of the participation dimension,séitiperformances often
use the ambiguous and volatile mixture of play and perfocman the streets
as a game dynamic in itself;, for example by falsely ioging bystanders as
performers or by having performers apparently appear out of nowhesendi
players questioning the exact nature of their partioipath a performance, in
turn creating heightened game-play for players by pushmdadhindaries of

their own behaviour in publie taking postcards, approaching strangers and
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entering buildings they had no reason to be in, in the catmnade Roy All
Around You.

4.3 Supporting Tasks

The previous section suggests that participation in molrieed-reality
experiences fundamentally comprises of a variety of foohsgplay and
performance, with artistic performances such as Can You SeeoM®, NUncle
Roy All Around You and | Like Frank broadly spanning this disien.
However, in order to now consider how to support these varfmuss of
participation our framework must now be extended to includeecorsl
dimension of tasks that must occur prior to a mobile mieadity experience
taking place and those that must occur during a mobile mealtyr

experience.

4.3.1 Authoring and Improvisation Tasks

i
1
Authored |
1
Prior to an |
Experience Theatre — ' Computer
preparing Games —
performance authoring
play
Supportin
PPOMtiNG | Mobile Mixed-Reality =~ |- __ -
Tasks Experiences
Improvised Street Theatre Role- Playing —
During an — improvising i improvising
i |
Experience i performance : play
1
1
— Forms of participation EEEEE——
Performed Played

Figure 4-2: Supporting tasks

The orthogonal second dimension of the framework definegasks involved

in creating and operating a mobile mixed-reality experiences dimension
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ranges from tasks that involve ‘authoring prior to an experience’ — which
involves authoring content and framing the various componerteebet
begins, to ‘improvised during an experience’ — which involves using
improvisation as a means to react to events in an ongoidgdgmamic
experience. Figure 4-2 summarises how viewing this new diomied tasks
against the dimension of forms of participation suggestsatrix of four
overlapping areas that require attention, and are edoknoéd by one of the

four traditional forms highlighted earlier.

Before an experience can begin, its creators must consider twoiagittasks;
preparing the performance elements of the experience, and authorgagibe

play elements:

e Authoring Play: The first task is for experience creators to consider
how to author the game-play elements of the experieliue involves
authoring any location-based content that players intevilotas they
move through the city, for each physical space that ther@nce is
deployed in. This content may create a sophisticated nerréir
players to engage with, and also steers the movements aratiins
of players as the experience unfolds, as, for example, seentiaitlad
clues of Uncle Roy All Around You and | Like Frank. Finally, this task
involves designing, implementing and configuring the underlying game
mechanics of the experience, taking inspiration from eatiwnal
computer games. This involves defining how players interatt pre-
authored content and how it is delivered to them, how players
communicate and interact with one another; for exammectiasing
and catching mechanics of Can You See Me Now?, and how they
inhabit the mixed-reality environment using a variety of deviand
platforms; for example creating maps and virtual models ofhigsigal
space. This task both takes into account and is integratedamth

theatrical performance elements of the experience.

e Preparing Performance: Next, the creators of a mobile mixed-reality
experience must consider the performance elements @xperience,

as influenced by conventional theatre. This includes segpti
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performances by actors, for example the climactic interactitwelea a
performer and a player in the limousine in Uncle RoyAtbund You

and at Futurelands in | Like Frank. It also includes coositrg the
supporting sets and props for these performances, for exaingle
Roy’s office, and defining the processes that allow players to
participate and move through them to a sustained and ewriag
schedule. Finally, this task involves defining and scripting htawyegps

are inducted into the experience at the beginning, to carefully fraane th

experience in the appropriate manner.

During an experience, its creators must consider theabimprovisation in
shaping the experience as it unfolds, again by considering two tasksjelof

improvised performance and the role of improvised game-play:

e Improvising Performance: This task draws on street-theatre, allowing
the creators of an experience to manipulate it by impnmuyisie ments
of performance, in order to both heighten the experience for players
to respond to any unexpected occurrences that may threaten a player’s
engagement. Improvised performance on the streets may dorm
substantial creative element of an experience, as séganrnyou See
Me Now?; where mobile performers continually improvise audi
performance in response to the actions of online playeds their
experience of the changing physical environment. Conversely, and most
importantly, improvisation allows performance around failure;
intervening in a plyer’s experience in the event of the player or the
technology doing something unexpected. If a player becomégsofos
the mobile technology that they are using fails, or if thegrpret pre-
authored content in an unexpected manner, then performersisean
improvisation as a tool to react to this, injecting new cdrded using
live performance on-the-fly to get the player back onktrakhis is
especially important in experiences such as Uncle Roy All Arddanu
and | Like Frank that place players on the streets in an envirdnhatn
is rich with ambiguity and choiceto adhere to a strict schedule of pre-

authored performances and to keep players safe and engabqutewit
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authored content, performers must make constant use odvisgtion

to orchestrate the experience.

Improvising Play: The final task is how improvisation is used as a
mechanic to introduce dynamic game-play into an experibote by
players and performers, and particularly how this is infladnby
conventional role-playing games. A significant use for impseWi
gameplay is as a creative tool in the hands of an experience’s creator;

in much the same way as a games-master in a conve ntidsgliaying
game can take a basic scenario and improvise a rich andrémm
experience from it. Improvised game-play provides a mecimafds
creators to explore new game-mechanics as an immegggense to
the unfolding actions of players, as seen in Savannah; wheteatier
improvised high-level scenarios that built upon the basictiumality

of sending messages, receiving location-based content and & simp
health scale. This may be part of a strategy to rapidliopype game-
play before it is finally implemented in code, as part ofitarative
development process. Conversely, players in an experielbeplay to

a certain extent, and this is revealed in an individual’s particular playing
style. In Uncle Roy All Around You, online players can choose whethe
to play the role of a helper, and direct mobile playeractoieve their
goals, while others deliberately hinder. Others take it upemselves

to act as selfppointed ‘experts who explain how the experience
works to new players. Mobile players are free to intérposmtent in a
variety of ways, In Can You See Me Now?, online playans their
own strategies, either revelling in the thrill of theash and only
surviving in the experience for a short time before being seen, or
strategically moving through the city to obtain the highestescohis
emergent and improvised play has implications for otlaeskst
particularly aiding or complicating the performance taskinguthe

experience and adding extra considerations for authoring.
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4.3.2 Challenges Raised by the Framework

The framework of participation and supporting tasks shows that nrobaésl -
reality experiences, particularly artistic performanceaywdon elements of the
four areas of pre-authored theatrical performance and gdayeprior to an
experience, and improvised live performance and dynamic -gdanyed uring

an experience, as can be seen in each of the four experie ncegidnpiruthis

thesis.
i
1
Authored |
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Figure 4-3: Challenges raised by the framework

Figure 4-3 summarises how this framework raises partiaiiatlenges for

supporting mobile mixed-reality experiences with authoring and st@t®n:

e Authoring location-based content and configuration Chapter 2
showed that many mobile mixed-reality experiences involvatimo-
based content that is triggered by the movement of molalgers
through the city. This raises a significant challenge foinas, as they
must support an experience with large amounts of locdtased

content that is then delivered to players, and configure theriexce
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for each physical space in which it takes place. Thionbt forms the
basis of a suitable engaging and complex experience, butateadbe
structured to inherently steer the actions of playersomplement the

scripted performance in the experience.

Scripting performance and managing induction: Experiences that
are presented to the public as performances raiseenga#f for both
authoring and orchestration. Performance must be scripted an
managed in such a way that it can be integrated withttier oontent

or technological elements of an experience, particulabgnplayers
are inducted into it. A particular challenge for orchegtrafs to create
tools and processes that allow the flow of players through an emperi

to be managed, especially at critical performance junctuwesngure
that everything is working correctly and that everything iplace to

receive a new player.

Supporting monitoring and inte rvention on the streets:A significant
challenge for orchestrating a mobile mixed-reality exmpeseis to be
able to improvise performance in response to events and gossibl
failures on the streets and online. This requires the construdtioal®
and strategies to covertly monitor not only what playeesdaing, but
also what they have been doing and what they are likely to do,
particularly when players are moving in the physical emment and
only a partial picture of unfolding events is available. seguently,
this requires supporting tools that are able to manipulataedavidual
player’s experience and to intervene in a manner that minimises the

possibility of the player losing engagement.

Supporting role-play and improvised game mechanicsFinally, a
challenge for orchestration is to support emergent ganyetpiaugh
improvisation and role-play. Again, this involves supporting tdols
monitor and steer a player’s experience in direct response to their
actions, but also to create a framework that alloxgeEence creators
to manually operate the game mechanics of an experienceder to
explore and rapidly prototype new experience scenarios.
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While the distinction between authoring and orchestratiay be blurred by
making use of iterative authoring and participatory design processes during the
development of an experience, by addressing these fouefadl through the
creation of tools to support authoring and orchestration for usedleddre and
during an experience, experience creators should be aldeedte a rich,
engaging and, most importantly, sustainable and robust mobdked meality

experience for all players.

4.4 Conclusions

This chapter has presented a framework for supporting motled-reality
experiences, based on the experiences and related app$odéscribed in the
previous two chapters.

By classifying experiences by genre, it has argued tldtilenmixed-reality
experience comprise a wide spectrum of forms of partioipaincluding
elements of both performance and game-play on the swéeke city, and
placed these alongside more conventional forms such ast stiheatre,

conventional theatre, role-playing and computer games.

Next, this chapter has defined an orthogonal dimensioncthaprises of the
supporting tasks inherent in mobile mixed-reality experigngarticularly
authoring tasks that occur before an experience and improushtasks that
enable orchestration during an experience. This has alaw® highlight
particular challenges for supporting mobile mixed-readityperiences with
authoring and orchestration; how to support the authorinigaation-based
content, how to integrate scripted performance, how to monitbiirdervene

on the streets, and how to support improvisation as a core gamenmecha

The next two chapters will describe the processes and farodsipporting the
authoring and orchestration of mobile mixed-reality expegerin detail, and
how the construction of our four experiences has letheéodevelopment of
general solutions for each area. A final chapter describesphementation of
the four experiences, showing practically how authoring andestttion fits

in with, or imposes additional requirements on, the rest of equerience.
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5 Tools to Support Authoring

51 Introduction

Chapter 4 argued that content authoring plays a significdentimacreating a
mobile mixed-reality experience. This chapter now foceselow to support
the challenge of associating different kinds of complecation-based triggers
with areas of the physical environment, and quickly configurmgxperience
for each new location in which it is deployed. Drilling dowtoithis area, it
demonstrates the development and use of a new solatibims challenge,
before drawing out a set of general principles and comgwaelines for

authoring.

This chapter begins by reviewing existing authoring tools that suppatiolae
based content authoring; both those designed for mobile mizditlre
experiences and those from related areas, such as tonanomputer game
level and map design, and location-based services, in ordeghtght their

particular strengths and weaknesses.

In response to this, this chapter presents the ColourMaps system,taol for
authoring and configuring location-based mobile mixed-realkyeeences
that has been developed to support the four experiences desordtepter 3.
It examines the key innovations of the ColourMaps sysend shows how it
supports the authoring challenges raised during the devetpohehe four
experiences and by other mobile mixed-reality experierw@agdvolve around

location-based content.

Finally, this chapter summarises the design featurediatioms and possible
extensions of the ColourMaps system, and reflect on th@winnovations it

contributes fit can fit into a broader scope.

5.2 A Review of Existing Authoring Tools

As mobile mixed-reality experiences continue to grow in numbe rulaapy
and sophistication, there is arguably an equivalent inerégaghe need for
more powerful dedicated tools to support their authoring amdigeoation.

However, these tools should consider how to support compfeativa-based
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experiences and a range of associated configuration reguitgnnather than

just location-based content.

Conventional computer game development tools are widseéd to create
complex experiences for desktops and consoles, mainly focosiB® games
and addressing issues such as animation and modelling;ialriifite lligence,

scripting and level design. These tools are generally dee liopeonjunction

with a specific platform or engine with its associated strengthsveaknesses
in mind. Some mobile mixed-reality experience developerg,hay seen in
chapter 2, attempted to adopt these tools, for example by lesiel editors in

order to configure their experiences. Similarly, there idespread use of
Geographic Information Systems to design, collate andogsgidn-based data
for mobile applications, although again these may not nedgssave been

designed for the purpose of supporting mobile mixed-reality expess.

While tools to support the authoring of mobile mixed-reaitperiences may
draw upon elements of the tools described above, they should blepseive
from the ground up to deal with support for these expergroe example by
not just focusing on creating location-based content, butsaigporting rapid
configuration, artist-led development and operation, and cpdati mobile
traits. It is with this in mind that this section novaexnes a range of relevant

authoring tools and solutions.

5.2.1 Geographic Information Systems

Geographic Information Systems (GIS) are primarily glesd to manage data
that is spatially or geographically referenced to théhedrhey allow users to
create, annotate, manage and present large amounts of dat athus many
different fields. In the mobile field, GIS are commonly disa large-scale
deployments of location-based services by mobile telephonmtope In
terms of content provision to users, GIS provide accessldoge amount of
location-based data, for example satellite imagery aads; combined with
information such as street names, or the locations of desenihis data is
referenced geo-spatially, allowing a user to query the@systith their current

location and gain access to the relevant information, llyspeesented in a
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lightweight format that can be displayed on a mobile deviogittnin a web-

browser.

The use of GIS in this area is becoming more widespreddtigt increase of
sophisticated mobile devices and high-speed mobile networks, mathy

mobile operators providing services that allow their ugersccess useful
information based on the automatically reported position of thelrile phone.

Similarly, web-service providers such as Google support adoeheir online

GIS suite from mobile browsers, providing map data combinitl business
and street directories and geo-coding functionality througlog® Local

(Google, 2007).

Figure 5-1: ArcGIS desktop authoring

For content or data authors, GIS provide suites of dedicated and potwetsul
for inputting and manipulating the large amounts of datalved ESRI, one
of the more established commercial GIS developers, aweuced the
ArcGIS (ESRI, 2000) suite of tools that support data authommgl

manipulation, as well as geo-statistical and topologinalyais. As with many
GIS, data may take the form of raster images suchmaps or aerial
photographs, or vector geometries representing roads or kmbedaries, as
shown in figure 5-1. GIS authoring systems aim to easeirtieedonsuming
task of preparing data from a large number of sources ®rwithin the

application.
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GIS are often developed around a geo-database, which gressator or
numerical data to an application in response to a spatelygfor both
authoring and runtime uses. For example, a spatially enabtgolbda such as
PostgreSQL (PostgreSQL, 1996) with PostGIS extensions (Refrac
Research, 2005) may be queried for environmental data for a lgiwation,
which can then be rendered as part of an authoring or analyglication, or
for an enduser’s mobile device. High-end GIS such as ArcGIS server allow
developers to extend the functionality of authoring tools pmmgnatically in

order to create new applications.

The fundamental functional requirements of a GIS have batagorised by
(Rhind et al., 1988) as being data input and encoding, data manipdaiio
data management; and supporting retrieval, analysis, repatiesea and
presentation. However, while many GIS provide powerful supparthese
requirements, their complex nature is targeted spelyfiaa the provision of
location-based information. While the introduction of simpleveloper
interfaces has allowed experience developers to make uspulmicly

accessible systems such as Google Earth and Google Maps ia@mpmisuch
as GeoTracing, GIS systems do not inherently support the ooor@lex
narrative structures of many mobile mixed-reality expe&esn of which
location-based content is just one part. GIS may formgiafiture suites of
authoring tools, but they do not constitute tools for authonmged-reality

experiences in and of themselves.

5.2.2 Game Engine Authoring Tools

Typically creating a computer game involves creating a gamggne, which
delivers the experience to the player, and the subseguoagntlation of the
engine with supporting assets which describe the environme nththatiayer
inhabits, any artefacts that they may interact with amgpts that define the

narrative of the game.

Early computer games involved much of this asset creatoncontent

authoring, being undertakery the game’s programmer. However, as games

have grown in size and complexity game development aoiep have taken

to creating dedicated tools to allow dedicated asset authpoptdate a game
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with terrain, models, animations, sound and scripts. As wi8, @& is
interesting to review game authoring tools to see if thexeaay features or

requirements that are relevant to mobile mixed-reality e xpezse

- Hanass ~fdm_caiousol. i - Teatuied Shaded] =I5
@ (4 View Toos Wrdor Meb NETES)

&“ ‘ "“‘0$ @B % N T SR w2 [0 BRSO BE ™ v
— . A e X

Figure 5-2: Editing alevel in Valve Hammer

Half-Life 2 is one of several first-person-shooter (Fg&mes built using the
modern Source game engine (Valve Corporation, 2004). The credtdesf-
Life 2 and Source released an editing package, Valve Hanamgliov the
games community to construct their own levels for the stargiamg, and also
to create new games by making modifications, or “mods”. The editing package
allows users to create new levels by using a 3D level edgoshown in figure
5-2, allowing the construction and texturing of the polydasteuctures that
define the terrain, placement of in-game objects and mdsdcscripting to
define how the objects behave. Valve Hammer follows a tr@hdame
developers to release their in-house toelsARQuake, described in the
literature review, was a modification to the Quake engin&gitiware, 1999),
with a level created in Quake Radiant, the Quake equivaléralgé Hammer.
Such game engines also allow other assets such as tehamaadels and
animations to be created using dedicated three-dimensionntatthoring
packages, for example 3ds Max (Autodesk, 2007), Maya (Autodesk, 2006),
and Sketchup (@ Last, 2000).
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It takes a large amount of technical skill and knowledgeatithor an
environment or game level using a tool as described abovethsitimterface
taking time to understand and to become fluently used. Authaust
understand the capabilities, strengths and weaknestbe ghme engine that
they are designing for in order to create a functioning andhealidevel; for
example, by understanding that many complex structureyroe sdvanced

game logic, may be beyonbk engine’s capabilities.

Attempting to appropriate these tools for authoring content faixad-reality
experience may not be the most pragmatic choice. While the oalnganent
of a mixed-reality experience may draw many parallels withR® in terms of
appearance, the mobile component has very differentresgemts. ARQuake
was able to use Quake Radiant as the experience itself vk drashe Quake
engine, and was primarily visual in nature, taking full advantd tjeeoe xisting
engine. However, an experience that is fundamentally basedkbonateative s
or other structures than a visual environment requires that thebe fmcts of
the authoring tool something that is a supporting aspect of a game engine
rather than the core paradigm. Similarly, game engine tools adesigned to
support the physicality of a mobile mixed-reality expace, including the
irregular nature of physical terrain, and the need tadha@mnd easily create

new ‘levels’ for new locations.

In contrast, many of the mobile mixed-reality experieribas were reviewed

in chapter 2 consider the playing environment to be a two-diowalsspace,
with most being played in an outdoor space that does not use the player’s
elevation as a degree of freedom. For this reason,ntesesting to consider
older, two-dimensional computer game level design toolstHerr spatial
authoring capabilities- in some respects these can be viewed as being the
opposite of high-powered GIS tools as they provide simple, masige and
lightweight authoring functionality. Secondly, some of the erpees

described previously are recreations of classic, two-dimersioccade games.

Classic tile-based games are often released withdhairediting tools, or use
simple, readable, text-based level formats that alfplayers to directly

manipulate levels and rapidly review the results in ey
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Figure 5-3: XPilot, left, editing a level with Notepad, right

Figure 5-3 shows XPilot (Stabell and Schouten, 1991), an exahpaleile-
based game. The player controls a spddgs flight around a two-
dimensional terrain built from tiles. Levels are saved readable text format,
and as such can be viewe@nd more importantly created and editedsing a
plain-text editing application such as Notepad. Differégkt characters
represent different tiles within the game, and the spatial layabhéea@haracters
in the file represents the spatial layout of the lietself. The text file also
contains meta-information that is loaded with the levelhsgthe number of

enemies that will also be present in the level.

Figure 5-4: Repton, left, painting a new level, right

Figure 5-4 shows Repton 3 (Superior Software, 1985), anothgrtéa based

game, that this time is distributed with a built in legdlting application. All
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tiles are the same size, representing the player, menstalls and other
objects. The application allows the user to draw regions ofaslegith a brush
in a paint package, although they are limited in the compleitstructures

that can be built as all tiles have the same fixed dimension.

As with GIS tools, it can be seen that game-engine design tools are abtesuit
as the sole authoring tool for a mixed-reality expegendowever some
techniques, particularly the simple authoring techniquas two-dimensional

tile based games, may prove useful in a mobile mixedtyealthoring tool.

5.2.3 Context Aware Systems

As described in chapter 2, there are several experiendesathde defined as
making use of context aware systems, for example tlmadenere developed
using the Mobile Experience Engine framework. Context awarmputing
devices react to their changing environment in an intelligeay 8o as to
enhance the computing environment of the user (Schilit.etl@®4). These
systems are often used to support mobile experiences, altrdaughot
necessarily focus directly on the challenges of providomplex location-

based content to users.

The Stick-e Note Architecture (Pascoe, 1997) allows useleat@ electronic
post-it notes tied to a certain location, the display otwhs triggered when a
user returns to that area within a given context, for exadggending on what
time it is, who they are with or what they are deemed taddeg. The
architecture allows a variety of media to be assocmiéiadl a note, including

text and richer media such as video.

Authors create Stick-e Note applications using a hierarcadigdr that defines
individual notes as objects which are then linked grapliieath other objects
that represent trigger conditions, such as an object dhatks who the
triggering user is with. The authors describe an examgplelication that
displays relevant information as a user moves arourictkaet park, which
operates by defining rectangular region objects and having the sygger i

piece of content when the user’s location is reported as being within the
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rectangle. If the author wishes, the interface can be extendgdpmmatically

to allow these rectangles to be authored in a more practical manner.

[ CorscxPrctotyping vmumtierace SLE
157 Acwry Situation Actians
| Y thesrmormuter
=3 iceray Inputs That Match Outputs That Match
| Dperson
3 Localion 'J):\‘a.'m
D) Location (PlacaiPerson) ﬁ)} [ I l
= time * | -y
D) rime ot Day
| o % v
gt | Gt | ok | o
Name: person
Cotenory: Identity Inputs That Match aRule \Bat
Typez stying o Prototype
St none = I . Firhaie,
Nst: [ - ‘ e -
tcon: S ! = Norh Gate Hall
\ A; b
s -
S ' —
P 3

Figure 5-5: The iCAP editor

ICAP (Sohn and Dey, 2003) is a similar system that suppbesrdpid
prototyping of context aware applications. The focus of tygesn is to
sipport authors in creating applications without having to write codeppast
mobile devices and input sensors, instead using an editothorahe actions
of the application. Figure 5-5 shows the ICAP editor. Usingketching
paradigm, authors instantiate input and output devices, andtherk with
simple interaction rules. Inputs are identified as beihgre of four context
types; activity, identity, location and time; whereas atgpmay be a discrete

binary or a continuous display.

Notably, ICAP provides a testing mode that simulates the outpatb$ensors
within the editor, allowing the author to test rules and ldigp While the

sensor simulation may not truly reflect the potentially vesgiable output of
real sensors, it allows the author to rapidly assdwther their construction is

feasible or operating in approximately the correct manner.

5.2.4 Topiary

Topiary (Li et al., 2004) is a tool for prototyping locatiorséd experiences.

The authors state that it currently requires a highllef/eechnical expertise to

99



build location-based experiences, in turn making it hard to fym#oand test

new designs.
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Figure 5-6: Topiary authoring map
Topiary provides a map interface that shows the location ddedaglayers and
other artefacts, shown in figure 5-6. Authors then anndteemap to create
location-contexts, for example a user being in a cettaiation with another
user. These scenarios trigger other storyboarded conté miatinde displayed
on a mobile device. Finally, as with ICAP, an application lsariested within
Topiary using the testing interface which displays bothcth&ent that would
be seen on the mobile device and a Wizard of Oz overview of the environment

that allows the author to fake sensor input, such as position data.

5.2.5 Mediascapes

Mediascapes (Hull et al.,, 2004) is a framework for creatindiareriented,
location-based mobile applications. Mediascapes providesualvauthoring
environment for defining location-based media triggers supportecarby
extensible scripting language, and a run-time client. Asritbestcin chapter 2,

the Mediascapes framework was used to create the Riot! 1831 experienc
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Figure 5-7: Authoring regions in Mediascapes

Figure 5-7 shows the Mediascapes authoring environment, whimhisaéin
author to define primitive regions that trigger media omeabile client.
Authors can specifically define the behaviour of how meslitiggered on a
mobile device as a player moves in and out of these regions. &theddape is
exported as an XML file and can then be loaded by the run-time appicati

a mobile device- although the authors suggest that the file can be usedyby a

application that can read the Mediascapes format.

The Mediascapes authoring environment imports a map imageh vehused
as a background for authoring against using vector shapedodireupports
primitive shapes as trigger regions; circles, rectanglesfraathand polygons
may all be drawn, scaled and rotated, and shapes magpmpverhllow two
triggers to operate concurrently. However, it does not suppore rioe-

grained raster authoring. Authors then use the scripting langualgdine how
the trigger regions respond to position events generated player; the
scripting language allows complex language to be embedded waitinigger

and to call application-specific logic within the mobilkent if it has been
extended by the author. The authoring environment provides foattyothat

allows the author to test their work as they design it, by triggeeigigms as if

with real position data.
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Notably, a simplified version of the Mediascapes frameviak been publicly
released for non-commercial use to allow more usersréate their own

location-based experiences. The release consiste @futinoring package and

the basic mobile rutime application. Create-a-Scape (Futurelab, 2007) has

been set up to encourage the education sector to make usesgétdm as part

of learning experiences.

5.2.6 Activity Zones

Activity Zones (Koile et al., 2003) is a tookit that hasre similarities to the
Mediascapes framework. Again, it is a toolkit for creatiogation-based
experiences, based on marking physical regions within an emanat. An
Activity Zone is described as an area of specific agtiiir examplea room,
arrangement of furniture or doorway, and the system is plynfacused on
supporting domestic applications regarding these areasseTheeas are

identified using video analysis techniques on collected footage.

The Activity Zones tool requires the author to label and agdeethe reported
regions by creating an encompassing primitive vector shagse in
Mediascapes. These shapes are saved as a set of cosraliithie an XML
file. Next, the author defines a set of context rules, using a simplel@scode
language, that define how a set of output devices reaath&we users are
within the environment and in relation to the regions; te éxtent the system

is similar to the other context aware systems describedrearlie

5.2.7 Summary of Existing Tools

To summarise this section, the authoring tools and systems descihethea
their own associated strengths and weaknesses for use wimixed-reality

experience.

GIS are powerful, industry standard systems for managimg lamounts of
location-based data. Their ability to combine raster aedtor modes is
important for selecting the most appropriate format for @rgidata type.
However, their primary focus is data managemettiere is little support for

how this data can be used in a complex narrative experience.



Similarly, game engine design tools are specifically geared towardsl img a
rich, visual experience for the game player. While soareegengines may be
adapted by mixed-reality experience authors, this may meottHe most
appropriate solution. Two-dimensional or tile-based gamesevewstrongly
support simple, intuitive, visual formats that can be rgadsed by players in

creating their own game levels.

A common factor between context-aware and other mobilgergnce
frameworks such as Activity Zones, Topiary and Mediascapaesnghey seek
to support authoring through defining spatial regions, or zones, @ t
associate content or media triggers with them. Expes@nceated with these
tools historically appear to be relatively simple, smallescal one-off
installations. A possible criticism is that they hamet yet been used to
construct complex narrative experiences by non-developeafthough the
Mediascapes framework is moving in this direction. This p@tn raises
additional requirements in terms of the pragmatic usglalitd simplicity of

the tools for mobile mixed-reality experience authors, ratlaar developers.

5.3 ColourMaps

This chapter presents the ColourMaps system, an authorihghédcaims to
support the authoring and location-based content provisiomreggents of
mobile mixed-reality experiences discussed in chapter 4. blourMaps
system was developed and tested tteratively alongside ourefperiences,
and supports a critical element of each experiencs.dtsignificant departure
from other approaches as it aims to pragmatically suppate b authoring

through the use of familiar, simple and flexible means.

This section will describe the key innovations of thec@dWaps system, and
for each one describe how it successfully supported one or empegiences.

The next section will then generalise these innovatowsthe lessons learnt.

5.3.1 Principles of ColourMaps

During the initial prototyping phases of the early expemsn location-based
content was configured and served to players by defining simpdular

triggers generated from a single position and an assocmtiéds stored in a
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text file. On entering a trigger, an associated piece atecd was given to the
player. While this functionality had the benefit of beingplemented quickly,

it became apparent that the artists had difficulty configurcontent that
accurately reflected their vision for the experience,iqagrly the inability to
configure content triggers that encompassed more complex spaces nyie

a street corner or a narrow alleyway, the inability to get a serseoview of
the configured content as the definitions merely consisted of a list of GPS
coordinates, and the inability to easily move content thatpotentially placed
incorrectly.

As the name suggests, the principle of ColourMaps isaligsigner creates
and configures a location-based experience by colouring @averap. This
concept was inspired by the model of creating levels thrquaghting as
described for tile-based games in a previous section. Thioagprwas
originally chosen for the following reasons, highlighted duringlyea

prototypes:

e Simplicity: the need to provide experience authors with a
straightforward approach to creating content that could bdyeas

understood and applied by a non-developer.

e Familiar skills and tools: the need for designers, in our case
specifically professional performance artists, to be ahemploy their
existing skills and to work with familiar and preferred toofsr
example standard image editing packages such as Photdsdmipe (
Systems, 2007b).

e Flexibility: the need to enable maximum flexibility in terms of defining
different kinds of content, and precisely matching this atnte
complex urban spaces, without restricting the author to preqegsba

levels of detail.

A ColourMap is an image where the colour of each pixel repteske identity
of a piece of content to be used in a location-based experi The image is

geo-referenced so that pixels represent location, ag oap. Authors map
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colours to content using a simple meta-data format, or makeof pre-

programmed functionality within the system.

A ColourMap can be created using any paint package, and sangdusss-
less compression format, for example GIF or PNG, to presthe original
colours and shape definition. This gives the author drectrol over the
spatial layout of content within the system. ColourMaps allow titleoa to use
a paint package with an intuitive paradigm that is famibathem; the results

of which can be fed directly into the system supporting the experience

Once created, a ColourMap is loaded into the system supportingbae
mixed-reality experience where it is used to directiwesecontent to players.
As a player moves in the physical environment they afgove in the
ColourMap landscape. The ColourMap is then sampled to fiedcolour of
the pixel atthe player’s location in a process analogous to the eye-dropper tool
in Photoshop, retrieving a unique RGB value to be used as an inddigstmbf
text or other media content to be triggered. The Colourbapem can also
perform movement operations depending on the sample colbumay search
for the nearest pixel that is the same colour astteeit has found, or search
for the nearest different colour. The location of this poan then be used as a

content index as before.

As described in the previous section, many existing locdtased or mobile
authoring tools are based around the creation of vectortjwes)i whereas a
standard image editing or drawing package allows the mixingagiér and
vector functions when creating shapes, or in this casebrtgions. GIS, on
the other hand, allow the combination of raster and vector authoasgioted
by (Winter, 1998) who argues that this combination enhances atitegrand
data fusion. This is powerful, as vector shapes can be drawn aral regichly,
while raster shapes allow the fine tuning of individual pixels. TEhisr feature
is particularly important. When authoring game levels, tasimon to draw
polygonal, regular or predefined structures whereas freehamnindras
unusual. However, while some cities have a regular grid stru¢heenajority
do not. Supporting freehand drawn raster shapes for triggaldesran author

to precisely match content to the physical form of a egamea, accurately
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filling areas and avoiding problems with using regular shapas do not

properly tessellate or fit the features of the physical space.

Furthermore, when a vector shape or a trigger is created in antiomzé map,
it becomes a unique object in the system. By using a cotap i is possible
to have disjoint areas representing the same piecertént by colouring the
separated zones in the same colour. The pixels do not imlyei@m a group
or an object unless the system is made to specifically bokdjacent pixels

and process them accordingly.

Using a high colour depth gives the designer the opportunity for severalmilli
uniquely coloured pixels and thus an equivalent number of corggiuns.
However, by using a smaller number of distinct colours fitossible to easily
see the changes between different regions on the mamyitbe hard for an
author to visualize a list of numerical positions represgntihe positions of
content regions without creating a dedicated visualizadibwhere they lie.
With a ColourMap, the visualization and the definitiontlsd content are the
same, and as such may be used for authoring, content proatsioin-time,

and orchestration tools.

5.3.2 Start Positions

A key requirement of mobile mixed-reality experiences tige rapid
configuration of discrete positions in the game area. T¢tesde used by the
game engine to configure where objects, players or key positions aratiorrel
to the physical space. These start positions are loaded fronoarkap when

the game engine is started.

Start positions are drawn on a physical map of the ganea in a specific
colour, as shown in figure 5-8, and all start positionsaagiven ColourMap
represent the same feature within the system; for pkapositions where
online players enter the virtual space are all colourethlue. The system
searches for all pixels that are this colour on@ledourMap and stores their
coordinates. When a start position is requested the systteets one of these

positions at random to be the starting position for that player.
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Locations can be weighted to increase their probabilityetsfcsion simply by
colouring in a larger number of pixels in that area. $tat position turns out
to be in a bad position, for example too far away from thi igame area, it
can be removed by erasing the relevant coloured pixels. g Isignificantly

easier for the author to use than entering a list of coordinatae asstribution
of positions can be immediately viewed. As only pixels ofréagecolour are

registered, the remainder of the map can remain intaztvésual reference for

the author.
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Figure 5-8: Authoring start positions

Start position ColourMaps are used to configure starting pasitior online
players in Can You See Me Now?, Uncle Roy All Around Yand | Like
Frank. They are also used to configure the positions ofrdae markers in
Uncle Roy. This feature has proved especially valuableain ¥ou See Me
Now?, where online player start positions must be reconfiguredaich new

location, and potentially during the experience to achibeedesired spatial

balance of new players.

5.3.3 GPS Filtering
ColourMaps provide a mechanism for filtering GPS posttion updatesriove

invalid reports by finding the nearest pixel of a certaofoer to a given

position.
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The author creates a layer of colour over the mapeophysical game area to
indicate areas where a GPS unit would not theoreticallglde to report a
valid position, for example inside buildings or on areas /ey water.
When a position update is sent from a mobile device teysiem, it looks up
the colour of the pixel at that position on a ColourMighe colour is black
(the default colour for an inaccessible region) thenstystem will select the
nearest pixel that is any other colour. This new posiisoassumed to be a
more valid position for the GPS unit to be in; as such it is tegdo the rest of
the game engine. Figure 5-9 shows an incorrectly reportedguogigide a

building with the filtered, more plausible, location.

Filtered
Position

Original Map
Image

Figure 5-9: A GPS filtering ColourMap

This GPS ColourMap is produced by vector tracing an aerial plapto@f the
game area to include obstructing features and landmarksasublildings,
roads and water. Photoshop is then used to colour in@#lffl areas in black
before the ColourMap is converted to a raster image areblsd he author
may also fine tune the raster image to accurately map boesdagain, the
ColourMap system in this case only registers black pixelaning that the

original map may remain intact on the final image, aifigMaultfinding and
further alterations.
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ColourMaps are used heavily to filter GPS data in Can YeauNe Now?. In
this case, the GPS receiver provides a position update fomabde player
once a second. The avatar that represents the mobyer piathe online city
moves continuously between the positions reported by thedstas, with an
appropriate running animation. Invalid GPS data due to poor or tegflec
signals would cause the avatar to appear to run through Isoilidings or
across areas of water, breaking the fiction of the glmeany online players
that may view the event. The ColourMap provides a means to thete
problems from the online player, while both the original &ltelred positions
are revealed to the mobile player; allowing them to aleir movement
accordingly, knowing that it is the filtered position thadtt@rs when catching

an online player during a successful game.

Finally, as with start positions, the ColourMap can be kipiauthored for
each new location that Can You See Me Now? visits, aag Ibe rapidly
updated to exclude areas that provide poor GPS reception andl si®

considered “out ofbounds” by the system.

5.3.4 Clue Trails

A core feature of the ColourMaps system is its abititgerve location-based
content to mobile players in mobile mixed-reality experiembasinvolve non-

linear narratives.

Mobile players report their positions using GPS as in Caun See Me Now?
and Savannah, or self-reported positioning as in Uncle Roy wlud You

and | Like Frank. In return each receives one of a numbpieoés of content,
either a text clue or the filename of a piece of medibe displayed. A major
requirement of our mobile mixed-reality experiences isdheduthor is able to
configure a specific and detailed clue trail, or set of tdues or media, for
each city that the experience is deployed in. This remeirg is fulfilled using

ColourMaps.

A ColourMap is used to define a non-linear set of clueshvare served ta

mobile player based on his or her location. The clues dieedein a simple



XML format, with each clue consisting of several potential textgsrand tags
defining the RGB value of the colour that will trigger it.

A Mobile Player reports
their position

I A HERE

The corresponding ColourMap A clue is refrieved using the

pixel is sampled pixel's colour

<id=19</id=

=192/

<g=0</g>

<h=192</h=

=zmessage=Look for a woman w
zmessage=Use your intuition tg
|  from here...</message=
<message>She's gone: head to
biolues

rolues

<id=16</id>

wrx0=/r=

=g=0</g>

FROM: UNCLE ROY

The clue is sent to o0 HOT G0 MEAR THE GRASS - PALESTIHIAH
the player’s device

CHILOREH PLAYING. %0U HAYE 43 HINUTES
REMAINIHG,

Figure 5-10: Serving clues with a ColourMap

As a mobile player moves their position is reported to theesysthich in turn
places them appropriately on the ColourMap. As with theS GiRering

ColourMap, the system samples the colour of the poxelthe ColourMap
corresponding to this reported position. This value is then asea key to
retrieve the set of clues defined for that particular colour regiochthe correct

clue is displayed on the mobile player’s device. If a colour is not found, then a
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sufficiently generic default clue is returned implying thag player is in an

unknown area:

“I cannot guide you out here. You have got lost. Go back the

way you came”’

This process of triggering a trail of clues is shown in &gbir10. In this way,

the mobile player follows a trail of clues through the gama.are

As with a normal map, a ColourMap can be based on an aybitra
transformation to the physical space it representamaif represent a space a
few hundred metres across or a few hundred kilometres afassYou See
Me Now?, Uncle Roy All Around You and | Like Frank use @oMaps that
are built on top of an aerial photograph where one pixel of the inrepgesents
one square metre of real space, and so there is an obvious mappirentieeve
ColourMap space and physical space. However, Savannah sdptay a
school playing field with few physical landmarks. In thiseathie supporting
ColourMaps are designed with unit dimensions, and then a transfapplisd

to scale and rotate this to map to an arbitrary rectangudgeson the playing
field, which is marked using flags. In this sense, ColourMapsbe created
either using a physical map as a template for laying beitclues, or the
physical space can be marked to represent the space th&oftherMap

defines.

The following sections will describe how these concepte heen extended to
create a more sophisticated system, and how authorsalsariaps in this

manner to create a mixed-reality experience.

5.3.5 Authoring Layers and Ideal Routes

When authoring the clue content for a new mixed-re&iyerience, or the
redeployment of an existing system, the beginnings of the ahaewritten as
the author walks the game area, based on their immenigressions and
thoughts. An initial version of the content is authored basedhese walks,
before being tested and refined as an iterative authoring proddse
ColourMaps system was extended to support this process of first @mmofte

planned game area before beginning to author content against it.
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The author begins to create the content system using acphysap of the
game area as a baSéhey mark ideal start and end points for a mobile player’s

experience based on the location of the hosting venuegwhebile players
begin, and the end of the game; for example “Uncle Roy’s office”. The next

task is to draw several ideal routes through the city linkinege points in an
interesting manner. Ideally these routes will be separaté&ddp players apart
from one another for the majority of the experience. Ideaésoaihd key points
within the game area are drawn onto the map of the gaezein Photoshop,

with each new section of content added as a new layer.
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Figure 5-11: Game area and start positions, top left, ideal routes, top right, addirregions, bottom
left, finished ColourMap, bottom right

The author can now work on painting the areas with colourwhétrigger
each clue. As each new colour is defined and used, they assbwih a clue
in the XML file. The ideal route is painted with the aadmf a clue that will
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move the mobile player further along the route, with awljgi areas coloured
to push the player back onto the route should they straginAdayers and
transparency within Photoshop or a similar package allow whi®mmlato see
other relevant content, such as the underlying map of the phygitme area

and the ideal routes.

Concentric rings of clues and colour are constructed tsviie edges of the
game area; as the mobile player moves further away fhendesired area of
play the clues are structured to become more forceful in driving algemback

in the right direction:
“You have come the wrong way. Head towards Pall Mall.
“The police officer was firm but polite: Not this way, today.

Figure 5-11 shows the various layers being used during the wotwstrof the
ColourMap, in order to show as much useful data as possible. Wherttibe au
has produced the ColourMap, the guide layers of the map, asutie ideal
routes and physical map, are rendered invisible, leaving onlfinddecolours
visible. As described previously, Uncle Roy All Around You domed both a
start position and a clue trail ColourMap. The start pmsstiin this case
defined key content points within the game, such as red+spdters to be
shown to the mobile player. The start positions arbaaetl and stored in the
same Photoshop working file as the clue trail ColourMap, but aretedpas a
separate image just containing the start positions and yimterhap layer.
This is to avoid leaving “dead spots” on the clue trail ColourMap where a pixel

is taken up by a start position.

The ColourMap is then exported as a GIF file for integrainto the game
system, as shown in figure 5-12 ColourMap that was created for Uncle Roy
All Around You staged in London. The ColourMap and assediML file

are then transferred onto the handheld computer, oreresithe central game
engine. On running the system, the files are loaded and validdtecauthor
can now take the device out into the city and try outfiflsé cut of the new

experience.
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Qut-of-bounds
Clues

Figure 5-12: A clue trail ColourMap

During the creation of Uncle Roy All Around You and Ik&iFrank for
different cities, it was seen that the constructioraodlue trail ColourMap
requires up to fifteen iteration, starting with largelesedterations of the shape
of the game area and basic clue structure and finishitingthe fine tuning of
the wording of the clues and their punctuation, and filberagion of the
ColourMap pixels. Test participants are often invited toetgart in the
experience just before it opens to the public, and thedb&ek on specific
clues or areas results in further changes. Finally, ckaageeven made on a
day+to-day basis during the time that members of the public were takibhgpa

the experience.

The ColourMap system proved valuable during these periodspid content
iteration. Once the author had a first version of doQ®ap created it could
be tweaked, exported and loaded onto a test device within a few snasite

they were already very familiar with the tool used to créa@hotoshop.

5.3.6 Edges and Levels

This section describes how the basic functionality of tbdo@Map system

described abovas extended to enable the creation of more sophisticated
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mixed-reality experiences by extending how a player ocsupi€olourMap

space and triggers content.

Edges define the behaviour of the system if a mobilgepleeports that their
position is outside the borders of the ColourMap image. Abeuraf different
behaviours may operate in this situation; the positionlmnnterpreted as
undefined, in which case the default clue is returned; the mplalger is
moved onto an adjacent ColourMap that has been defined asrexintp the
current one, allowing large areas to be tiled with migtGolourMaps; the
position can be snapped to the defined edge of the CaodgurM which case
the nearest valid pixel defines the clue that is receivags giving the
impression that the borders stretch indefinitely in aleations. This edge
snapping behaviour was used in Savannah, where thin colourdanddhe
edges of the ColourMap represented hazards that extendearadsitand that
would harm the mobile playersencouraging players to stay within the central

game area.

ColourMap levels introduce the concept of a playerhitiveg one of several
ColourMaps, with each one representing a stage, or levidinwthe mobile
mixed-reality experience. A mobile player can move lie text level by
reaching a certain position or by achieving some other experspecific
goal, allowing two mobile players to be in the same phygioaition but to
receive different content or clues as they are dergift stages in the
experience. This multi-level structure is conceptubtyged on the idea of a
three-dimensional ColourMap space consisting of platea@ch eone
representing a level, and each one constructed using the amiaf two
dimensional ColourMap. The mobile player can be thouglasostarting on
level one, the uppermost level in the three-dimensiopades As they move
around the levelhe clues drive them towards ‘holes or specific target areas,

which the player falls down to achieve the next level
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Mobile Player’s
Progress

Figure 5-13: A multi{evel ColourMap

Levels are used to give | Like Frank three levels, each witwits ColourMap
and clue trail, as shown in figure 5-13. The first leved aining level, with
the ColourMap consisting of straightforward clues to intoedthe mobile
player to the basic concepts of the game as they niweegh the relatively
safe environments of a university campus. If they reach the tedyepot, they
fall through the hole onto the next level, whereasefytmove too far into the
city, the clues attempt to steer them back on track.s€send level takes up
the majority of the player’s time in the game, involving a more complex clue
trail, as in Uncle Roy All Around You. The third and fidalel contains one
colour that triggers simple clues to keep the playertimgpiat a specific

location while the end-game performance is prepared.

Multiple ColourMap levels may be occupied concurrentlptovide different
content-triggering functionality. In Can You See Me Now? doGd/lap was
used to provide start positions for online players while@sd ColourMap
was used to provide GPS filtering. In Savannah, however, mabile player

inhabits three ColourMaps simultaneously, with eachrepeesenting one of
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the senses of sight, sound and smell and triggering the appzopnedia
accordingly. These three ColourMaps are shown in figutd,5showing how,
for instance, a mobile player can “smell” and “hear” an elephant on the

savannah before they can see it.

/

Hazardous Infinite Edges Concurrent Inhabitation

Figure 5-14 Occupying sight, sound and smell ColourMaps in Savannah

5.3.7 Latching and Digging

The final functional extension to the system defines homoaile player’s
movement between coloured regions on the ColourMap triggeariety of

content and clues.

Latching requires that a player leave their current region on tlwuBéap and
re-enter it before that region is triggered again, namely by monrtoga region
of a different colour. This behaviour is especially useful whenipasifpdates

are sent regularly by a GPS receiver, to avoid the same conteart begng re-
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triggered on each update. For this reason latching was udéd Bavannah

experience, which also used GPS receivers for positioning nuayers.

Digging dow n Digging dow n
then across then up
O ‘ O Ambiguous
‘ % Clues
O O
O O
I Depth
@)
y
O+——O

Bedrock Clues

Figure 5-15: Diggingin a ColourMap
Digging in ColourMaps introduces the concept that a CMapr rather than
being a flat-two dimensional image, can be imagined as haviogrtain
thickness, and that multiple clues or content can be atsbcwith each
coloured region, which in turn has a certain depiith each stratum of colour

linking to a specific clue.

When a mobile player requests a clue in a colouredmethe system serves
the uppermost clue in the stack, and then removes that cliiéssoo longer
available. When the mobile player next requests a clue in thisylar region,
they dig deep into the colour strata to find the next clushasvn in figure 5-
15. The last clue can be thought of as bedrock that can nogrb@ved —
instead this clue is repeated while the player remaindernrégion. Once a
player has dug down, they can either remain at their cudepth when they
move into an adjacent colour region, or begin to dig fromtdpenost layer

again.
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There are multiple reasons for digging. One concern aboate URoy All
Around You and | Like Frank was that the voice of the gaon the text clues
received, were obviously automated. One of the reasonbidowas repetition
of clues when a region was revisited. Digging allows authorsreate
significantly more content for each coloured region. Mosabigt digging
allows authors to vary the difficulty or ambiguity of efuaccording to their
depth in the ColourMap.

The topmost clue in the stack was often quite ambiguowus;ueaging players
to follow diversions, drawing on the history of the local environment:

“Wait for someone coming in the opposite direction. Gently

’

turn and follow them.’

Whereas if a player repeatedly requests clues irsdimee colour region they
dig past the more obtuse clues and into clues that becomepnsmise and

geographically specific in an attempt to help them to move on:

“Leave the lake behind, they went North towards the Mall

)

Crossover the road and look for some steps.’

In Uncle Roy All Around You each colour region typicaliad four or five
clues associated with it, with the bottommost clue being veryfspesdihough

it was unlikely that the majority of mobile players would dig faisdown.

5.3.8 Preparation and Validation Mechanisms

The process of creating ColourMaps involves some stagpgepération and

validation as well as authoring.

While the creation of content within Photoshop was quickblised by the
authors, there were early problems with using ColourMapsn experience.
The initial implementation of the software required a pawricablour depth of
image to be loaded on the device, 8 bits. If the ColourMap had not lesgadcr
with this colour depth, then the number of colours had teedeced before
export. Without a predefined palette, a significant number oucslwould be

slightly changed. There was no tolerance in the systemafiges of colours,
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each clue being identified with a specific RGB value, sdightsvariation

would result in the clue lookup failing, and a default alewirned. A similar
problem occurred when a soft brush was used in Photoshop te @dgfiarea,
as shown in figure 5-16. While not immediately visiblehe &uthor, the edge
of the region, or areas within the region during painting, evdave subtle
variations in colour. In this case the majority of #nea would trigger the

correct clue, with small regions triggering the default clue.

Figure 5-16: ColourMap JPEG artefacts, top, and effects of a soft brush, bottom

Secondly, the concept of loss-less compression had to besisaglr on the
authors. During the creation process, the ColourMap wasreed as a JPEG
file, introducing pixels of an incorrect colour as the pomssion algorithm
blurred the edges of regions, again as shown in figure 5-1GeTimnor

problems are one of the disadvantages of using non-deticatts, although

were overcome after discussions with the authors.
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& colourmap tester

jque... 0 0128 (255)

jgue... 0123 129 (255)
igue... 0 0 255 (255)

0164 192 (255)
.. 0131 130 (255)
jque... 1128 127 (255)
2131 124 (255)
.. 0126 64 (255)
jque... 192 0 64 (255)
..0128192 (255)

igue... 64 192 0 (255)
3133122 (255)
.. 4135121 (255)
ique... 4 136 120 (255)
jgue... 5133 116 (255)
8144112 (255)

64 255 0 (255)

... 0255 255 (255)
... 255 255 0 (255)
finished - 75 colours

ldentifying stray
pixels

¥ 398 yvi518
red: 192 green: O blue: 255 (255)

clue: "l nearly got clipped by & ute as i crossed into the huge car park.”
clue: " sgvwy you at the top of the ramp ss you ducked through the door marke:

Validating Clues

Figure 5-17: Validating a ColourMap

A second issue was in creating the XML file containihges. This required
the author to understand the concept of XML, and to détfibg hand. The
ColourMap was intended to avoid the designer having to leadrnuae extra
packages of languages, but XML was considered to be the teasigsof

adding structured extra data to the ColourMap. It was discoverethéhartists
knew of no simple way of creating XML on a Macintosimgpter— their text
editor of choice. Microsoft Word would add hidden or operatiggtesn
specific characters to the text. A stage of validatisingiInternet Explonés

XML parser therefore had to be introduced to check the file.

Initially these problems were identified and the authoasleraware of how to
avoid them, with the errors discovered by trial and edianing the testing of
the clue trail. However, it soon became apparent that afsptocesses to
validate the ColourMap and associated content would make thellqrecess

easier.

The validation tool, shown in figure 5-17 emulates the loading of autdbp
and associated clue XML file with the addition of exteshddebug output to

identify the location of errors which would be difficult imd once the files
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were loaded onto a mobile device. The XML file containing thes was
validated by attempting parse it, and illegal charactedsmissing tags were
identified with locations of the errors within the fil@he ColourMap is
searched for unique colours, and solitary pixels. Eachucole cross
referenced with the XML file for the existence of e the colour and
location of unassigned pixels is displayed, allowing quiggair, as these

pixels are likely to have been created in error.

Finally, a palette of around one hundred colours was extebased on a
previous ColourMap after a suggestion by one of the auth@iien the
ColourMap was initially defined, this palette was applied towith two
advantages. Firstly, the designer did not have to defineuerdqlours; they
can just select the next one to use from the palettean88¢ if the colour
depth of the image has to be changed, Photoshop can be forced tminhiat

palette rather than arbitrarily modifying colours in the image.

54 Summary of ColourMap Features

This section now presents a summary of the key designrdsatand
innovations of the ColourMaps system, combining the lessearat! from its

integration and use in supporting our four experiences.

The ColourMap system supports the core requirements of the imgthoocess
of a mobile mixed-reality experience, run-time content pronisiod aspects of
the operation and orchestration process, as shown in fighi8e Bamiliar and
generic image colouring packages are combined with texeat, and used to
create ColourMaps and associated data files to be loadedhmtsystem.
Validation tools, such as those mentioned earlier, are usedelbug and
validate the ColourMaps. Finally, ColourMaps are loaded @toun-time
system for testing and to serve content to both mobile and onlineplaybe
mobile mixed reality experience, while also providing a visaadrview of
content for orchestration interfaces.
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Figure 5-18: ColourMaps in context

Figure 5-19 summarises the key components of the ColourMetem. An
experience consists ahultiple levels; several ColourMaps that are linked
logically within the mobile mixed-reality experience toatea content space.
Levels are accessed sequentially, as in | Like Frankpmewrently to serve a
variety of content, as in Savannah. The constructiorazh level involves

multiple layers, each of which supports a different function:

Physical map: this layer is a geographical map or aerial photog@pthe

physical area in which the experience will be played. It is usedgasde when
drawing content regions, although as demonstrated in Savanagmot be
required. It is not used in the run-time system, though may benleffteoimage
for use in orchestration interfaces and reviewing the conteindutiinterfering

with other functions.

Start positions: this layer contains individual pixels that determine wher
specific entities are placed in the experience, for el@mpere online players
enter the game, or markers for mobile players. Assuming that stdio posre
selected randomly, an area can be weighted to become moseblikatlding

more pixels. This layer is exported to the run-time system.
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Figure 5-19 Elements of the ColourMaps system

Ideal routes: this layer is a visual guide used by the author to détermme
best route through the physical space, for example setvailalthrough the
city in Uncle Roy All Around You and | Like Frank. Surraling coloured
regions should drive the player towards one of theseesoufhese are not
exported to the runtime system, but may usefully be revealad mmage used

for orchestration purposes, which will be discussed in thechextter.

Filtering regions: the coloured regions in this layer are used for filtering
positional data, for example correcting GPS readings in CGan See Me
Now?. They are drawn over the physical map colouring irdimgs and areas
of water that mobile players cannot enter. This layer is exptotde run-time
system which applies a position correction algorithm, forng{a mapping

any point within a forbidden region to the nearest point outside of i
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Content regions:the coloured regions in this layer define the coreexatrof
the experience, that is the text (Uncle Roy All Aroundudand | Like Frank),

images and sounds (Savannah) and possibly other conters tmsgociated

with different locations. If levels are occupied concoitlg then several

content layers can be active at the same time, triggdiffegent media, as we

saw in Savannah.

The content layer defines behaviours that define how a enplalyer triggers

content while moving through the ColourMap space:

Edge behaviour: A rule that defines how the ColourMaps system
reacts when a player moves outside the defined ganse aleir
position can be snapped to the edge of the map, as seanainrah,
moved to a different level if one exists, or consideredeaindefined

and return a default clue.

Latching behaviour: A rule that defines what happens when a player
moves between adjacent colour regions or remains in the reayioe.
They can either trigger the region for each update, oretpen can be

latched until they move to a different region and back again.

Digging behaviour: A rule that defines the content triggered when a
mobile player repeatedly requests content for the seoifmaur region
when latching is disabled. The author may choose betweemdiggi
down then stopping at the bottommost content, or digging down and
returning to the top when the player moves to an adjacent coloonregi
Authors define the associated content to become simplegslayer

digs down to help them move on.

The content region layer consists of a set of clugsaieaassociated with the

coloured content regions of the ColourMap. Clues consist of:

Colour keys: Each clue contains an RGB value that links it to a

particular colour of pixel on the ColourMap image.
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e Content strings: The content to be triggered in the form of text, or

media filename. There may be several if digging is to be used.

e Default clue: The content region layer may have a default clue shat i
triggered if no content is associated with the colour rethenmobile

player occupies, or if they move outside of the defined game area.

55 Discussion

ColourMaps have proved to be a useful tool for authors intingeand
configuring content for mixed-reality experiences. We have demn the
ColourMaps system has been successfully deployed as the core cupfsort
system for our four experiences over the course of numeterations and

public deployments.

5.5.1 Feedback

As described in chapter 1, the ColourMaps system isethgltrof an intensive
and iterative development process “in the wild”, or adapting the system to meet
the realtime requirements of creating our four expeeentrough constant
testing, rapid feedback and incremental changes. The Colousyafesn was
designed from experience, rather than the conventionalaeftengineering
process of design then implementation. As such, the ColqpgMgstem has
been continuously evaluated during the construction ofabe dxperiences,
with this chapter describing the most recent iterationttef tool. This
continuous evaluation has taken place over the coursevefad years and a
total of approximately fifteen public outings of the fexperiences. However,
feedback from some of the authors who used the systeinteiesting to
examine as it highlights some of the early problems they hadtwigading to

a number of the design innovations described:

“I found making the colourmaps for Savannah quite straight
forward. | used Adobe lllustrator to make them, then exported
with anti-aliasing turned off (I didn't at first - that's the graphi
designer in me - until | realised that different hues of the colours

was a bad thingduh...).”
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In the feedback above two authors describe one of the prolleswibed

previously that led to the creation of the validation tool.

“I think colourmaps are a very practical and easy mechanism

for creating content. Theyre logical and anybody can
understand them - which means that everybody can be involved
in their development. I'm not sure the process could be much
easier for me than it was - perhaps a predefined palette of
colours within lllustrator specifically optimised for colourmap

2

use.

“-a comprehensive checker: are RGB values correct? is XML
correct? The ultimate checker would have a search type facility:

show me any colour that has less than two clues etc”

Similarly, this feedback led to the creation of a pre-defined paletelaurs to
make the process of creating ColourMaps less pronerdaoserA different

author describes how they understood the system to work:

“In Uncle Roy All Around You we used colourmaps to grid the

map of the chosen area (West Bromwich). To create segments,
dividing up the larger area into smaller sections. A clue trail for
the game area was created alongside the colourmap, where the
two work hand in hand. The clues are given colour codes

’

positioning them to their exact position on the map. ’
And also the process of making and testing revisions, and inibialgns:

“About 10 revisions, as it was tested repeatedly and
amendments were always needed. [...] Overlap of colours,
whereby clues would blurred or be missing. We had errors
where we had used the same colour twice resulting in mixed
messages to the participants. How could the process be made
easier? Understanding its importance and difficulties (or

problems that may arise when creating a colourmap) so that



when in the process you can try and avoid making the mistakes

that results in me@ramendments to the map.”

Finally, an author describes their process of construchiagctue trail using

ideal routes and concentric rings of clues:

“The first step was to walk through the game area with a paper

map dividing the area into small sections in pencil. | marked
the key decision points that anyone navigating through the area
would use such as junctions and turnings. Then | sized areas
according to their relative importance and the speed with which
we intended players to travel through them. Larger areas were
of less importance. As players neared their destination the
areas become increasingly small to give more and more precise
clues to allow them to find a specific location in the city. Then |
filled in areas in between the important areas to ensure that
wherever a player clicked in the game area they would receive a
clue. Finally | bounded the game area with two concentric
rings: one to give a warning that a player was heading in the
wrong direction, the second to instruct a player to turn around

’

and head back into the game zone.’

However, the same author found the process of creating the fi/difficult

and the most time consuming part of the process:

“The relationship between the XML file and the colour map is

too remote. | had to have them side by side and cross refer very
often. But because their primary function is to allow artists
and/or non technical people to use them then a clean, intuitive
interface that takes you through each stage would transform the

technique”

5.5.2 Limitations

The most obvious criticism of the system is that théo@dlap image and the
associated XML definitions of the content are too far reado in that while

the authoring paradigm of painting content proved to be very [ayvéne
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authors struggled somewhat with creating the relevant linkatigetXML file.

A useful addition, therefore, would be to create a plug-irafoimage editing
package such as Photoshop that automated this file generfatioaxample
generating the colour keys automatically from the palefteolours used

within the image.

In our four experiences there was a ¢mene mapping between colours and
the content triggered. A more subtly created image could stuppore
sophisticated or fuzzy triggering by, for example, averaging tlmucoalues

in a given area to produce a weighted trigger. This would beulugeé
ColourMap dynamically depicted changing environmental condjtismsh as
variations in GPS or wireless network coveragenvironmental features that
are sometimes visually displayed on a map in other atplits— for example
contour maps built from large set of spatially distribusedlar data, often
found in GIS.

Finally, the two modes currently implemented allow digging thronegieated
triggering of the same region, and latching so that nothimgirecuntil a
different region is entered. It may be useful to adopt a rgereric event
model for triggering the content, for example by including enter agxittime-
based events when traveling through a region, as suggestedheby

Mediascapes tool.

5.5.3 Broader Reflections

As the core authoring and content system for our four @&quss, the
ColourMaps system has enabled their deployment to largeberanof
members of the public in a variety of cities. By working diseatith a number
of authors, it has been shown that the approach is sufficisimtigle and
familiar, and yet flexible and powerful enough to be alblestipport these
experiences, and this has helped to refine and generadisappinoach. There
are some important lessons to be learnt from the devebipraf the
ColourMaps system, and this section concludes by identifsamgye common

solutions that can be applied to tools with similar requirements



Raster AND Vector: Many conventional game-engine design tools focuis o
vector-based authoring, for example supporting the placemenBamigan
modelling of regular three-dimensional shapes in a modellingaugs or the
placement of tiles. GIS support storage of both rastrvaotor data, yet the
majority of authoring is concerned with vector visualisagiof data sets. By
using a drawing package such as Photoshop, rapid prototyping chnstbe
done using vectors, or primitive shapes, and then converted to a agstefof
fine tuning of shapes to fit specific terrain, for example usingréstsh tools.
Mixed-reality experiences are often deployed in compiéban spaces, and
should therefore support arbitrary content region shapd®utiresorting to

complex modelling.

Design for authors, not technicians:Any tool for designing content needs to
be easily used by the end user, the artists and authorgpénences such as
Uncle Roy All Around You, | Like Frank and Savannah, the nasgatnd flow
of the experience is entirely dependent on the nuances afotitent. It is
important to be able to cut out the technical team and @flevauthor to work
directly with the content, using a tool that they are confisdétit It has been
an important feature of creating our four experiencestheatuthors can use

tools that, to them, are readily available and familiar.

Human Readable Formats: It is accepted that there is scope for further
implementation work in automating more of the authoripgpcess of
ColourMaps, such as creating the XML data file; howeveis tlear that a
visual medium such as painting maps provides a rich paradigm ayiaeg but
location-based content in this way. While a three-dimenkifmmanat might
give more scope for elaborate and sophisticated triggers, choosiregliam
that can be rapidly viewed and internalised by the authommportant,

especially considering the fact that the author may not benputer scientist.

Rapid Configuration and Loading: The content should be easily deployable
within the system to allow for iterative development antirtgdy the author,
rather than by the technical team. As has been showmgnilegia mixed-

reality experience from scratch requires many itenst@nd refinements; over
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a limited timescale it is vital that the author can begmk as soon and as

efficiently as possible.

Flexibility for multiple uses: we have seen that the ColourMaps system has
been used for a wide variety of purposes within our fopegences; defining
location-based content triggers for different media, GRErifilg, and setting
start positions. Ultimately, this flexibility requires geaesing ColourMaps to
include a multi-level, multi-layered structure where différdayers can be
associated with different design choices (e.g., digging, ladchind edge
handling mechanisms). At the same time, it is important tataiaiconceptual
simplicity; otherwise the original purpose will be lost.eTimtention is that
basic single-level and single-layer ColourMaps can be used fomgraanple
experiences, while appropriate metaphors such as levgdss land digging
gradually introduce more complex functionality in a way tbabnsistent with

the overall approach.

56 Conclusions

This chapter has investigated how to support the authoring antént
requirements of mobile mixed-reality experiences as stegjas chapter 4,
and has shown how these challenges have been overcanmg dhe

development of our four mixed-reality experiences.

This chapter has reviewed a selection of other relat®d,tfrom commercial
GIS and game-engine design tools, to research-based contrt-systems
and tools to support mobile and location-based applications, dgtighly the

strengths, weaknesses and novel features of each.

In response to this it has described the development of the Ca@par8fstem,
a tool designed specifically to support the authoring and obreguirements
of mobile mixed-reality experiences, and giving examplesaof bach key
feature of the ColourMaps system has been successtdig 10 support a
critical aspect within our four experiences. It has sidww the ColourMaps
system has supported collaborating artists in creating a ricltimadendscape

for players to explore.

131



Finally, this chapter has summarised the unique innovatdi@&olourMaps,
giving an overview of the complete system. It has reflecdedhow the
authoring tools should exploit an author’s knowledge of familiar tools to cut

out the technical team, and introduce support for rapid configarand
loading to increase productivity, alongside flexibility to supmowide range

of functionality and types of content.



6 Tools to Support Orchestration

6.1 Introduction

Chapter 4 argued that orchestration is an essential aspenbbile mixed-
reality experiences in that it provides the abilitynix pre-authored content
with dynamic improvisation, and live performance with intékeecplay, and
that this requires a general solution. This chapter arga¢gt th not sufficient
to merely allow players to take part in an experiencd, tat support for
orchestration should be a primary concern for experieneatars. It
demonstrates the development and use of a generaktatizen framework
that allows the various elements of an experience totifumd¢ogether as a

coherent production.

This chapter begins by examining elements of orchestrétioma number of
previous projects, in order to show how the orchestraticaeinogxperience by
authors, performers, and sometimes participants themselves platysahrole

in its smooth and ongoing operation. It highlights key requirements, teelsniqu
and practices, but this also raises the question of wldd are required to

orchestrate a mobile mixed-reality experience.

In response to this, this chapter presents a framework ¢ tmalicated to
supporting the orchestration of mobile mixed-reality eig®es, based on the
practical, real-world deployment of the four experiences destiilbchapter 3.
These tools demonstrate the large number of orchestfatations that need

to be supported in the ddg-day operation of an experience.

Finally, this chapter summarises the key functions of dhehestration
framework, and reflects on how it can influence future moimieed-reality

experiences.

6.2 Fundamentals of Orchestration

(Laurel, 1991) proposes that computers should be considered tdobma af

theatre, rather than tools for a particular applicatior &lko argues that the

focus of design should be on engaging users with content, réther

technology, and that behind-the-scenes activities are eeljws in theatrical
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productions, to manage and maintain participants’ engagement with an
experience. We can define orchestration as the art oinguathd shaping an
experience as it unfolds, to ensure smooth operation angabfgo engaging
and constant participation.

With this in mind, this section describes how orchestrgtiays a key role in
experiences and activities within a wide range of diswgsli from the
dedicated monitoring of automated systems and behind-the-scenes
management of performances, to player-managed orchestmtiole-playing
games through improvisation. The common factor in althee examples is
that orchestration needs to shape participation to adapthifting or
unexpected needs, or to mould it on a case-by-case basisuie@ ¢he most
engaging experience. Orchestration may take a varietymfsf perhaps
playing a fundamental role in the experience through impadwin or
interpretation of a loose set of rules; ensuring thag Gnitical events occur on
time through monitoring and marshalling; moderation of aip@nvironment

through responding to shifting player behaviour and unexpected events.

6.2.1 Role-Playing and Improvisation

Improvisation is a fundamental aspect of many varieties efp@ying game-
table-top, facde-face and to some extent modern online variations order

for players to shape their own participation to allow for greatggge ment.

Traditional table-top role-playing games, involving cards, éguor purely
vocal in nature, involve a game master who orchestrdies game by
describing the events that happen within the narrative ajahe, based on the
actions of each player. (Fine, 2002) describes the gamerrmasstellows: He
is God in that he creates the world in which his playerst mussive; he
maintains ultimate interpretive authority. The game masterprets the game
rules, and acts as an arbitrator between the ruleshendlayers. Importantly,
the game rules only form the basis of the experience dopldyers, which are
then interpreted and extended by the game master in orderedate the
experience proper; they improvise descriptions of whatagpéning to the
players within the space loosely defined by the rules. Irabde-top role-
playing game, this improvisation and operation is performedlyoby the
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game master while in other disciplines it may be a behind-the-scenes action

that is made visible in a different manner.

Live-action role-playing, or LARP, involves players acting their actions
within the game in the physical realm, and is now oftenfocus of mobile
mixed-reality experiences (Jonsson, Montola et al., 2008¢-Haying in this
form can be thought of as being similar to improvisational thegtiayers act
out their characters vocally and physically in responsa toosely defined
script. As with conventional role-playing, a game mastabé&s the game
through the improvised interpretation of a narrative and basic etildwsvever
players themselves are encouraged to remain in chaect@uch as possible
for a prolonged period of time, sometimes up to several daysdthis time
players continually interpret and improvise their own gplacting out many
concurrent scenes as part of a distributed narrativerdar to maximise all

players’ engagement with the game.

6.2.2 MUDs and MMORPGs

MUDs, or Multi-User Dungeons, Domains or Dimensions, are network
accessible, multi-participant, user-extensible virtual riealitwhose user
interface is entirely textual (Curtis, 1997). MUDs combiferents of role-
playing and social chat in a shared environment of rooms, olgedtsone-
player-characters. MUDs are largely automated, with qesns and events
being generated for players based on an underlying system of rulesraedt
database. As such, responses to actions such as arrivingeiw aoom, or
using an object, are determined by the systeimthis case the system acts as

the game master.

MUDs allow certain users to be raised to a privileged actrétor role,
known as a wizard or an immortal. Wizards are responsibie the
management or orchestration of the system, adminigjrdity creating and
enforcing rules through moderation and potentially punishment. @gizzan
manipulate the database and system that the MUD operates on,timgcnesv
rooms, objects and behaviours, and placing them in the fammayers to
interact with. They can also add new system capabilitiesrales, and make
bug fixes. A newer variation of the MUD is the MOO, MUD Object
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Orientated, in which wizards perform object-orientated progragmin the

server itself whilst in-game, in order to add new functidyali content.

Wizards in a MUD also have the power to monitor and manpgatne-play

at the player level they can change the scores and attributes of individual
players, and destroy or banish players from the systemletety. Monitoring
powers allow wizards to see what players type and whgtsée, as well as to
become invisible to normal players. As (Muramatsu and Acaaymi998)
note, normal players are free to act and interact asplease, but only within

the bounds specified by the wizards and the system.

More recent online role-playing games such as World of Ya#r¢Blizzard
Entertainment, 2004), commonly known as MMORPGs or Massively
Multiplayer Online Role-Playing Games, similarly employ namber of
privileged game masters to monitor and moderate player loeinavihese
game masters have access to a historical record ofrpdage and again can
make themselves visible or invisible in order to discreetlynitoo player
actions. Game masters monitor the game for signs edtuiy or griefing-
deliberately disrupting the game for other players (Foo andi#toj 2004)-

and can respond by muting or restricting players. Theyatsm manipulate
certain aspects of the game as necessary, for examgeithgeor removing of

objects, although they cannot add completely new content, as wilbsMU

6.2.3 Static Mixed-Reality Performances

Public performances and static mixed-reality instaltegiooften rely on
dedicated behind-the-scenes production crews to manage elmestoate an
event. This approach is directly derived from more tradatiomedia such as
television and theatre, in which the crew are direg$ponsible for operating,

monitoring and subsequent intervention in the production.

Out of this World (Greenhalgh et al., 1999) was a performancehich
professional actors and members of the public took part in a-gaaw within
a virtual environment, which was then broadcast live to aneace in a
theatre. The authors describe the key technical innovati®ubof this World

to be the development of dedicated orchestration toolgh®rproduction,
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which allowed the control of various aspects of theusirtenvironment,
including scene and avatar changes, and the control adrtbal cameras that
created the view seen by the audience. The tools wss@ iy behind-the-
scenes staff to forcibly move participants to key positiomsthe virtual

environment, to ensure that the show followed a tightly defined se&hedul

Stage-hands

Figure 6-1: Orchestrating Avatar Farm

Avatar Farm (Drozd et al.,, 2001) was a similar exampla ohixed-reality
performance, that this time was constructed around an wispb drama
within a virtual environment and then broadcast, live, onto the ingbjving
four members of the public, seven professional actors and an extbabng
the-scenes production crew. The virtual environment was ropdef four
distinct, concurrently running virtual worlds inhabited by thaypts, who
engaged in a partially scripted, partially improvised ystihat lasted for two
hours. The story made extensive use of props and objecedptathe virtual
environment as part of its narrative, and pre-recorded scenesnjeeted into
the environment in a relatively complex temporal structlire resulting story
was then filmed from within the virtual environment by npl&i virtual

cameras, mixed and broadcast to the spectators viewing on the web.
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As with Out of this World, Avatar Farm employed a numb&behind-the-
scenes orchestration tools to allow the production team to actgesisands by
manipulating the virtual environment in order to create @spef the
performance, shown in figure 6-1. Invisible to the viewing pubtice
production team opened and closed portals between worlds and arranged props
and other in-game entities into the correct positions pomese to instructions

from the director, rather than relying on a large amadiptre-scripted content

or automated behaviours. Other members of the production tedrolsainthe

invisible virtual cameras that are mixed into the live feed.

The production of Avatar Farm was heavily socially rathen teahnologically
mediated, in that the production crew and the diregsed their orchestration
tools to create the unfolding narrative, which as an impealvstory was not
automatically maintained. Similarly, the professional prenérs in the virtual
environment used improvised narrative in the context of theeg and in
character, to explain away errors and mistakes on theop#ne stage-hands,
or unexpected occurrences. The performers also used these teshig
shepherd players into particular places for the ongoiny Stpusing delaying
or hurrying tactics, to which the production crew also hadegpand. This
required both the production crew and the performers to quigdct to
unplanned or novel events in the performance, while stlintaining the
engagement of the players and viewers. To this end, the rsigpo
orchestration tools were required to not be restrictistead allowing scope

for wide agency and improvisatio

Desert Rain was a touring mixed-reality performance msthllation that
mixed a virtual environment with live performers (Koleva, Taylcalet2001).
Six public players spent twenty minutes searching for huraegets in the
virtual environment - played by performers that step thrcaugbater curtain
upon which the virtual environment was projected on in otaenteract with
the players. At the end of the twenty minutes, the piayeoved to a final
physical room where the identities of their targetsenrenvealed. As with Out
of this World and Avatar Farm, Desert Rain relied on arzkthe-scenes
production crew, as well as froof-house performers, to manage the

performance as much as it relied upon a complex tednaicaitecture. A
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steady throughput of players through the experience was inathtay making

significant use of orchestration tools and efficient and constanagement.

Figure 6-2: Orchestrating Desert Rain behind-the-scenes

Desert Rain highlights a number of key instances in which etierawith
players was meticulously pre-planned and rehearsed, in orderatoldoéo set
and maintain expectations of what was happening during tfepance- the
initial introduction to the experience, fateface interactions with performers
through the water curtain, and being marshalled into the fowah. Each of
these instances was carefully managed to build a back-dtoryhe
performance, and to ensure that the correct timing of eapbcia of the

performance was met.

Figure 6-2 shows the Desert Rain control room which, aB the previous
performances, consisted of a number of dedicated orchesttatits. Players
were monitored constantly; both through their actions irpthgsical space via
video cameras and their movements and communication invitheal
environment. The production team had a number of strategiesmhitth to
respond to situations in which a player was not progrgssirough the

experience or having difficulties interventions that were performed in such a
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way as to maintain engagement. Players were given dirgictictions via an
audio link; invisible interventions involved a stage-handrogting a payer’s
movements without their knowledge if they were stuck;ef@eface
interactions were used as a last resort to give practibateato players.
Expected problems and strategies to resolve them wereepllama rehearsed

by the production team beforehand.

6.2.4 Control Rooms

As a final note, control rooms provide many examples of galcti
orchestration, and form a central part of the operationariyndisciplines in
the way they support operators in monitoring and @agay work activities, as
well as responding to unexpected occurrences. As we hawe Isee mixed-
reality performances as well as more conventional t®é@viand theatre
productions use behind-the-scenes control room technologiesrip utate the
stage according to unfolding events or to a pre-defined sche@aletrol
rooms are found in tube systems, traffic monitoring systamsaffic control
and the handling of emergency calls, amongst othersoudth the specific
details and requirements of these control rooms vaagtlgrdepending on the
particular application, they all support centralised orchésn systems for

monitoring, intervention and trouble-shooting.

Control rooms have often been studied in an attempt to uaddrdhe

collaborative nature of human-computer interaction and canpupported
cooperative work. However, studies have revealed thatadlantsms are only
one part of a wider division of labour that includes supporting weakdccurs
outside of the control room, potentially in a mobile situatiqhuff and Heath,
1998) assert that understanding this mobility is critical taewstanding
collaboration in work. Similarly, (Suchman, 1995) proposes thaewebintrd

rooms play a key role in the operation and orchestraifosystems, there is
also a need to develop a decentralised perspective that tadesccount the
perspective of mobile members of the team, and that thieod@oom should

not necessarily be considered to be the authoritative point of view.
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6.2.5 Summary

To summarise, this section has reviewed a number of prdjesttshighlight
fundamental principles of orchestration, and described thew are used and

often required in order to operate particular applications.

Examining role-playing, we have seen how improvisation pdaey role in
keeping an experience engaging and interesting, by allowingetietime
interpretation and extension of a set of game rules by betgatime - master and
players themselves. The rules of the game are not rigidly edfoirsstead they

provide a framework that participants may use and adapt as they wish.

MUDs and other online rolplaying environments suggest that players’
abilities need to be temperedhat they should not be given complete freedom
to be able to do what they want in the environment, and to caatypéxfine
their own game. This is enforced by administrators who inyisiwnitor and

moderate the game, while also extending and refining it.

Static mixedreality performances rely on an extensive behind-the-scenes
production effort, as with conventional television and tieedbedicated tools
allow the production crew to manipulate the unfolding action bappens, and
this practice may form a substantial part of the expeeieihis is combined
with planned and rehearsed interactions in order to maintainragage ment

and expectations throughout.

Finally, we have seen how control rooms provide centradselestration in a
variety of disciplines. However, a control room formelyoone part of
collaborative orchestration work orchestration should also take into account

the needs of mobile operatives outside of the control room.

This section has described practices from a varietyrgfiahly, established
disciplines that can be thought of as orchestratitire applications presented
fundamentally rely on these practices as part of they-td-day operation.
They raise the question of how orchestration shouldsiggoorted in the
emerging discipline of mobile mixed-reality experiences, Wladopts many

aspects of these disciplines; are there any existirgitpees that should be
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transferred or adopted, and what new orchestration toolgeautices are
needed?

6.3 A Framework of Orchestration Tools

Chapter 4 proposed that mobile mixed-reality experiences, espeébade that
cross into the domain of public performance, are a combination ofupinerad
and improvised content, and performance and game play. @atlws is
therefore required to support these dynamic aspects ofienpes. Similarly,
the previous section has shown how orchestration is portemt part of many
applications. Rather than leaving participants to fend femselves, and
assuming that systems are operating correctly, dedicated toofseatices are
required to support orchestration; to both operate and tshddée an

application, while also enabling rich and engaging content.

This chapter now presents a framework of orchestratios that specifically
targets mobile mixed-reality experiences. It draws ocdraprehensive list of
orchestration functionality, and shows how this can be stggbavithin an
experience. As defined in chapter 4, the framework views dreties as one
of the fundamental building blocks of a mobile mixed-reality exree, rather
than as a supporting tool or add-ort shows how orchestration is used within
and alongside the automated system and pre-authored conhtéetaits our
mobile mixed-reality experiences as dynamic performantd®at require
continuous and extensive behind-the-scenes production effodrder to
operate smoothly and professionally. As with the ColourMapsesyst
described in the previous chapter, the orchestration Warke evolved
iteratively over through its use as a fundamental parh@fptoduction of our
four experiences, and these are drawn upon to provide cel-examples of

the concepts presented within it.

The orchestration framework supports a variety of otcdsn functions that
are used by the production crew both behind-the-scenedoaifidce{o-face
interactions with players, via several independent software tadIsupporting
practices. It aims to manage each player's experieace beginning to end,
whilst aiming for maximum engagement with minimal disruptiorlhis

includes managing and monitoring players and core systems, respanieng t
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events that will occur during the experience both as phaitsomundane,

planned operation and otherwise, and intervening both subtly asslygrThe

framework aims to support the following high-level orchestrationtions:

Monitoring: allowing the production crew to review what players are
doing, what they have been doing in the past, and what thelikaly

to be doing next. This provides confirmation that the experiasice
working correctly, and allows appropriate decisions to be made a

whether any action needs to be taken.

Intervention: dynamically manipulating a player's experience on a
number of levels, either fade-face or behind-the-scenes to respond to

problems as they occur.

Improvisation: supplementing a player's experience with personalised
content performed live by a member of the production creavder to
engage a player with rich, reactive content or to rapidbtotype a

range of game mechanics in a new experience.

Induction: managing the every-day work of players entering the
experience; ensuring that they are introduced to the m&shand
technology of the experience, and also allowing the productew to
moderate and troubleshoot the experience and associatednsyas

players begin.

Distributed Orchestration and Shared Awareness allowing
orchestration to move beyond the control room. Each coretaspa
mobile mixed-reality experience is supported by dedicated ptiodiuc
crew members, who work collaboratively to identify the changing
needs of players and to react accordingly, either in theadlanbm or

on the streets.

This section now describes how the orchestration frankesupports each of

these requirements in turn, highlighting particular functions wigaich high-

level requirement and demonstrating how each one has deezioped and

consequently used within one or more of our experiences. Thaawion will
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then summarise these functions and reflect on the lssdsamt, showing how
orchestration plays a useful and necessary role irc@ssful mobile mixed-

reality experience.

6.3.1 Monitoring

The first deployment of Can You See Me Now?, as the glapot of any of
the experiences, did not include any dedicated support for oratiest The
connectivity of mobile players, the state and quality fedirt GPS position
reports, and their interactions with online players wergely opaque to the
controlroom operators, and this information could be gleanedwitilysome
difficulty by studying the command-line output from the various serve
processes. Failures or temporary outages, such as losswedction, GPS
signal or software issues were therefore difficult tagdose from generic
statements from players such as “Why can’t I catch this online player?” and ‘I

don’t seem to be moving’.

Consequently, the orchestration framework begins in the aordom; a
critical element of the behind-the-scenes productioramfexperience. The
orchestration of each experience begins with the contiandl discret
monitoring of players’ interactions with the system, particularly the three core
aspects of a mobile mixed-reality experienadn is currently taking part in
the experience and how they are connected thire they are in the mixed-
reality environment, both physical and online; avitat they are experiencing
in regards to the experience’s content. The production team must continually
monitor these aspects of the experience for each rplays®l watch for
particular failings or events regarding each one that acbsrsely affect the
experience for one or more players; players’ mobile devices should be
connected to the system, they should be moving smoothly and witéin t
designed time schedule, and they should be receiving the apgpeopontent
Disconnection, lack of movement or conversely extremaratie movement,
being in the wrong place at the wrong time or receiving incooentent are
all indications that a player may be struggling and requaettie production
crew intervene to rectify the situation. Conversely, aeates of these serves

as confirmation that everything is likely to be working appropriately.

144



Control room activity often revolves around a centrahagement interface,
which provides an immediate summary view of the expegidram the point
of view of the system, and also provides mechanisms for imgovethat will
be discussed in detail in a later section. The manageimenface sits in the
centre of the run-time system, and subscribes to andagssmncoming data
from players’ clients and other supporting systems, and to outgoing data
published by the game engine. This allows it to monitar enanipulate the
flow of data through the underlying system, and if necessdowsamultiple
instances to operate concurrently. The management irdeifaanodified

cosmetically for each experience, although all versionpleiment this

common core functiongy.
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Figure 6-3: Monitoring components

The management interface consists of multiple comporfentsiewing the
state of players taking part in the experience, and afsmtervention. Figure

6-3 shows the management interface as it was used duriaolg Roy All
14E



Around You with monitoring components visible; the map conem,

experience overview component, player detail component abélghessage

component.

Map: this component includes a map of the game area to sienew
players are, with thiast known positionsof all players indicated with
icons that are updated as the player moves. Currentsiaticated by
the colour of a player's icononline players are shown in blue, while
mobile players for whom the system is operating correctly are shown
in green. Mobile players who adsconnectedare orange, yellow if
they arerequesting assistanceand grey if they haveun out of time

but have yet to be officially signed-out of the experiendaus, it is

important to show status as well as location.

Experience overview:this component shows a list of players currently
taking part in the experience, giving the@ame, a graphical indication
of how long they have been playing for and whisltage of the
experience they are on. The solid green bar for eagempia the
overview gives avisual representation of time remaining allowing
the operator to view which players may be running out of time and may
need assistance to hurry them to the end. The list aldicates the
coloured icons of the map component. Selecting a plager the lig
highlights the player on the map, and brings up further infoomat
about that player's experience to date in the player| @etmiponent.
Players currently taking part are always shown in the lsttier their
device is active and functioning or nrethey are added to this list when
they register, and removed when they return at the endhef

experience.

Player detail: this component gives in-depth information about the
selected player, including numerical representations of conngctivt
position, and specific information regarding their experée progress,
such ashow many cluesthey have received aribw much time has
been spent on the current stage. It also staNvsnessagesthat the

player has received.
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e Global messagesthis component displays messages that are broadcast
to all players, includingoublic player chat and otherglobal system

messages

The combination of these components gives the exper@peator a variety
of views of the unfolding experience. Glancing at the emmes overview
gives an immediate view of how many players are in ¥perence, and the
distribution of their progress and state. If, for examplll mobile players are
shown as orange icons then the operator can infer b thay be a global
connectivity problem and should check on the relevant systdmereas if just
one player is disconnected the operator should potentiallist adsem.
Similarly, the map component shows the physical distrinuibplayers and
alerts the operator if a player is heading towards dige ®f the game area, or
the area of the final end-game performance and they sitalibene or alert
other members of the production crew. Once the operatorideatified a
player who warrants closer attention or a response, they caitomihe player
detail component for a constantly updated view of the player’s actions as they

occur.

The monitoring elements of the management interface fthereplay an
important role in orchestrating an experierct® this end these were used in
each one of our four experiences. At a high level they pteseoverview of
players’ actions within the system, allowing the operator to immediately see if
the experience is grossly functioning. Next, the interface iglgisl those
actions or events that are detrimental to the experigi®e)nnection, moving
iInappropriately or irregularly, running out of time or not receivingtent,
allowing the operator to drill down into that player’s experience and monitor

them more closely to determine what, if any, intervention is redui

6.3.2 Revealing History

As we have seen, a key task for the control room pragluatrew is to
remotely monitor players’ actions within the experience, and this forms the
basis of the orchestration process. However, it is not peddb expect the
production crew to constantly monitor all aspects of every player’s experience,

and we have seen in the previous section how the mameantieinterface
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highlights players for whom problems have occurred or playdrs have

requested help.

The state of the experience revealed by the managemefddetés the current
view, and often an operator will be examining a player at@roblem has
occurred in order to determine what has happened and whan &utiake,
which will potentially involve finding the player and intening in some way
to get them back on track. Early experiences of Unclg Rb Around You
highlighted the difficulty of diagnosing a wide range of possibly caaatibut
unrelated problems, using an interface that only revealsctineent and
constantly changing state of the experierite.properly judge the player’s
situation the operator not only needs knowledge of thieenustate, which
may be incomplete as far as the management inteacencerned due to
potential disconnection or other facterg¢he player may have moved or have
incorrectly reported their position but also what the player was doing up to

the time the problem was recognised or the player requested help.

The management interface was consequently updated tondedp this
requirement by providing a view not only of the currentestaft the players
taking part in the experience, but additionadly historical view for each
monitoring component. While it is common for text-based ldypto show
past messages, notably each monitoring component of thegemeat
interface also reveals an appropriate historical view bétwit displayed

previously, interleaved with the live display.

® Connectivity: the experience overview component, shown close up in

figure 6-4, displays a historical record of when mobile playse heen
disconnected. For each player the green bar that indidates
remaining to complete the experience is combined withaphgthat
showsperiods of network disconnection with the width of each red
bar representinghow long the player was disconnected for. Short
periods of disconnection are a regular occurrence when maxangd

the city and the player should generally be expected to recbnn

without incident. However longer periods, such as thosesepted by
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a wide red bar, indicate that something has gone wrong ardetice

is unable to reconnect, and this player warrants further iatte nt

Message history:the player detail component, also shown in figure 6-
4, maintains a historicalst of all messages and contenthat the
selected player has received ordered by time, alongsideletiagled
representation of the player’s current state. This allows an operator to
determine how the player has been interacting with thereqre by
reviewing recent entries; what communication they have hddather
players or conversely if they have failed to respond to other playdrs
whether they have repeatedly received a particularepafccontent

which may indicate that they are struggling to understand i

Spatial trajectory: the final historical addition is to the map
component, which now reveailshere players have beeralongside
where they currently are, as shown in figure 6-5. Whenageplis
connected, their icon on the map is green, and its posgiupdated
when the player moves. When the player is disconnected,idbe is
changed to orange and remains in their last known positiderrehan
being removed from the map, providing a record of where theg.we
When a player is selected, the map component dispdaysgalil
connecting the player’s last movement updates, showing where they
have been. This historical movement trail allows an operat@ee
where a player is, whether they have been there for ao@mbtime—
shown by a compact ttat or, if they are moving an indication of their
speed and direction, potentially indicating where they might be
headed.
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Figure 6-4: Connectivity history, left, message history and details, right

Figure 6-5: Revealing a mobile ayer’s spatial trajectory
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By reviewing the historical information displayed in theomtoring

components alongside the current live view, the productiew can begin to
build a more accurate picture of what is happening in the expegeman the
streets. As has been described, this is used to respond temsobt they
occur, in order to decide how to assist a player. Howeker,igd conversely
also used to periodicallgheck that a player’s experience is progressing

smoothly; that they are receiving content, moving regularlydistb nnecting
and reconnecting as expected. In the orchestration of WRmyeAll Around

You and | Like Frank, these historical additions werel useavily in order to
estimate whether a confused player was having problemsamtat extent,
and in Savannah they were extended to allow players tovBere they had

been and what actions they had performed.

6.3.3 Revealing Content

The first deployment of Uncle Roy All Around You rewvedlcontrol-room
operators using their anecdotal knowledge of the authored ntootethe
system in order to predict the actions of mobile playdss example by
knowing the locations of the initial red targets in eerience, an operator
often inferred where the route that they thought a mqiddger was likely to
follow upon leaving the starting venue. Similarly, operatorseveecasionally
seen attempting to steer players who were lost by comsidesich content

they would receive if they were sent in a certain direction.

The final addition, then, to the monitoring components hef thanagement
interfacewas to reveal the content landscape that players inhathitragger

during their experience. This completes thedpevion crew’s control room

view of a player’s experience by contrasting what they are likely to experience

and where they are likely or should go next with what thaye already
experienced. It allows the production crew to immediatedw whether a
player is deviating from an ideal route through the expegjeaad to judge
whether they should intervene in order to shepherd thepiatp a particular
area, or how to get back on track. The management interfacedte reveals
the content of an experience spatially and temporallyhermap component

and the experience overview component.
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Indicating temporal milestones: As described earlier, the experience
overview component graphically shows how much time aepldmas
left to complete the experience as a green bar. In UncleARéyound
You and | Like Frank, when this time has elapsed a pldyauld have
reached the end-game performance As all players start the expeaie
different times and proceed through the experience at eliffeates, it

is important for the production crew to be aware of players ndup be
moving slowly and need extra assistance to reach this stdigne. To
indicate that the player should be nearing this stagje fve minutes
remaining, the bar changes colour to alert the production crew tha
potentially the player should be hurried, otherwise they mayheungk

of running out of time.

Map annotations: the map component is annotated with aspects of the
content landscape as well as the physical environment, cawgnsim
figure 6-6. Chapter 5 described how the ColourMap layers used to
define the content landscape that players inhabit can bgedand
exported as a single image for orchestration, retaining useful
information of how players will take part in the expede. The image
retains the physical map of the game area, but may rdéade where
content regions are, start positions for mobile and online players,
ideal routes through the experience and the Gitering map if this

is used. It also markkey physical locations such as the location

mobile players are registered and the end-game performance.

Using this information the control room operator can idfetails about where
a player is likely to be and what they should be experiengintggrms of
experience content, even if the player is disconneatddtlzis information is
not directly or incorrectly reported to the system. Thisobaes useful when
coordinating other members of the production crew in ordefind a lost
player, or to notify performers that the player may be ambiog soon. For
example in Uncle Roy All Around You and | Like Frarknowing that a
player is on the clue trail and was last seen moving along alrredge leading

to the office, the operator can alert performers to look outhBodisconnected
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player. Similarly, knowing which starting position a playas been assigned
as they leave the venue, and where the position is omape the operator can
inform other crew members where the best locations are froahwdimonitor
the new player, and which direction they are most likelzgave headed in. In
Can You See Me Now?, the production crew can view whethet positions

or the GPS filtering map are correctly defined.

Key locations

A disconnected player

last seenfollowing an

Ideal Route

Figure 6-6: Revealing map annotations

This depiction of the content landscape plays a fundarheote in the
orchestration of Savannah. As described in chapter 3, thanBah Den
interface serves a dual purpose; allowing the experience openatos case a
teacher, to monitor and manipulate the experience while rtinning, and
secondly to reflect and review on the experience withplayers after the
event. It displays the current positions of players, cordoiwéh historical
trails of their previous movements and where they merdormed actions in
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the experience. During the exploration periods of Savannayerplanove
around the physical game area receiving automated content tasgwir
positions. Higher level game-play is performed manuallythey operator by
manipulating health and sending messages. By revealingotiitent on the
map the operator can quickly see where players are and what contentng ar

them, in order to manipulate the experience.

Figure 6-7: Revealing how content has been explored in Savannah

During the reflection period of Savannah, players review ouch of the
game area they have explored. This is revealed by thagearent interface,
which shows those content areas of the ColourMap timatptayers have
visited, while hiding those that have yet to be explored, as shovigune 6-7.

Based on this, players then revisit the game area trexphe remaining
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areas, once again with the operator governing the game Plmilarly, by
viewing how players are interacting with the content the yrtidn crew can
modify the layout of the content for the next outing of the expeeieas part of

an ongoing development process.

Revealing the content landscape of an experience aids antoopéna
orchestrating the experience by showing the contentatipdhyer is likely to
receive, allowing them to judge how improvised content orramptu

interventions should be balanced with the displayed pre-sagthoontent.
Moving beyond just displaying a map of where players are physidadlijows

operators to make assumptions about where they may be goiag we have
seen in Savannah, allows players themselves to decidee ildnego next.
Combined with monitoring current events and the historicalsi of past
events described in the previous section, an indication of whergex pldl be

going and what they are expected to do in the future givgsrolskiction crew
a powerful tool to monitor players, and to make judgments of halwdnen to

intervene in a player’s experience.

6.3.4 Intervention

As we have seen, a large proportion of each of our experienacdgagaround
automation, in that the player receives content basegrerdefined game
rules, pre-authored content and scripted events withinsyséeem. This is
tailored to how a player is expected to progress througlexperience, and
also aims to encompass a range of situations and seesach as moving off
route, or operating while disconnected. However, chapter 4 propases th
mobile mixed-reality experience requires the abilitynix pre-authored “on-
rails” content with live performance in order to respond to unexpected events,

in order to dynamically orchestrate the experience forplager. This was
especially apparent during the first deployment of Uncle Rbyround You,
where the operators were regularly faced with scenarioghioh the pre-
authored content of the experience was not sufficienbpe evith a particular
situation, and ultimately required gross human interventiofor example

physically directing a lost player, or quickly manually manigntata new

15¢



device to the same state as one that had failed, but in full vidw pfayer and
potentially disrupting their experience.

Ei message sender n‘ I
o imartin |
rom él___lncl? F'_l:ljf_ N |
exl tan you see the red larg\t? Move your 4 -

e

Can you see the red targetY Move your n

ead

send Tell me where s ur ME ic
Find an online pl

control " \
redspot > Choose a
upgrade Modify stage voice

trail

Hand-craft a
message

« Send additional Reuse common

red markers messages

Modify time
« remaining

> Modify global

settings

Figure 6-8: Intervention and message sending components for Uncle Roy AllGArnd You

A requirement, therefore, for the orchestration fram&waras that the
automated system be malleablghat the production crew can intervene in
order to override, modify and supplement the system to manipulate a player’s
experience; bringing it back on track or responding to unforeseents in a
planned and organized manner within the context of the exgeri&Vithout
mechanisms to intervene within the system as the experienfolds, the
production crew can only grossly intervene when something goesg,
potentially damaging a player’s engagement with the experience.
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In response to this requirement the management intevi@se modified to
provide a second set of components that, sitting alongbielemonitoring
components, allow an operator to modify all aspects of the player’s experience;

by remotely manipulating the state of the player’s game-state and by
supplementing or replacing automated content as theyitsda felation to
chapter 4, this shifts the experience away from being a conypfetelauthored
game by allowing the operator to inject additional unscriptagtenit in order
to respond to an individuallgyer’s needs or circumstances — analogous to the
behind-the-scenes production of static performances dedcearlier. The
management interface supports this with two interventiompoments as

shown in figure 6-8.

® Control panel: this component allows the operator to remotdignge
the system stateof any players within the experience. If the selected
player is connected these changes are immediately teeflean the
player's device, or if they are disconnected when theynrexct. The
functions made available by the component vary due taliffering
requirements of each experience, but in general allovopegator to
modify any aspect of a player's state within the systeantricle Roy
All Around You and | Like Frank the operator can increasdemrease
the amount ofime the player has left, perhaps adding time that they
have lost through hardware or software failures, or giving eixii@ to
reach the final performance if they are very close. Tday manually
override thestage of the experience the player is currently on, perhaps
if they are struggling to perform a required action themselves. They can
also manipulate théarget that the player is heading for, if they are
moving in the wrong direction and it is easier for thmachieve a
different one, or to indicate the correct direction. Savannah, the
operator can increase or decrease the playmalth, causing a
corresponding change on the player's device. Finally in GanSée
Me Now? the operator can manipulafebal variables that affect all
players, such as whether the capture function is operational, btheha

capture radius is.



® Messaging:this component allows the operator gend messageo
one or all of the players using any of theiltiple “voices” of the
system, and have them displayed to the players asyihtd® been sent
by the system as usual. In this way the operatorpsform many
roles within the experience; to online players as an onlingepla
themselves, as the voice of the gamErank or Uncle Roy, or to all
players as a game master acting in an administrativacdy. Most
importantly, this component allows the operator hband-craft
messages to players that need particular and perseisthase, while
lessening the risk of the player becoming disengaged frben t

experience by having the message displayed in the usual manne

These two intervention components give the production crew liligy ao
intervene technologically on two levels. The control panel cospbgives the
operator a “hand of god” interface that allows gratuitous intervention (Laurel,
1991) by overriding the normal, planned operation of the systearway that
may potentially be obvious to the player and lessen engagenteay might
suddenly have more time than they did, or their device ngpyay an altered
interface. This would normally be used in response to simiidruptive
events, for example a player's device crashing. The messagmgpnent is a
more subtle, hidden mechanism for weaving in additional conteamt action
that the player would preferably not be aware of thus maintgaengagement.
Both of these components have been used extensivelyl iloua of our

experiences.

6.3.5 Improvisation and Performance

Chapter 4 proposes that mobile mixed-reality experiencesuldshmix
automated, pre-authored content with dynamic, improvised congamt
participation through play with performance. This is a comiieature in role-
playing games, as described earlier, although overly rigid orsgmpted
experiences may hamper a participant’s sense of autonomy, whereas an
experience with too little direction may result in aawestoryline or with
participants not fully knowing how to take partas described iJonsson et
al., 2007).
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This section describes how the monitoring and interventiamctibnality
provided by the management interface can be used in conjuncitiorpre-
authored content to support improvisation, where high-levekgamchanics
are performed by the production crew as part of the onchiest task as the
experience progresses. This allows the operator to ramdplore new
technigues and immediately respond to player actions, wtdah then
potentially be implemented as automated rules in latesioms of the

experience, allowing immediate play-testing through rapidopyping.

® Supplementing content:experiences such as Uncle Roy All Around

You are based around a large amount of pre-authored contestydro
as we have seen in the previous section an ongoing tredi@s task
for the production crew is to perform additional content by
manipulating a player's experience and sendadylitional messages,

in order to steer the player when the system breaks dowihere the
pre-authored content is lacking. Similarly, in Can You S&eNow?
the mechanics of the game are implemented as pre-autigared
rules, however the performers continuously supplemergxperience
with improvised chat over the live audio stregmaforming around
failures or idiosyncrasies in the mobile technology in order to maintain

an engaging experience for the players.

® Rapidly prototyping content: a second approach is to use
improvisation and performance as alfternative rather than an
addition to pre-authored content. This involves mixing basic pre-
authored content with game rules that are improvised offiytleead
performed live by the production creManually operating the “rules
engine” in this way provides the operator with maximum flexibility
when exploringnew experience scenarigswhat happens to players
while they inhabit the underlying content terrain, the takky have to
perform and their outcome&his “low-tech” prototyping is used as a

tool to support participatory design.

Savannah uses improvised performance to support rapid-praotgtgbithe

experience, to discover which scenarios are the mosgewggbefore they are
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implemented as automated game rules. As a result it does noncamyahigh-
level game logic. As players move around the field thiEivices display
sounds and images based on location, giving a general impressiornvistuake
Savannah by representing the sights, sounds and scentsoaB\animals and
the nature of the terrain. Each player’s device also displays their “health” — a
value that can be changed by the experience operator but \Wwag&hno
automated effect within the experience. The game-plaghanexperience is
based on improvised text messages sent to players which asydisph their
devices, for example telling them the outcome of amaatr movement with

perhaps a resulting change in health, or instructing them what to do next.

The Savannah management interface again implementotiv®lcpanel and
message sending components described previously. The operator canahoose
select a message to one or more players at a time, and nsedsdd@ve been
sent are added to a drop-down list in the messaging component W tah

be selected and sent again if required. The map comporeint @mtinually
shows where players are, again with historical trdisasng where they have
been, and where they have performed actions such akiagtar scenting-

this allows the operator to immediately respond to player r@tio

During Savannah, the operator uses the management interfaopravise
scenarios for players out on the field, and to respond to the coeggons they
occupy. For example, in Savannah the edges of the geeacage seen as
hazards that can harm the players and reduce healfls ® force the players
back towards the central playing area. This scenario iswchiey sending
players in this area a message saying that they aredangerous area and if
they remain in this area the operator decrements thethhsanding them a
message to explain why. However, if the operator believadthle player has
accidentally strayed into this area, they may choose to bentiearie not alter
health. Other scenarios are constructed by the operatndan to stimulate
exploration or to pose a specific challenge; for examplenfoyming players
that they are thirsty and need to find water and gradd@breasing health
until they do. The location-based content merely suggests mdmaioccur, for
example that the players are in an area where elephantsenatis up to the

operator to create the scenario of a particular elephaththen respond to the
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players’ possible attacks with descriptive messages detailing the reasons for

success or failure and appropriate change in health.

This section shows how an operator can use the managenesfade to act as

a game master to improvise an experience, as in a gl game. It

provides a feedback loop that allows the operator to perform a rich and reactive

experience to players from the control room, in whictygra respond to the
operator’s scenarios and the operator responds to the players’ actions.
Although these techniques are not imnmediately scalableaty players, they
provide valuable insights into the early stages of the desitimeodxperie nce,
without being hampered by having to hard-code it before beingt@tdsst it.
They also free the operator from the constraints of raptetely automated
experience, providing a balance between pre-authored and imprcoistent,

and performance and play as defined in chapter 4.

6.3.6 Inducting Mobile Players

So far we have been concerned with the orchestration of amgreggperience
— the behind-the-scenes production of the experiencésnilwves managing
players as they progress. As public performances, the ciaaltenge for
orchestrating a mobile mixed-reality experience is manatiiegentry of

mobile players into the experience for a number of reasons:

e Tickets and timeliness public experiences may involve a player
purchasing a ticket to take part at a certain time, and as attestiine

they should have to wait before beginning should be minimised.

e Limited resources. a limited number of mobile devices, or set
performance pieces in the experiences that ideally onlyMavone
player, set an upper limit on the number of players who can takatpar
any one time. Delays in a player starting on the expegieuickly

introduce knock-on delays for future players.

e Introductory briefing : the experience may involve players being

briefed in how to use the technology, safety advice aravarview of
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how to play so that they can begin confidently without losing of
their allocated time.

e Minimising disruption : ensuring that all aspects of the system are

ready to receive the player, and that any failures atedrend fixed
quickly in order to minimise any potential loss of confidemeehe

experience.

e Maximising engagement the experience begins for the player even
before they have exited the venue onto the streetsthdih mobile
device. As the first point of interaction with the experenany
introduction has to carefully manage player expectations deraio

maximise engagement.

The orchestration framework responds to this requiremenntibgducing a
procedure that manages mobile players up to and inclubdéngrhe that they
step out onto the streets, viewing it as critical as the reseadxperience. This
first point of interaction with the player is theatiigareferred to as front of
house. The induction process attempts to combine the systpinements of
successfully and repeatedly registering and logging playershie experience
with the performance requirements of introducing playershe experience,

and providing support and monitoring as the player leaves the venue.

The induction process is used to support the front o$eguiocess in Uncle
Roy All Around You and | Like Frank, both of which requirstaady flow of
players through the experience. A similar approach is také&tan You See
Me Now? - although the experience did not involve public ilagilayers, the
street performers require a rehearsed and establishedspriaceensure that
everything was working before the experience opens, so thaketifiermance

can begin on time and any technology failures are hidden from p dierp.
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Figure 6-9: Induction process

Figure 6-9 shows how the induction process is split into a numbfenctions:

Data capture: front of house staff capture two different kinds ofaga
that which is used as part of the experience sucheaplalyer'sname

and photograph, and that which can be used to aid orchestration such
as the player'slescription and anyspecial require mentsthat other
members of the production crew should be aware of. ThetHatta
new player has successfully entered the experier@mensuncedto the

rest of the production crew.

Registration and login a unique ID is created to identify the player
within the system, which is used ¢onnect and loginthe player on a
fresh device. The control-roooonfirms that the device is connected

and that it is ready for the player to use.

Player Induction: front-of-house stafbrief the player, introducing the
player to the experience and demonstrating how the temimad used

using a dedicatedemonstration device The player isescorted to the
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exit and shown which direction to head off in. They are prechgo
perform a series oftroductory tasks using the mobile device to teach

them the basic skills that they will need to use ublwut the

Edit Details
Edit Details

experience.

Log Out Edjt Details
Log Out Edit Details

Figure 6-10: Capturing player data for orchestration

A front of house performer uses a terminal with a welwbev to perform the
registration and data capture tasks. A web interfaceeseatew profile for
the player in the system, and the performer uploads agragth of the player
and enters their name and a short description of what aree wearing and
other distinguishing features, to be used to identify the phigerlly on the
streets, as shown in figure 6-10. Once the profile has been createlyer is
active within the system, and as such can be seen on the manageeréace
until the player is logged out again using the same inerdédhe end of the

experience.

The performer next prepares the mobile device that the playeussgildnd logs
it into the system. The devices are all installed withigentical software
image, allowing a device to be immediately replaced with andthefails. On

creating a new player profile, the registration web fatsx generates a five-
digit, non-sequential unique ID that is used to identify tlaygqr throughout
the system. Non-sequential numbers are used to make it tasiistinguish

between the numbers in any of the interfaces, and all of theageshenumbers
are wholly divisible by 91, which is used as a simple k&em to prevent

errors in entering. The performer enters the player’s ID into the device, which
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then attempts to connect to the system. The ID associates consdntim the
particular device with the player, and if the device failsaay point the
player’s ID can be entered into a second device and the player can continue.

The performer and the control room operator collaborate tmitonothis

process, to ensure that the player and the device havessfudly registered

and connected and are ready to begin.

Figure 6-11: Preparing the device, left, while players are briefed, right

While registration is taking place, a second performeodnices the player to
the experience, giving a short, rehearsed script of the mals tm the
experience and what the player will have to do, as shoviigure 6-11. They
introduce the player to the fundamentals of the moleitdiriology using the
demonstration device, indicating how to use the map, how portreheir
position and how to get help if things go wrong. The playeatasance to ask
guestions, although the script is designed to give them enowgimation that

they can confidently begin the experience.

Once the registration and briefing has been completed{h@ndontrol room

has confirmed that the player’s device is ready to go, the device is handed to
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the player. The player is escorted to the exit of the veame: the performer
indicates the direction to take as they begin the expeei The first stage of
the experience for mobile players is deliberately dedigoebuild upon the
initial introduction at front of house, teaching each nEawyer the basics of
interaction with the system, during which time they amenitored by the
production team. Indicating the direction to take initiallypsethe player to
take their first steps with the device, and from thenaogseries of timed
instructions helps the player to try out the device’s functions while moving
towards a location explicitly marked on the mapecording an audio message,
reading messages from the system. Once this stage is teargie experience
properly begins; the mobile player is revealed in the odim&ronment and

enters the main clue trail.

The induction process provides a structured mechanism fod uting players
to the experience in a timely and repeatable manner, aptbved to be
essential in the continuous operation of the experientebenefits the
orchestration task by enabling a regular flow of players ihe experience,
collecting data that can be used throughout the experiemtegaes the

production crew the opportunity to notice difficulties early on.

6.3.7 Inducting Online Players

Our mobile mixed-reality experiences require a balanced ratialime players
to mobile players. The number of mobile players is often lavitgthe number
of devices available, or the number of performers and hawyrplayers they
can support at any one time. Similarly, there is a mininanngd maximum
number of online players taking part to ensure the best ierger for both
groups. This is especially true if, as with our four expares, fundamental
elements of the experience revolve around personal itiesracbetween

members of both groups of players.

The absolute maximum number of online players is obviouslgelirby the

software capability and bandwidth of the system as adewldthough there is

also an experience specific ideal maximum. The number ohemliayers

attempting to take part in the experience at any given tamelso largely

unpredictable and may fluctuate wildly, depending on howhnpudblicity the
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experience has had, and also based on the fact that pleasisgnn from any

part of the world and from a variety of time zones. Whilst s&€de the mobile

experience can be regulated by tickets sales by the hosimge, too few

online players may make for an unsatisfying experience for mplajers, and

too many online players may leave some not able to join. THeretpxire ment

for the orchestration framework, then, is to manage agdlate the flow of

online players into the experience.

The orchestration framework presents a reusable queuirgnsyst online

players, while to some extent mirrors the philosophy of thet4od-house

induction process- to allow prepare players for entry into the experience by

supporting the following functions:

Accumulating players: allowing online players taccumulate before
the experience beginswhile the production crew is making final
preparations, so that when the experience does startisharpool of

online players for mobile players to interact with straight away.

Limiting numbers: maintaining the desired ratio of online to
mobile players, while also limiting the number of online players to

within the tolerances of the system.

Restricting access providing a structured mechanism fstopping
players from entering the experience in the case of technical problems
while maintaining their connections, rather than refusingneotions

which would imply that the experience had suffered severedsilur

Moderating accesspreferential access alloveelected online players
to begin the experience ahead of others. Conversely it allaiws
accesghrough a natural turnaround of available slots in the exmesien

so that all players in the queue are able to play.

To join the experience, online players visit the assatiatebsite. Around

fifteen minutes before the experience is due to begin thsiteeis updated,

allowing players to download and activate the browser-basedeoalient,

which connects to the queue. The queuing system is implementedragrais
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which the online client connects, and which maintains anredddist of
connected clients waiting to join the experience, withfilseto connect being
the next to join. Regular updates are sent to all connectatsclindicating
their place in the queue, so that each client carlagigm estimate of how the

long the player will have to wait before joining.

The server monitors data published by the game enginénthedites whether

the experience is open or not, how many online playerswarently in the
experience and what the maximum number of players is. ddis may be
dynamically updated by the operator at any point during the experience and the
gueuing system reacts to it by allowing players to join or resigitheir entry.

Once there is a slot available in the experience, tiseligg system sends the
online client at the head of the queue the address of #ie omline game
server; allowing the online player to disconnect from theuguand connect to

the main server, thus joining the experience.

A simple interface displays the name and IP addressofected clients, and
allows selected players to be “upgraded” and enter the experience even if it is
full or technically closed. This allows operators to test theee@nce before it
is fully opened, or to allow local visitors to take part aheadtbér online
players. Conversely, the interface allows an operatoridb &nline players
from the queue by dropping their connections, or even tog®nily ban the
IP addresses of online players who persistently cause epmeblin the
experience- stopping them from connecting to the experience at all. At the end
of the experience - for example after the online pldngesr been caught in Can
You See Me Now?, the player’s online client is disconnected from the server,
and they are redirected the experience’s web-page. They are welcome to
play again, but must join the back of the queue as befemsuring a constant

turnover of new online players.

The queuing system has been used to regulate the manyriti® ufaonline
players taking part in Can You See Me Now?, Uncle Roy All Arouod and

| Like Frank. In this way, the online queuing system suppoete#periences

as performances players to wait for the experience to begin, and how many

players can concurrently take part is regulated in ordgrdduce the best
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experience for both groups of players. At the same titngyravides a
mechanism for the production crew to orchestrate the oghmee as the need

arises.

6.3.8 Distributed Orchestration and Shared Awareness

So far we have largely focused on applications, processtdechniques for
the control room that support the orchestration of mobiigednreality

experiences. These mechanisms allow the behind-the-soexthgction crew
to operate within the bounds of the system to orchestrate plagarsattirough
monitoring, intervention and improvisation. However, this ocadygounts for
half of a mobile mixed-reality experience. Mobile mixeddity experiences
place players on the streets; the majority of thetiloas occur in the physical
environment and fall outside of the controlled scope of theilendlevice and

supporting automated systems.

Consequently, the control room remains largely unawareviodt mobile
players are actually experiencirghas a player stopped moving because they
are confused and do not know where to go next, or are thewaisng to
cross a road? In Uncle Roy All Around You, the mobile devwiay have
instructed a player to leave the office and head towardgnbedine, but have
they actually done so? The management interface carintiteteoperator if a
player is disconnected but continuing with the experience whdé device
attempts to reconnect, or if it has crashed and theystaneding still not
knowing how to proceed. Similarly, the control room operator canemootely
reset a device or reconnect a disconnected network cormedtiey can only
intervene within the scope of the operating system. Whilanirexperience
such as Can You See Me Now?, in which mobile players are pioofasswho
perform for an online audience, mobile players can expist ambiguity to
create a rich experience, for a public mobile playesg¢heircumstances can

potentially be problematic.

Based on these regularly occurring events in early expesientdee
orchestration framework was modified to respond to this byidemsg the
control room as only one part of a combined orchestratifonteflust as a
mobile mixedseality experience revolves around players’ actions on the streets
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and simultaneously within a virtual environment, orchestratiiked place
virtually — within the system via the control roomand on the streets via
members of the production crew distributed deliberatdisoughout the
physical environment as street performers. The orchestratiorstdgiributed
between the control room and the street performers; mirroringptiteol room
management interface by monitoring and intervening in mobile players’
experiences in the physical environment by discretely watghliagers and

with faceto-face interventions if necessary.

This distributed orchestration evolved from an informalcpice to a defined
strategy that included all members of the productiowcreonitoring players
from their respective points of view, and then broadcastingrifismation to
other members in order to collaborate to create a combined perspeatitiat
players are actually doing, both on the streets and witl@nsystem. This
shared awareness is then drawn upon in order to make a decigiowlaether
any action, such as intervention, is required, and if schvimember of the
crew is best situated to perform it. Distributed, collaborativeestration work
serves to glue the potentially disparate elements of gherexces together,
from the initial induction of players, trouble-shootingexpected events and
managing players through the final performance, and deneaitoring to

make sure everything is running smoothly from all points of view.

Practically, the orchestration framework supports distetd orchestration and

shared awareness by implementing the following functions:

e Constant communication each member of the production crew
continually listens to a&hared walkie-talkie channelfor information
that may affect their particular role, and also broadcadtamation

regarding their activities or sightings of players.

e Shared map references each member of the production crew is
equipped with amap showing the game area overlaid withgad-
reference schemeallowing them to quickly report their own position
or that of a player, and conversely to pin-point positilmorted by

other members of the crew.
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e Mobile street performers: the team of street performers is spread
acrosskey vantage pointsin the game area in order to batbvertly
monitor players and relay this information to the rest of the production

crew, and tgperform face-to-face interventions if necessary.

e Shared database accesthe control room, front of house and the street
performers all havaccess to the databasef player descriptions and
photographs captured during the induction process via a nteldace.
Street performers can access the interface while osttéets using a

PDA in order to aid in thedentification of specific players

The use of distributed orchestration is a core tasthendayto-day work of

operating both Uncle Roy All Around You and | Like Frankallows the

production crew to directly contrast the actions of @layon the streets with
their actions within the system as viewed in the comntoolm, in order to

expose potential problems or just to confirm that a player is irpfagressing

as they should. This can be seen from the following waildiget dialogue

between a street performer roaming the streets and theolkcoodm during

Uncle Roy All Around You:

Rumner: OK just to warn everyone, there’s 2 guys just around
the edge of China Town, one’s got a pony tail and they re really
legging it to try and get to the office by the look of it.

The controller selects the descriptions list, searching for the
player described. He looks at photos of 2 players and selects

one for a closer look then closes the photo.

Control room: OK, that’s Johnny and Francis. They 've both got
time left. They 've got like 25 minutes.

Runner: Oh yeah, but they re really really sprinting.

The above shows how the street performer recognises unus&l ipdédhaviour
— two mobile players running. Listening in, the control room operahecks
how long they have left and realises that furthemvetation is not required as

they have plenty of time based on where they are. Noptaldtreet performer
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failing to spot a mobile player in the area that theyehbeen described as
being in by the control room is just as important as sgpt player— the
runner can alert the control room that the playerigsimg, and the two can

then collaborate to see if there is a problem.

Street performers may intervene in a mobile player’s experience if they are
either having technical difficulties that cannot be resolvethotely, or
interpretive difficulties where they are unable to relate theguthored content
of the experience to their current physical environment.hése cases the
performer liaises with other members of the production deewonfirm the
player’s identity and to identify what assistance they need before intervening
faceto-face, perhaps by resetting their device to restart thatclor just by
pointing them in the right direction. Finally, both the performer anddhé&al
room confirm that the player is back on track. In theodjaé below, the
control room operator is informing a street performer othreal fault that a

player is experiencing, and that their device needs to be réstarte

Control: Yes, his PDA just needs resetting. He’s connected but
it doesn’t think it is, so he can’t send audio. He’s a young male,

he’s got short brown hair, dark blue coat, and blue jeans.
Caitlin: Is he at the phonebox that’s there?

Control: Yep. | told him to wait at the phonebox. He just needs
the PDA resetting.

Caitlin: Caitlin to control, can you confirm that Craig is now

connected and in the game?

Control looks at connectivity interface. Craig’s player icon is

highlighted orange and disconnection is visible

Control: He'’s not connected at the moment. Make sure he’s

connected.

Caitlin: I've just put Craig back in the game. He'’s on the clue
trail heading for the (inaudible).
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Control looks at Craig’s connectivity and can see that he is

connected

In this way the control room and the performer collabonaterder to fix the
problem, and to make sure that the player is ready tantenbefore sending

them on their way.

As we saw earlier, frontf-house performers and the control room operator
collaborate to ensure that each new mobile player isteeggs correctly, and
their device has connected to the network in order to begiexberience.
Using the management interface, the control room opera®rahaystem-
centric view as to whether the device is ready to go,thisdinformation is
broadcast over the walkie-takie channel. Similarly, &réhare any delays in
the induction process, they are broadcast by the ®éhbuse performers, and
they and the control room will work together to resolvarthErontof-house
announces that a new player has left the building, andcalmrol-room
announces in which direction the pre-authored content emitlsthem. This
alerts the street performers, particularly those in the vicinithef/enue, to be
on the look out for the new player and to watch to make thaneare heading
confidently in the right direction, or if they look like theyeastruggling. A
similar process is in place to recognise players agapproach the end of the

experience.

This constant, distributed orchestration of the experieacables the
production crew to respond when things do not go according to gteeet
based monitoring is critical if players are not to be skednthrough
technological or interpretive failings. However, it alsomat the production
team to blend facés-face interventions into the experience by responding
quickly and confidently so as to minimise any disruption of a player’s

engagement.

6.4 Summary of Orchestration Functions and Tools

This section now summarises the key functions and toolkeobtchestration
framework, reflecting on its role in supporting our four expmes and

considering general lessons that can be learnt from the frankew
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6.4.1 Functions and Tools

The orchestration framework encompasses a set of mlescithat the
production crew employ in order to operate each experiaamwasisting @
supporting tools, strategies and processes rather than omlitiio
application. Figure 6-12 shows the union of functions #&t involved in
orchestrating a particular experience, and although each ienperhas a
different implementation of the orchestration framdwand not all of the
detailed functions may be applicable or relevant to apeeences, the

experiences all make use of each high level function.

Monitoring the ongoing experience is a core requirement of stict®n, and
all four of our experiences require this. The orchestmatiamework supports
monitoring via a control room management interface that allbevproduction

crew to monitor multiple aspects of the experience:

e Monitoring the present: a variety of components within eh
management interface allow the operator to immediatédyv the
current state of the experience, to judge whethes fumctioning, if
particular players need closer attention and the distoib of players
across multiple aspects of the experiencenap displays each player's
last known position in the mixed-reality environment. Ebgerience
overview shows a list of all players, how much time they have
remaining, their current state, for example whether tieycannected
(Uncle Roy All Around You) or attacking (Savannah). Tplayer

detail view reveals more detail about the state of a specified player.

e Revealing history: each component within the management interface
displays a historical record of what players have been daingllow
an operator to make a judgement as to whether a playepastedly
having difficulties, or to reflect on exactly how playdnave been
taking part in the experience. This includes where ti@ye been via
their spatial trajectory, when they have been disconnected and for
how long via theconnectivity graph, and whatontent they have been

receiving, via themessage history
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Figure 6-12: Summary of orchestration functions

e Revealing content: The content landscapethat players inhabit is
revealed throughout the management interface, includinggdagoral

milestones and map annotations This allows the operator to
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potentially direct players to areas that they havetioyetxplore but plan
to (Savannah), or give an indication of likely routes through the obnte
that a player is likely to take (Uncle Roy All Around Yauod | Like
Frank). This also allows the operator to make judgements abowe &her
player is likely to have moved to if they are disconneced this
information is not directly available, or where a plagaould be at a

given point in the experience in terms of both position and pre.gres

The orchestration framework supports the production énewwtervening and

improvising in order to perform elements of an experience, spora to

unexpected events, tailor it to a specific player's needs add additional,

dynamic content. Each of our four experiences involves performancetad pa

the orchestration process:

Intervention: The intervention components of the management
interface allow the control room operator to manipulate a player’s
experience, within the supported context of the system. mhsvies
overriding or altering automated functionality and contasing the
control panel, for example by adding extra time or changing the stage
of the experience a player is on, or sending additiomesisages using
the messaging componentas if from any of the experience’s voices;

the automated system or other players.

Improvisation: The monitoring and intervention functions allow the
operator to supplement existing content andorototype additional
content. As a tool for rapidly prototyping game new game hamics
and exploring new scenarios, the operator can improvise aene-g
play, rules and content on the fly before it is implemgrds an
automated system, as seen in Savannah. The operatoscaasgond
to a player's actions, sending additional messages, penfpramdund
failures and manipulating the experience in general, @s geUncle
Roy All Around You.

Distributed orchestration: orchestration moves out of the control

room through the use of dedicated street performé&snstant
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communication ensures that all members of the production crew are
aware of where players are, what they are doing and whgcal
events occur. Ahared mapand player information database allow
performers to recognise players in the streets, #awkio-face
interventions help to minimise loss of a player's engagentent

something goes wrong.

Finally, experiences that involve a constant flow oflguplayers taking part
require support from the orchestration framework in ordemémage entry.
This is a core requirement for mobile and online playerinole Roy All

Around You and | Like Frank, and for online players in CaruYSee Me
Now?:

e Induction of mobile players: mobile players are inducted into the
experience during a registration process that both introplagers to
the experience and to the technoloBggistration and login ensures
that the system is operating correctly before players begimdier to
maximise engagement and minimise delaata capture provides
profile information for both the system and for future ersthation
purposesDemonstration ensures that players are confident in the use
of the technology, anthtroductory tasks gently introduce players to

the experience.

e Inducting online players: online players enter the experience via a
dedicated queuing system that allows an operator to maimege t
potentially variable flow of online players entering tegperience.
Online playersaccumulate in the queue before the experience begins,
and numbers can beestricted to ensure an appropriate balance of

online to mobile players is maintained.

6.4.2 Broader Reflections

The orchestration framework deliberately provides more #mimterface for
monitoring the technology of a mobile mixed-reality experéent provides a
variety of tools that support the combination of pre-auth@@ntent and pre-

defined game mechanics with the dynamic performance thaqisred to
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operate an experience “in the wild”. The significance of the orchestration task

and the solutions provided by the orchestration frameworike Haeen
demonstrated through the successful deployment of our fpariences to a
large number of members of the public, and through thetyaof challenges
that this has raised. This section now concludes by riefiecin the lessons
that can be learnt from the orchestration framework, dadtifies common
solutions that can be used by other authors of mobile mixedyreatieriences

and in the wider field.

Design for performance: mobile mixed-reality experiences should combine
pre-authored content and live performance, and orchestrationld be
carefully considered to support this from the outset. Whils fhliaces
additional demands on the production crew, if large numbiepsayers are to
take part in an experience each of its elements shouldefeatable and
sustainable, including those elements in which the productim titervene to

manipulate the experience for a particular player.

Perform around failures: regardless of how sophisticated pre-authored
content may be, the production crew should, through orchesirée able to
adapt the experience in response to unforeseen situationeplegy failures
and a variety of player behaviours. With a large numbeslafers, network
disconnection, application crashes or misinterpretaticsoatent should all be
regarded as inevitable, and as such orchestration shoowd ték production
crew to respond in the context of the experience as naiplossible, so as to
minimise loss of engagement for the player. To this erchestration must
support the modification of existing content and game eamich, and the

seamless addition of new, improvised content.

Reveal more than just the map: many control systems and game
management interfaces support orchestration by displayiegewsiayers are
using a map. However, mobile mixed-reality experiencesfiar@amentally
much more than just where players are in the citychestration should reveal
what players are actually doing, what they have done andtivatare likely
to do next. Orchestration should attempt to reveal the bigggure, by

showing where players are in relation to key contéerhents, how they have
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been interacting with other players and their physicdbag through direct

observation.

Experiences begin and endwhile considerable effort may be expended in
realising the core mechanics of an experience for amiéhail player, authors
must also consider the experience as a complete produbtid many players
take part in, and as such orchestration should plan heye sl enter and leave
the experience- an experience that begins as soon as players arritleeat
venue, both mobile and online. It is important to both introduce theraysnd
technology to players through briefings, demonstrations and introd uegky,
and to introduce the players to the system through data captutg,csecking
and ensuring that all systems and performers are readgcéve the new
player.

Players are mobile: while a large number of orchestration tasks can be
performed from the control room, it is important to rememi@at mobile
mixed-reality experiences take place on the streetiseodity as well as within
the mixed-reality environment. Events that occur outsidehefitmmediate
scope of the system, such as software or connectivity failuteswilarly, be
largely outside of a control room operator's point of viewos&rphysical
actions, as well as the finer points of a player's behaviour, maydieservable
from this view point. Orchestration should be planned to take jrate same
domain as the playerson the streets through physical monitoring and face-
face interventions. A possible extension of this pcacts to use other remote
monitoring methods, such as CCTV, or to piggy-back on to existelg w
camera feeds, such as the office view in Uncle Roy AluAdYou.

Share information: any distributed system requires communication between
Its constituent parts, and the orchestration of a mobile nmeelity experience

is no exception. Simple, reliable communication usinkieatalkies creates a
collaborative awareness that allows the production deewhare a common
picture of what is happening in all aspects of the experjeowine, on the
streets and at fromf-house, and to quickly respond if necessary in the most
appropriate manner, which may be via technical performancacerd-face

interventions



6.5 Conclusions

This chapter has presented a framework of tools that suggodrchestration
of mixed-reality experiences, based on the deployment dbtlreexperiences
described in chapter 3. It has shown how orchestratiocsepte a significant
challenge for the authors of experiences that are pezban a real-world

scenario.

It has reviewed the use of orchestration in a vanéigreas, from role-playing
games to public performances and control rooms, to show howstration is
a combination of monitoring, intervention, improvisation andgrendnce, and
to raise the question as to how orchestration can plage&ul role in mobile

mixed-reality experiences.

In response to this, this chapter has described a framewarkcloestration
tools and functions that allows a behind-the-scenes proaductew to manage
the operation of our four experiences, by combining dynanmionmeance and
pre-authored content through the use of dedicated control mmisnand work
practices. It has shown how the orchestration frameworlplaged a critical
role in the dayto-day operation of the experiences as well as when things go

wrong, as highlighted by the general framework proposed in chapter 4.

Finally, this chapter has reflected on how the orchésitratamework has
highlighted a number of more general solutions for the orci@strof mobile

mixed-reality experiences.
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7 Implementation

7.1 Introduction

This chapter describes the implementation of our fogesgences. It shows
how the authoring and orchestration tools described inpte&ious two
chapters are implemented within a larger supporting sysadh in turn how
the challenges of authoring and orchestration influeneeddsign of this

system.

The chapter begins by reviewing the core technologieshdnag been used to
implement our four experiences; focusing on connectivity, renddie and
user interfaces, and describing the strengths and weaknesses af erder to
highlight the technical challenges that these raise for eachmmaptation; how
connectivity adds additional challenges for orchestratimow middleware
should be used to implement a platform that supports orakiestrand how

content is presented to players in a professional manner.

The chapter then goes on to describe a component-baseth systatecture
and the primary functions that each mobile mixed-realqyerience supports,
before focusing on how the architecture has been implementédufzaly the
differing requirements of online and mobile clients, supportiegnate

orchestration and disconnected operation.
7.2 Technologies

This section reviews those technologies that have beshtasimplement our
four experiences, and that are also often used to impleateer, similar
experiences. They can be divided into three areas; netwotddinologies
used to connect mobile devices, middleware that is usednoecb system
components and applications, and multimedia authoring tecfieslaised to

create and deploy player-facing user-interfaces.

7.2.1 Connectivity

In our four experiences, players inhabit a shared, mofriged-reality

environment, in which they receive location-based content and are atiaes o
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positions and actions of other players. In order to suppattte experiences
make extensive use of wireless networks to connect molajens' devices to
a central server as they move through the streets, provides-dme view of
the shared mixed-reality environment. This wireless conrngctcan be
provided by one of a number of technologiesften Wi-Fi, GPRS or 3G, with

each presenting its own particular strengths and weaknesses.

Wi-Fi, or wireless LAN, is commonly used to provide wireless ectivity
for mobile devices over a small area, and is popularly tsesupport the
majority of small scale mobile experiences, including Saaarand early
deployments of Can You See Me Now?, due to its ease of deployment and use.
A WiFinetwork transparently provides the same functionastg avired LAN
connection in terms of network addressing and routing, combimitll
relatively low latency and high speeds when compared to otfrerless
technologies. However, the quality of a Wi-Fi connectiepends on a variety
of factors, such as radio interference from other wssel@etworks and
microwave sources, the number and power of access pointebstacles
between the access points and mobile devices, for exampléngsilok other

urban obstructions.

While there are a large number of publicly accessible FiWnetworks,
coverage by one network across a large urban area jsaraexisting access
points often may not be placed to support this explicitly, @mbnnection in
any given area cannot be guaranteed to any degree. Conversely, as a
technology readily available off-the-shelf to the constnieis possible for
third parties to set up their own Wi-Fi network as requiesd this has the
advantage that the experience author has complete cohti@ placement of
access points in order to provide the best coverage, and alscetinetwork is
not subject to any operator imposed restrictions such as fomiting or
billing. However, the time and effort required to set up aRiVihetwork to
cover a reasonable urban area for a mobile mixed-reality exgeris large. In
Savannah, one access point was sufficient to reliably prowdeless
connectivity across the school playing field, whereas to prowiteless
connectivity across a built-up urban area of approximately sqeare

kilometre in Can You See Me Now? required several rooéinted access
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points, with each in turn requiring power and connectivity back central
network hub. Any Wi-Fi network cannot be expected to provide ssamle
coverage of the desired area; even with careful planningcoess point
locations there may be areas that are not covered odpréess coverage than
expected due to transient interference, leading to dropped oginak
connections, and ultimately regular disconnection from nhiged-reality

environment whilst mobile.

GPRS, or General Packet Radio Service is a data service $hat the GSM
network to provide internet access for mobile phones and &M
compatible devices, for example a PDA with a suitable mod&RS was
used to provide wireless connectivity for Uncle Roy All &4nd You and later
versions of Can You See Me Now?. A GPRS data connection providesda spee
similar to a conventional dial up connection with a ¢gpilatency of 500 to
1000ms. The most significant advantage of using GPRS is itefuke near
ubiquitous GSM network, meaning that the service may be ugedrhobile
device in most locations without the overhead of settingaudedicated
infrastructure as with Wi-Fi, however this use of the GB&work also leads

to a number of disadvantages which compound the relatively slow speed of the

connection when compared to Wi-Fi.

The GSM network infrastructure is made up of many basestatanalogous
to Wi-Fi access points, and each can handle a limited nuoibswncurrent
transmission channels. As GPRS is a packet switchadnsyseveral GPRS
sessions may concurrently use one transmission chafriébse not being
used for regular mobile voice traffic. However, network afmms often
prioritise voice over GPRS traffic, meaning that wheadditd to a busy base
station multiple GPRS clients must compete for atéchiamount of the base
station's capacity. As a result, speed and reception magpdredue to this
contention. As with other wireless protocols, the quality oPRS connection
drops logarithmically with distance from the base statibat a device is
attached to. In a densely populated area with many base station®btaspis
less apparent, however in an area with only a few base statéopsrformance
of the connection may degrade significantly based on locatipecally if a

base station is not operational. Finally, network operatotenoplace
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restrictions on the traffic that may flow over a G Bbnnection; for example
by employing transparent caches to heavily compress some mediguoing
that all traffic is routed through a gateway using Netwadkiress Translation
and so limiting true endb-end connectivity, in turn introducing restrictions on
an application using stateless network protocols. GPRSda®wonvenient
and widespread wireless connectivity, however again the adwity and
quality of the connection cannot be guaranteed, potentialijnigdo repeated

disconnections from the mixed-reality environment.

3G refers to third-generation mobile phone networks, andmpasses a
number of rival technology standards that provide fast @ggeetonnectivity in
comparisonto 2.5G networks, a colloquialism for networks thgi@t GPRS.
3G was used to provide wireless connectivity to mobile playersikelFrank,
in which players used 3G phones to inhabit the mixed-reality enweot. The
main technological advantage of 3G over 2.5G is suppowideo telephony,
and its ability to handle greater numbers of simultaneeise and data
customers, and data transfer at speeds that approacloftosme broadband
connections. In practice, 3G operates in a similar manreP®S, with video
telephony requiring dedicated transmission channels inatime svay as voice
telephony, therefore often taking priority over data trasson. As a
relatively new technology, 3G coverage tends to be lirtibeurban areas due
to the service requiring a new infrastructure roll-out by networkadpes. As a
result 3G networks tend to be hybrids that support both 3G and 2.5G standards,
switching down in an area with little or no 3G coverage. Imsenf contention,
routing, and to a larger extent, coverage, 3G suffers omiar problems to
GPRS in being unable to guarantee that wireless conngaitiilitbe available

consistently in all areas.

For mobile players to be able to inhabit the mixed-realityironment, then,
the supporting system for each experience must take into account theigsope
of the wireless network that it relies upon, primariggarding temporary
disconnection due to fluctuations in signal strength, andelodisconnections

due to contention and lack of coverage.
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7.2.2 Middleware

Our four experiences make extensive use of two existing midadep latforms
— software to connect a variety of software componettsorder to simplify
the task of creating a distributed system to support thelenoiixed-reality
environment. Can You See Me Now?, Uncle Roy All Around Yod BLike
Frank are all built using Equip, and Savannah is built using,Eboth of

which provide similar data-sharing functionality.

Equip (Greenhalgh, 2002) is a real-time middleware platform tbhpparts
data-sharing between distributed applications, and is dsbitgn support the
convergence of real and virtual worlds by allowing a divesesteof devices to
communicate. This enables the creation of a shared meadilyrenvironment
by sharing the state of a master environment between endéilices, online

clients and a component-based central server.

Equip enables data sharing through the use of a number ofdname
“dataspaces”, referenced by a URL-like naming scheme. Applications connect
transparently to one or more of these dataspaces, dittwlty or over a
network, which act as tuple spaces allowing data objects ghdned. Equip
implements the tuple space paradigm by allowing appliesitio act as
producers by adding, updating or deleting items within a dataspacas
consumers by adding a template to subscribe to events mgargiarticular
data object that they are interested in. This subscriptiodehdrives data
replication through Equip, with the dataspace informing theevaait
application that something of interest has occurred. THeatpn of events
between the potentially remote dataspace and the applidatieh APl is
handled internally by Equip's object serialisation protaner either TCP or
UDP.

Elvin (Fitzpatrick et al., 1999) is a lightweight message based ruiific
system designed to facilitate communication between distdbapplications.
Applications use Elvin in a similar manner to Equip, using Ehen API to
connect to one or more Elvin routergnalogous to dataspaces - and to publish

and subscribe to particular messages. Replication betpreeasses is again
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driven by subscription and templates, with applications re@igtéeir interest

in a set of messages using wild cards or specific values.

Equip dataspaces and Elvin routers can be used as a central détat hasris
the backbone of the supporting system, which can then be rouitaf number
of potentially reusable, logical components, with the middtewplatform
handling the communication between these components. la cases it may
not be appropriate to use the internal serialisation atwdbrie communication
protocols of the middleware system to connect remotatslie for example
over a high-latency GPRS network with port restrictionstooan internet
based online player, and in these instances a proxy appliaz&iog a more
dedicated protocol must be created to route events betweemidlleware

system and the application.

7.2.3 User Interfaces

In our four experiences, the user interfaces that playse to access the
mixed-reality environment and the content provided within itcaeated using
industry standard interface authoring packages, for both afadeployment
and to allow the creation of a polished interface foygrs to interact with.
Secondly, separating the core functionality of the supporiystem from its
user interfaces allows the task of constructing thefage to be farmed out to

a specialist designer.

Flash is a multimedia authoring system created by Macromdé@dobe
Systems, 2007a), which is commonly used to create games, iansnand
other interactive media content to be embedded in web pagash Fl
applications, or movies, are authored in a dedicated IDE,sapgdort both
animation and scripting using Action Script. Movies are exgab&s byte-code
which is run in the Flash Player virtual machine, usually embedslagpug-in
within a web-browser. Flash movies may be run on mobile devao
increasingly on mobile phones, making Flash an increasingly popldace

for creating interfaces for mobile experiences.

A Flash movie can communicate in real time with a renagplication over a

network using the TCP protocol, which is exposed as an XML$atkect
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within Flash. However, this wrapping only exposes limited funstiof the
underlying socket, with operations limited to instructing th&ksbto connect
and receiving callFbacks on disconnection and data transéeon8ly, and
perhaps more importantly, a complex Flash movie may strugglanat a
reasonable speed on a resource-limited device such RBAa and this
combined with limited network support means that a Flaghrface is

probably best supported on a mobile device by a native host ajplicati

Shockwaveis a second multimedia authoring system created by Meed@.
While it can also be used for creating animations and interfadce®fien used
for creating online games. As with Flash, Shockwave moatesdeveloped
using the dedicated Director IDE (Adobe Systems, 2004a), whichhare t
played with the Shockwave virtual machine plug-in. Shockwanevides a
more sophisticated platform than Flash in that it sugpextensible network
connectivity, audio streaming, and provides access to hardeea®mted 3D
graphics, allowing authors to embed rich 3D content into movies; l@wies
sophistication means that it is largely limited to stadd@€ web-browsers,
rather than mobile devices. The Shockwave plug-in is saltetinstalled on
the computers of 59 percent of web users (Adobe Systems, 200We)\dr it
may also be downloaded and installed via a web-browser as requiredg ntaki
an ideal platform for the deployment of the online companeita mobile

mixed-reality experience.

An important addition to Shockwave is the Multi-User Ser¥ega (Adobe
Systems, 2004b), which allows real-time network communicatiom @ or
UDP using a proprietary wire protocol to a remote serwectionality which
is typically used to create multi-user applications saglehat-rooms or online
games. The Multi-User Server communication protocol issages based, with
clents and server sending and receiving messages thtircaerialised

collections of Lingo types the scripting language used within Shockwave.

7.3 Implementation

This section now describes the implementation of our fxperiences. It
begins by describing the common game-engine architecturesupports the

core functions of the experiences and integrates the Codpsldystem, and
187



upon which all four experiences are based. It then describasiple mentation
of particular components to support different types of p&yerchestration

tools and especially disconnected mobile players.

7.3.1 ColourMaps and the Game Engine

The system architecture, shown in figure 7-1, is based on a convéntiena
server model, with a central server maintaining the sifitike experience and
to which a variety of clients connect, including playaerds and supporting
orchestration tools. A pedo-peer architecture was not considered for the
experiences due to their short nature, and the need to sypohronous
communication between clients that would not usually be expecteentoper

the course of an experienee however, this architecture would perhaps be
more appropriate for a longer experience that lasted for, dayseeks rather
than just one hour, and timely message exchange wasanatitical

requirement.

Each client publishes updates over the network to theadeserver regarding
its current activities— primarily position updates, audio and messages for
players, and each client subscribes to data from theerseegarding the
evolving state of the mixed-reality environment and to recedrgent. Clients
render the state of the environment and display contenbe appropriate
manner; as a three-dimensional model or two-dimensiowgd for online
players or typically a two dimensional map for mobileypis. As players
inhabit the mixed-reality environment their clients shamesition, text
messages, audio, content and other game mechanicsevigathe-engine,
which sits between theonValidated andvalidated dataspacesand filters and

moderates these events:

Position: Each player client publishes a position object into th&Vadidated
dataspace, which is updated with their current position as intecavailable,
for example a mobile player's position as reported by GPSelf-reported
positioning, or the position of an online player's avatait & moved in the
virtual environment. Subscribing to updates to this object, theegamgine
converts these positions into a common coordinate framegjased, updates
its own internal state of where the player is and then pesliatcorresponding
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position object in the validated dataspace where it idadolaifor other clients
to subscribe to. The game-engine publishes a corresponding padijext for
each individual player, and also an aggregate objectshatdiated once every
few seconds containing positions of all of the playdra particular type, for
mobile clients that have limited bandwidth or difficulty démg large numbers
of updates. Using this system, all clients subscribe to thégresof all other
clients, and as a result can display the positions gépdain the mixed-reality

environment.

Position Text System Audio
updates messages messages source Clients
publish
\4 A
e ~ -
nonValidated dataspace Audio
Encoder
\ T Y,
KGame—engine \
Coordinate translation
Game-
ColourMap content engine
Game mechanics
- Communication Rules
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Server
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Positions + Filtered text System Content Audio Clients
Aggregates Messages Messages Player subscribe

J

Figure 7-1: Game-engine architecture

Messaging: Each client publishes a messaging object into the nodetatl
dataspace which it updates in order to pass messages @ntbeeggine. The

game-engine publishes a matching message object into tHatedlidataspace
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which the client subscribes to, allowing the game-engine td sessages
specifically to that client. The game-engine also publisiseewn messaging
object, allowing it to broadcast messages to all or a suafstte connected
clients. This architecture provides a transparent messagingwaknallowing
the clients and the game-engine to communicate which atssti@ handling
of individual connections to clients to other parts of slgstem, allowing the
game-engine to be easily extended regardless of how cliemtacauvally
connected. The messaging framework is used to send system tiotificéext

chat and other experience specific events to and from the gagee.

Text MessagesClients use the messaging framework to send text messages to
the game-engine, which then distributes them to othertslesnis appropriate
for the experience; public chat messages are broadcast siggrtie-engine's
messaging object to all players, whereas private texsages are sent to the

specified player using that player's own messaging object.

Audio: Mobile players can communicate with online players usang
continuous audio stream in Can You See Me Now?, and ‘bt sudio

messages in Uncle Roy All Around You and | Like Frafldedicated audio
process receives, encodes and broadcasts audio for onlins,cdied notifies
clients through the game-engine using the messaging framevierk audio is
available to listen to. In Can You See Me Now?, mobitey@is communicate
over a shared walkie-takie channel which is captured and ndigady

encoded as MP3, before being continuously streamed to onlinésdliem a

dedicated servlet. In Uncle Roy All Around You, audioesarded locally on
the mobile player's device and encoded using standard AMRR3E998)0

reduce size. The audio file is uploaded to the audio prdmfese being re-
encoded as MP3 and made available on the web-servelefotsdo download
and play. Finally, in | Like Frank the mobile player's phone mak#soae call

to one of a dedicated array of phones in the control room whicldeeashort
audio clip before hanging up. Again, this audio file is re-encodddR3 and
IS made available on the web-server. In Can You SeeNdw the audio
process introduces a delay of approximately five seconds,nabdth Uncle

Roy All Around You and | Like Frank there is a delayapproximately ten
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seconds from a player finishing recording a message to it beard hy online

players.

ColourMaps and Game Mechanics The game-engine manages experience-
specific game mechanics, interactions between players exnthg location-
based content to players. Content and other global game-stébles are
loaded from ColourMaps, as described in chapter 5. When amequlayer
connects, the game-engine assigns a random start positiorauswigurMap,
and broadcasts the event to all existing clients. In Can S Me Now?,
when a position update is received from a mobile player, the -gagiee uses
the GPS ColourMap to correct the postion if necessary befogeking to see
if the mobile player is close enough to an online plagehave caught them,
and if so sends messages accordingly and begins a timerctmikst the
player. Likewise, in Uncle Roy All Around You and | Likeafk the game-
engine determines whether each mobile player is at thhectstage in the
experience to be visible to online players, and if so whethime players are
close enough to a mobile player to be able to send text messahest@and it
modifies the position and messaging objects accordingly. icleURoy All
Around You, | Lke Frank and Savannah, the game-engine mauhage and
location-based content, using the translated position updaids the
appropriate content ColourMap to send content events batle wiént using

the messaging framework.

7.3.2 Supporting Varied Client Requirements

As we have seen, clients connect to the central game-engirgeintorinhabit
the mixed-reality environment of an experience. Online pdayase a
Shockwave client in Can You See Me Now?, Uncle Roy All Arovoad and |
Like Frank, and mobile players use a hybrid native and Flash clianing on
a PDA in Can You See Me Now?, Uncle Roy All Around Yara Savannah,

and a Java Midlet running on a phone in | Like Frank.

The online client is a self contained Shockwave movie emidegida web-

page and hosted on the web-server, which enables deploymentlarge

number of online players without the need to install deedcabftware. The

client contains a three-dimensional model of the city thiarors the maps and
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ColourMaps used elsewhere in the system, and the playersnibeir avatar
through the model using a matching physics model that enforaestan
speed and collisions with relevant physical boundaries. The plibtishes the
position of its avatar once a second, and listens fotipnsipdates for other
players published by the game-engine; the positions of éahaitars are then
smoothly interpolated using these updates and rendered usinglkagw
animation. Dynamic audio from mobile players is playedhgis$hockwave's
built-in streaming audio player, mixed with static souneé&$ that are played
as necessary to alert the player to key events. Findlly client listens for
messages from the messaging framework and performs thepaipps action;
displaying text messages in a variety of text fieldsgcl@nging to a different
mode, for example the emmf-game scene when the player is caught in Can

You See Me Now?, or the office scene in Uncle Roy All Around.You

The mobile client consists of a Flash interface combinéti a native C++
application that runs locally on the player's device. TlaslFmovie acts as a
thin rendering client for displaying the map, online played ather content,
and passes interface events, for example position reporte@urelsts for audio
recording in Uncle Roy All Around You, to the native apation via a local
socket connection. The native application maintains comratioic with the
central game-engine, forwarding events and messages to tleeeggme or
handling them locally as appropriate, for example recording ugriolading
audio messages as requested by the Flash interfaceaatidg and decoding
GPS position reports if the experience requires it. lts@msrendering
instructions to the Flash interface regarding incoming agess content or the

positions of other players.

As described previously, distributed middleware systemé sscEquip and
Elvin greatly simplify the task of creating a componbased game-engine,
and when using a high-speed wireless network in an open afaasuhe
playing field in Savannah, can be used to directly connettslto the central
server. However, when using a potentially patchy, low-bandwidtkless
network in an urban environment their internal communieoatjgrotocols may
not be best suited for connecting clients. Similarly, thevokkiing capabilities

of a user interface platform may be limited in their alk#itio cope with such a
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network— as in the case of Flashor specifically designed to communicate
with a server platform produced by the same vendas in the case of
Shockwave. For this reason connections from clients atbéefuabstracted
from the game-engine dataspaces using dedicated proxies \uaiadie
connections from particular clients in a more approprica@mar, as shown in

figure 7-2.

Local G
Flash Native client 5 :
Map . Audio clients
[ Mobile proxy ]
'y
Game-engine .
nonValidated 2 validated Game
dataspace dataspace engine
N—] _____—
'd Y )\
Online proxy and Queue
Multi-user Server protocol
3d city Shockwave Equip
model client object Online
templates clients

Figure 7-2: Dedicated proxies for online and mobile clients

For online clients a reusable proxy provides a mechanism dlaws
Shockwave to connect to Equip dataspaces using the standatdUstr
Server Xtra, and is used to support both the queue am$sate the game-
engine. The proxy provides both generic Equip and Multi-User Berve
functionality, by presenting an implementation of the NMuker Server
messaging protocol while also making use of the Equip API, i&gabl

Shockwave to interact with Equip and vice-versa. The proxg imulti-
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threaded TCP server application written in Java that alonsgside the game-
engine, and one instance supports connections from multiplekgdnoe
clients. It implements the Shockwave protocol and bagpiestyallowing it to

read and write the binary message format used by clients.

The online proxy uses introspection to construct nested Lpngperty lists
from Equip objects so that they can be passed to Shockwsivg, meta-data
to maintain class type information as well as field mant@onversely, Lingo
structures constructed by the Shockwave client are dmlised using the
stored meta-data to inform the Java class loader, enablingi¢he to create
Equip objects. The proxy connects to the nonValidated and validated
dataspaces, and Shockwave clients access Equip functionalggbifysg the
required function in the subject line of an incoming MulteUsServer
message; adding, updating or removing a listener template ¢éiveeevents
from the validated dataspace, or adding, updating and removirigrarirom
the nonValidated dataspace. By defining template Lingo strectmeed on
Equip object IDL definitions and constructing the approprilgects, the

client can access the dataspaces as normal.

Finally, the proxy publishes information about its curretdtus into the
dataspace, including how many remote clients are connectgdaective,
allowing the game-engine or other orchestration tools tmitowo it, or to
control it by publishing certain control messages using tessaging

framework.

For mobile clients, a similar proxy provides access to thenegengine
dataspaces using a light-weight XML protocol in order to support highekte
limited bandwidth or firewalled networks particularly GPRS and 3G. As
before, the mobile proxy is a multi-threaded TCP servencgimin written in
Java that runs alongside the game-engine, and one insizgpperts all of the
mobile clients in connecting to the dataspaces. In this, da&swvever, rather
than providing completely generic access to the dataspbeesdbile proxy
handles the task of subscribing to particular events and publishing arichgpda
objects, to minimise complexity and network communication fents. When

a client connects to the proxy, the proxy creates position and mesebhgaots
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for the client, and subscribes to the relevant updateth@rclient's behalf.
Updates and messages are marshalled as XML and sestreldtant client,
and similarly XML updates from clients are un-marshabed the relevant

Equip objects updated.

7.3.3 Integrating Orchestration Interfaces

As the game-engine is abstracted from the clients' caansdb the two core
dataspaces, and all data is published into the appropriatpaetamther than
directly sent to the game-engine and the clients respegtivethestration
clients can connect to the dataspaces to subscribe to and maniptadtetba

system without the need to create separate interfaces tortieeegegine and to
clients. Figure 7-3 shows how the orchestration toolssapmported in the

system.

The control-room orchestration interface described eptdr 6 subscribes to
the validated and nonValidated dataspaces as an observer rirtaatigectly

monitor incoming updates from clients and outgoing eventergéed by the
game-engine. Each of the supporting proxies publishes infermeg¢garding

current connections into the nonValidated dataspace, whelorchestration
interface monitors in order to display the connection statud connectivity
history of each player. Similarly, the orchestration ifais monitors the
validated dataspace for filtered and translated positibpdagers, in order to
display the map and associated spatial trajectories.sti alonitors all

messages published by the game-engine, in order to disayd¢ssage and

content history for each player.

The orchestration interface publishes generic positiomaagbkaging objects to
both dataspaces, which it can manipulate in the nonValiddd¢mbpace to
emulate any given player or system in order to insert upttates handled by
the game-engine, or in the validated dataspace to bypasartieegngine and
send events directly to connected clients. While game-engimables such as
the capture radius and immunity time for online playersam ou See Me

Now? are initially loaded from a configuration file, the game-eadjstens for

special control messages published by the orchesiratierface, allowing

these variables to be modified while the game-engine is running.
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Figure 7-3: Integrating the orchestration framework
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The frontof-house orchestration interface is presented by a welersand

backed by a MySQL database. A set of dynamic PHP web-pages hosterl on

web-server allow the frontf-house performers to create player records in the

database with associated descriptions, to view currentlyeaptayers and to

log out players who have returned. These pages arawdable remotely for

street-performers. When a mobile client connects andifidesrthe player, the

game-engine queries the database to check that it is ectbomregistered

player, and to retrieve the player's details and gaate.s®imilarly, when a

player is logged out at fromtf-house the database is updated to reflect this, and

the game-engine removes the player from its active. state
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Finally, a logging tool connects to each of the two dataspmaagaptures all
of the events that occur within each dataspace to a filehvedain be parsed at

a later date for analysis or to completely replay an experienc

7.3.4 Experiencing Disconnection

One of the most significant challenges that arose during theGitmgs of our
four experiences was the transient nature of mobalgeps' connections to the
central game-engine, which manifested itself as patchy ormittent
connectivity while using wireless networking, GPRS and 3G. As a foedel
element of the experiences, loss of connectivity for regbldyers is a serious

concern.

In Can You See Me Now?, as mobile players moved through the ejtywre
often frequently disconnected completely from the warel@etwork, or the
signal strength dropped to a level that maintaining a connelogbmeen the
mobile client and the game-engine was difficult. This teduin a mobile
player being unable to take part in the game until they mowedan area with
better wireless coverage the performers learnt anecdotally where good and
bad areas were. These periods of disconnection were n@alcito the
experience as a whole, as the mobile player could perdoonmd the outage
using audio chat while moving and there were multiple moplteyers to
continue the chase, however online players experiencedidtendection as
the avatars of mobile players freezing, disappearing or syddppéaring in a

new location upon reconnection.

Savannah was relatively unhampered by network disconnectisrtie open
nature of the playing field upon which it was played gdwect line-of-sight
visibility to the wireless access points. Although the expee required
mobile players to be connected to receive content, the enahént only
displays new content as the player moves between regim®ning that a
temporary disconnection was unlikely to be observed by the pé&s/he
game-engine would send the correct content on reconnectione@aiding the

latest position update.



The first outing of Uncle Roy All Around You was by flhe most susceptible
to disconnection due to its initial software design anglementation. Each
mobile client required a constant connection to the ganggne to receive
content and enable communication with online players. AlthoG#HRS
coverage was considered to be ubiquitous across the-azeatral London-
with numerous base-stations in the immediate vicinity, & es@mmon for a
client's connection to fail in a variety of ways; th€F connection to the
game-engine would stall for several minutes due to heavy packethesTCP
connection would fail and yet the client would not be awdhis fact due to
long TCP time-outs; or the underlying GPRS modem connectionldw
disconnect due to poor signal strength and require manuallliregliand
reconnection. | Like Frank suffered from similar connettivissues while
using a 3G phone. Disconnections were compounded by the &Stimtture,
which required existing data connections to be completelydiown in order
to make voice or video calls, and often failed to be able tonrect
afterwards, requiring the phone to be reset before tingeplcould continue

receiving content rom the game-engine.

The majority of mobile players in Uncle Roy All Around YoudarLike Frank

experienced network disconnection that disrupted theuerences. Analysis
of the game-engine logs for the first outing of Uncle RdlyAround You

showed that of the 272 mobile players that took part, ovdira suffered a
disconnection that necessitated intervention by a peeiormorder to restart
the mobile client. On average one of these more sedisoennections would
result in the mobile player spending 10 minutes disconnectea fire

experience. On average each mobile player would suffem ffoee or four
disconnections that did not require intervention, but thadered the player
disconnected for a few minutes each time while clieetngited to reconnect

or repair the connection.

The effect of these disconnections on a mobile plageperience was severe.
Given that the player required a connection to the gamewerigr the core
functions of the mixed-reality environment and to receive teagn
disconnection left them stranded with no recourse;gpldgedback indicated

that this was one of the most frustrating parts of thgegence as affected
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players felt that the system had failed or was subselyuaetved as unstable.
Furthermore, the disconnections added greatly to the orchesttask in
identifying, managing and responding to these disconnections,fmostreet
performers in finding and intercepting players, and for thatrol room in
bringing manipulating content for affected players to recofvem the

disconnection.

(Kureshy, 2004), writing on how to develop a mobile applicat@nuse in a
business environment, states that: total coverage isn't a geeralders are
going to need to use applications when their modem or network card is
unavailable [ ...] Connectivity can be the best-case scenario for an application
but should not be required for using the application. This assestiequally
applicable to mobile mixed-reality experiencestt is clear that when an
individual player's experience critically depends on ntamning constant
communication with the game-engine, and yet this cannot bargead, that
the implementation should be redesigned with this in mind. Boetil, after
network disconnections led to severe disruptions for mdanyers in the first
outing of Uncle Roy All Around You, the implementationthé experience
was changed to explicitly support disconnected operatioeduace the effort

required to orchestrate the experience and to minimise disrufoiopiyers.

7.3.5 Supporting Disconnected Operation

Many computer games, and for that matter the firstlempntations of our
four experiences, take a centralised approach in providing raected
experience, by maintaining the core logic of the game wihientral game-
engine to which remote clients send update requests in ordescéve
subsequent events, for reasons of concurrency and to senichieating by
players. As we have seen, this approach can similarly beextlbgt mobile
mixed-reality experiences, as a thin client poses feweadésnon a resource
limited device such as a phone or a PDA, and a central game-engasar to
maintain and orchestrate. In online games, disconnectimm the central
game-engine is considered to be a rare occurrence duentpacively
reliable wired networks, and as such developers focus pimising network

traffic and delays. From our early experiences it is appathat this view
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should not be adopted by mobile mixed-reality experiences, thad
disconnections from the wireless network during an expegiecannot be

treated in the same way.

Supporting disconnected operation involved a threefold redesigtheof
implementation of Uncle Roy All Around You, in order tostly accept
disconnection and to design the implementation of the exmer to support
disconnected operation from the ground up, to deliberately réhvealffects of
disconnection to players during the experience so that ¢cbeld continue
confidently, and to harden the implementation to minimisgcadinection

should it occur.

The second implementation of Uncle Roy All Around Yassumes that
disconnection from the wireless network is a normal anitipated aspect of
its operation. The experience consists of two parts; eoniigected single-
player experience and a connected multi-player experiemb&ch are
combined when the wireless network allows connectivitye richest, and
most desired, experience available for a mobile playguimes the client to be
connected to the game-engine, which is necessary to comneunithtonline
players and to receive improvised content through the draehes process.
However the other fundamental parts of the experiencejvieg location-
based content from Uncle Roy, navigating the clue-trail exqmkriencing the
office, do not require the client to be connected. The migradibrihe
ColourMaps system from the central game-engine to thelenolent allows
the mobile player to continue with the experience, alled reduced form.
Furthermore, as the ColourMaps system and content satilitdte the
movement of the player through the city, if a disconnection has laesed by
poor signal strength in a particular location then the grlacgn continue to

move, potentially to a location where reconnection may be rootlecbé ming.

Figure 7-4 shows the new architecture for the mobilenchend game-engine.
The single-player functionality of the experience tha#s previously
implemented in the central game-engine is moved to the r@tivehalf of the
mobile client, which is now responsible for serving locatioredasontent and

time-based narrative to the Flash interface using theeob@olourMaps and
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associated XML data-files, which are now hosted locallyrendevice. When
the mobile player reports their position using the map mterfthe position
report is sent locally to the native client, which respondk thie appropriate
messages from Uncle Roy, including all time-based couateehtintroductory
red targets. The client stores the state of the psageperience locally using
the registry, so that if the device needs to be restarted ttee player can

continue where they left off.
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Figure 7-4: Revised architecture to support disconnected operation

In the original implementation, when mobile players adiet the end of the

experience, Uncle Roy's office, a member of the contohr staff would
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trigger the timed slide-show sequence of instructiongherplayer's interface
remotely using the orchestration interface, once the plaegibeen positively
identified by a performer. However, it now has to be assunadcte mobile
client may not be connected when the player arrives, regdeuch a remote

“upgrade” impossible.

To overcome this, a challenge sequence is introduced to thadetdéo allow a
mobile player to upgrade themselves, allowing all aspectsh@fmobile

experience to be completed whilst disconnected. The sequenaa shiigure

7-5, is triggered when the player declares at the lotatiothe office, and
prompts them to choose a particular figure in a photogrénehamswer to the
challenge being physically displayed at the entrance tofiee — ensuring
that the player cannot prematurely upgrade before theyinatée correct

location.

The interface is modified to explicitly expose the stafethe network
connection to the mobile player, and to indicate those iuncthat are not
available while disconnected, as shown in figure 7-6. Austhar indicates
whether the client is connected, disconnected or curreattlympting to
connect. When disconnected, the button used to record an aaedgage is
disabled and labelled as such, and online players are remowedhttomap, to
ensure that the mobile player does not attempt to use aofurtbat will fail

due to disconnection, or to communicate with online playdrs may have

moved.

Finally, connected multi-player functionality is layered to the single-player
experience when available. After a period of disconnactiee game-engine's
state is synchronized with that of the mobile client. When coeahettie client
relays its actions to the game-engine, including position updatetgnt as it is
triggered and the player's progress through the experi€meglarly, remote
orchestration tools can be used as normal to directly supplemgantand to

manipulate the player's experience.

20z



B I DRAG THIS CIRCLE OMER MY FRIERD »»
UHCLERDOY: 5 IR X

' =W v\
HERR THE LIFT THERE IS A FHOTO. FIND THE : N «\ ’
PERSOH IH THE CROLID.

CHODSE THIS PERSON - TAF HERE
Sun MG . . - -
CAHCEL AHD RETURH T0 THE MAP - TAP HERE

Figure 7-5: Disconnected office challenge
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Figure 7-6: Disconnected interface, left, connected interface, right

7.3.6 Minimising Disconnection

The final stage of the new implementation is to miseminetwork
disconnection through the architecture of the supportingvadgt platform, as

the most desirable state is to have mobile players cathect that they can

20¢<



inhabit the mixed-reality environment and interact with onpilaa/ers, and be

available for remote orchestration.

The mobile client implements a four-layer communicatiptatform to enable

connectivity with the central game-engine:

GPRS: The GPRS layer controls the GPRS modem in the PDA, which
connects to the mobile phone network and obtains an IP adtress.
controlled by the mobile client, which can request it to dal Bang-up

the connection, and can also give the status ofthe GPRS donnect

TCP: The TCP layer creates a connection to the mobile proxyen t
central game-engine using a TCP socket. If the underlying GBRE la

IS not connected, then the socket creation operation \aill f
immediately due to the PDA not having an IP address. WIGIE is
often suspected to operate poorly over wireless networksyefiVie
1999), as described previously it is often the only protocol available for
use over GPRS without resorting to more aggressive methadsas
NAT punching (Ford et al., 2005). When the socket connect operation

succeeds it is detected by both the mobile client andethete mobile

Proxy.

Application: The application layer dictates which messages atet@en
and from the mobile client over the TCP socket, using a ptapyie
XML format. This layer also identifies the mobile cligntthe proxy
using its unique ID (described in chapter 6), and the stateeahobile

player's experience, as described earlier.

Interface: The interface layer alerts the player as to the statube
connection, and modifies other features of the interfacerdmgly, as

described in the previous section.

Figure 7-7 shows how the four layers of the communicafpdaiform interact.

Each layer can be connected, disconnected or attempting to tdfenelt layer

senses its own status and automatically attempts tor riegef if it detects a

failure in the connection. Each layer also explicitlgnitors the status of the
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layer below it, and so the status of the connection as dewhe@ropagated

towards the interface layer where it is revealed to thgepla

Query
Modem ls GPRS GPRS layer
Status connected
Query No Create and
Socket s Socket Connect
Status connected Socket
—__ -/
TCP layer
o )
Socket Send and Ping
Timeouts Receive Thread
Messages
—__ -/
e )
Yes Send ID
Connsct and Current Application
Successful State layer
./
y A\ 4
Remove Disable Enable
Online Audio Audio
Interface layer
Players Interface Interface

Figure 7-7: Four-Layer communications platform

The bottom layer, GPRS, constantly attempts to maint@mnaection to the
GPRS network by directly controlling the GPRS modem. If tledem is
connected, then the layer identifies itself as connectednamély polls the
modem at regular intervals to confirm this, whereas if thedem is
disconnected or an operation has failed, then the layetsrasd attempts to
reconnect the modem. Similarly, the TCP layer constantlynateto maintain
a socket connection with the remote mobile proxy. As meatiabove, if the
GPRS layer is not connected, then this action willifathediately, whereas if

the GPRS connection is weak and the socket takes a long timartectothen
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aggressive time-outs abandon the socket and retry, so as éuligely notify
higher layers of the poor connection. Secondly, aggressine a@uts force the
layer to assume the worst case scenario if no messagesbbken received

recently and indicate quickly that the connection has bemen.

The remote mobile proxy works in conjunction with the appbecatayer to
maintain an accurate knowledge of the usability ofdtwenection, by sending
regular “ping” messages to each mobile client, to which the application layer
responds in kind. These messages inform both parties thabtimection is
still alive and functional, and also keeps the TCP layer froingiraut. Failure
to receive and respond to the ping messages causes the mobiléopaesyme
that the socket is experiencing packet loss and to close forte a
reconnection, and on the mobile client force the TCP layer tovesthe same.
Similarly, if a mobile client connects and identifieseitswhile the mobile
proxy already has a connection open for the client, the ofigomanection is

destroyed as it can be assumed to have timed out.

The new software implementation supported further deploywfriincle Roy
All Around You and Can You See Me Now?. Response to tpdeimentation
was positive from both players and the production crewihamh responding to
disconnections was no longer the critical focus of atchdng the
experiences, and performers could now spend time assistinde rpddoyers
with other problems, such as navigating content, or more ssoémare and

hardware failures.

Analysis of system logs from both of these laterirggt of Can You See Me
Now? and Uncle Roy All Around You shedthat disconnection still occurred
regularly, with a mobile player experiencing on average thort
disconnections over an hour long experience, each lastingset®nds. It was
also not uncommon that a player would experience a fawhnionger
disconnections lasting for several minutes before the molelet managed to
successfully reconnect. This was especially true during UrmjeAR Around
You in West Bromwich, where an outage disabled one of therolaile phone
cells covering the game area, leaving only one cell for lmoblients to

connect to. However, it is testament to the disconnedésign strategy that
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this did not appear to adversely affect the experiencee- mobile player
remained disconnected for 55 minutes, and yet remarked that#d a very
enjoyable experience despite not being able to communwéte online

players for most of the time.

7.4 Conclusions

This chapter has described the implementation of our four expes, to show
how the experiences have been constructed and how theriagt and
orchestration tools described in the previous chapterplaced in the larger

system in the light of the practical challenges of implemgrain experience.

This chapter has described the implementation of the -gangae that forms
the core of our four experiences, with the use of nadstdd and validated
dataspaces enabling it to support moderated position and mgssssiRg,
audio communication and content distribution using ColourMagsastshown
how the experiences support the use of industry-standantii- media
authoring packages for user-interfaces using dedicated provtigsh are also
tailored to the various connection requirements of online asimilenplayers. It
has shown how the architecture has been designed to supporetration of

both control-room and froréf-house orchestration interfaces.

Finally, this chapter has discussed how wireless conrigcéiffects the design
of the system, and how lack of connectivity can disrupt xpemlence for
players while also complicating the orchestration taskhak shown how
judicious placement of the ColourMaps system within th@pstding

architecture can provide a single-player, ColourMaps-basedrience when
disconnected, and how the connectivity subsystem can be m@aderobust in

order to maximise the connected, multi-player experience.



8 Conclusion

8.1 Introduction

This final chapter presents a summary of the research akdarbver the
course of this thesis. It reviews the significant contiims made to research
into mobile mixed-reality experiences, reflects upon tleekwhat has been
accomplished and points to areas for future research avelogenent, and

concludes with a discussion of how this thesis relates to the eademunity.

This chapter begins by restating the overall research gjode thesis, and
summarises the work presented chapter by chapter to stwwthese goals

havebeen achieved.

The chapter then summarises the key research contributions awmdtians of
the work from three points of view; contributions made he tesearch
community by the framework and tools presented in this ghedie
methodology used throughout this research in supporting aur riwbile

mixed-reality experiences, and its subsequent disse minatoimpact.

Finally, this chapter reflects on some of the limitasi and implications of the

research, including possible directions for future work.

8.2 Summary

This thesis has investigated how to support mobile mixedyeadfieriences in
the wild, where members of the public take part in atperformances,
exploring a mixed-reality environment as mobile playersxgistonnected
devices, or interacting and collaborating as virtual, online qyatits. These
experiences spanned games, educational applications andnuente-based
new-media works, and have raised new challenges and oppoguniti®ools

to support their creation and operation.
The original goal of the research is restated below:

To develop a framework for supporting the design and

public deployment of artist-led mobile mixed-reality
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experiences, and to create tools, techniques and guidelines to
support experience authors in instantiating, populatingand
running such experiences with regard to factors uniquect

mobile technologies.

This goal has been accomplished through several stepstt@dérough the
previous chapters, and enabled by the practical experience afigreair real-
world experiences that have had many thousands of publiciparts. These

steps can be broadly divided into three parts:

e Placing the research in context by examining related wadkthe four

experiences that form its foundation.

e Formulating a framework that highlights the need for authorimty a
orchestration in artist-led mobile mixed-reality expes#&s) based on

the iterative development of our four experiences.

e Exploring the implementation and use of dedicated toodsipport the
authoring and orchestration of mobile mixed-reality exmpeds

developed iteratively alongside our four experiences.

8.2.1 Foundation Experiences and Related Works

The first section of the thesis began by reviewingcietk related research in
order to give the reader an overview of the field. Chaptere2epted a
selection of mobile mixed-reality experiences and o#ipgrlications that have
been developed in this area. It showed that many of the empesienake use
of location-based content that is authored to match theiqatyenvironment,
with some providing dedicated tools for authoring, or mechaniemsapidly
configuring an experience for each new location. Severdhefauthors of
these experiences make note of the fact that unexpe ctadertmes regarding
technology could be highly detrimental to a player's experienceyetrib not
describe how this could be rectified within the contextheféxperience. In a
similar vein, the majority do not discuss how to activelanage their
participants, raising the question of how these experiec@esmove into a

more public setting. The chapter concluded by sumimagrithe key
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requirements and functions of the experiences, highlighting dbe that,
although they span a variety of genres and applicatioasyy rexperiences

share common features:
e EXxperiences involve multiple mobile, position-tracked players.

e Experiences involve simultaneous inhabitation of physcal virtual

environments, presented to mobile players via a two-dime nsoaal
e Players receive location-based content as they move.

e Experiences are generally short and event-based, andnameged

directly by their authors.

Chapter 2 also showed that these features are not funtimegyuirements of
all mobile mixed-reality experiencewith some involving non-spatial context
rather than position-tracking, others based on historyagectory, and some
that last for longer periods of time and are largely unodlett by their

authors.

Chapter 3 continued by describing the four mobile mixed-realityresqees in
which the author was directly involved in the conception and de velopoi—
Can You See Me Now?, Uncle Roy All Around You, | Like Frank as paatof
extensive collaboration with the artists group Blast Theory, andridah. The
chapter described the key experiential components andiskery of each
experience, showing how these experiences formed an impsetanf staging
posts for this researchfirstly by giving a first-hand insight into challenges as
they arose, secondly by providing an environment in which tadlyap
prototype and iteratively refine solutions to these challgnged thirdly by
providing a demanding real-world scenario that allowed dewas to be tested
in experiences that involved many thousands of publiacigzatts in the wild.
As a result of these four experiences, the research presentedthesigscould
be identified, implemented and refined in situ, responding tijregnd
immediately to the needs of the experience, the panitspand the

collaborating artists. The chapter concluded by summaribmgequirements
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of the experiences, showing how they share the commourdsgbresented in
chapter 2.

8.2.2 Supporting Framework

Chapter 2 showed that many mobile mixedlty experiences share similar
functional requirements, and chapter 3 described a sefi@obile mixed-
reality experiences that provided a unique platform for ty&sng how to
support these requirements. In response to this, and ddmvadhe practical
experience of developing the experiences described in chaptdrapter 4
presented a framework for supporting mobile mixed-reality sepees that
considers how dedicated support for authoring and orchesitrtaibls can play

a useful role.

By classifying experiences by genre, it has argued thailenoixed-reality
experience can be located along a dimension of varying ‘forms of
participation’, which ranges from ‘played’ — including experiences that are
highly driven by gamelay, to ‘performed’ — including experiences that
revolve around theatrical performance. This has been usedntmndiate how
artistic performances in particular are influenced by adgmpgames; being
highly driven by game-play, role-playing games; involving playefsng
particular roles, street-theatre; involving performers &g streets, and

conventional theatre; including highly theatrical, pre-scriptetbpmances.

Next, chapter 4 extended this framework to include an orti@gsecond
dimension of the supporting tasks inherent in creating alenohiked-reality
experience. This dimension ranges from tasks that involve ‘authoring prior to

an experience’ — authoring content and framing the various performance
elements of an experience, to those ‘improvised during an experience’ — using
improvisation as a means to react to unfolding events. Coesdy, the
framework identified the following four tasks that reqdinearticular support
during our four experiences: authoring play; creating amgedeng location-
based content and associated narrative, defining game-mechandts
interactions between players, preparing performance; saipterformances
and constructing props and sets, and defining schedules andtiomdu
processes, improvising performance; performing around failured a
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orchestrating the experience on the streets, and improvidang rapidly
prototyping new game-mechanics, testing new scenarios andndésgato

particular player actions.

The framework highlights the four challenges for supporting raohnixed-
reality experiences with authoring and orchestration, fileendevelopment of

the four experiences:
e Authoring location-based content and configuration
e Scripting performance and managing induction
e Supporting monitoring and inte rvention on the streets
e Supporting role-play and improvised game mechanics

Chapter 4 concluded by arguing that these four challenges shoadttiessed
through the creation of dedicated tools to support authoridgoeahestration

for use both before and during an experience.

8.2.3 Supporting Tools and Implementation

Chapters 5 and 6 examined the challenges of authoring and orchestatimu
by the framework in detail, drawing on the development of fder
experiences described in chapter 3 to show the supportingosslubat were

put in place and to assess their impact on the experiences.

Chapter 5 focused on the challenge of supporting experiead®rsa in
authoring location-based content and serving this content torpldyeing an
experience, by charting the development of a tool that stggpdhe core
content requirements of Uncle Roy All Around You, | LikeaRk and
Savannah, and the configuration of Can You See Me Now?CdleurMaps
tool allows authors to create location-based content byipgioblour regions
onto a map of the physical environment, and this image s ubed to serve

content to players based on the colour of the pixel they occupyanap.

The ColourMaps tool has been shown to provide flexibitity multiple uses

within an experience; beginning with the physical map, authonmk kay
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starting positions for online and mobile players, colouiktdrihg regions to
demarcate areas that are inaccessible to playerslt@ninfy incoming GPS
data, and annotate several ideal routes to steer playeosigth the
environment. Layers of coloured content regions are added to erondtiple
levels of content that is triggered by players as theyemthrough the
environment. By configuring edge, latching and digging behavieounsadify
how a player interacts with these content regions, asitten construct more

sophisticated content landscapes.

The ColourMaps tool proved to be invaluable for supporting thi&oaing
requirements of our four experiences, with authors uging construct the
complex narrative clue-trails of Uncle Roy All Aroun@u and | Like Frank,
the sight, sound and smell environments of Savannah, and comdgjicgteairt
positions for online players and GPS filtering for mobilaypts in Can You
See Me Now?. These elements formed the very core of eacheawmerand as
such required authoring support that was sufficiently simpdefamiliar, and
yet flexible and powerful enough for authors to easily ble &b realise and
refine their designs. The ColourMaps tool ewvolved to suppbese
requirements by allowing the use of familiar image ieditpackages for
creating ColourMaps, encompassing an intuitive and easily rieadedphical

format, and rapid configuration and loading.

Chapter 5 highlights the importance of the authoring challendethe
framework in supporting mobile mixed-reality experiencesd athe
ColourMaps tool as a solution, demonstrating not only the maedetlicated
tools to support the authoring task, but also tools that angnaéek with the

particular needs of the authors in mind.

Chapter 6 focused on the challenges of orchestrating enohited-reality
experiences highlighted by the framework, and described the devebpfizen
framework of orchestration tools that were used to sugperbrchestration of
our four experiences by enabling monitoring, interventioprawisation and
performance by behind-the-scenes staff. This framework ationedpport the
day+to-day operation of each experience as a whole, combinédveitmicro-

management of individual players both as part of noopatation and in the
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light of unforeseen occurrences such as unexpected inteipmedd content or

technological failures.

The orchestration framework provides a control-room iateflor monitoring
an experience. The interface reveals the current state pddgdirs, both online
and mobile, allowing the operator to quickly view the statéhefexperience
and then to drill down to examine a particular player dessary. Importantly,
the monitoring interface also reveals historical inforoyatfor each player,
including their previous movements, content that has been redgend
connectivity history, helping the operator to better understbamaontext of a
given situation. Similarly, the interface reveals thenteot landscape that
players inhabit, revealing where players should be, wheyeatteelikely to be

going and areas that they potentially should explore next.

The orchestration framework provides support for interventimprovisation
and performance, which as the framework described apteh 4 suggested,
formed a significant part of the task of orchestrating ogwesences. The
orchestration framework allows the control room operatoroverride or
modify the automated content of an experience, or tatiasklitional content
on-the-fly. In conjunction with the monitoring interface, th&ipports
improvisation by allowing the operator to respond to the astaf a player as
they occur, or to reduce disruption after a technolodaire by giving the
player tailored content to get them back on track. The drahies framework
introduces the concept of orchestrating mobile playesstin with a team of
street performers identifying and monitoring players in thaysical
environment to provide a contrasting view to the control room, apérform

faceto-face interventions if necessary.

Finally, the orchestration framework views mobile mixediity experiences
as performances, and as such provides dedicated support dotirigdonline

and mobile players into an experience. A queuing systenenaits and limits
access for online players, and mobile players are inducted in@sprti@at both
introduces the experience and technology to each plageemasures that the
experience and performers are ready to receive themplayhile capturing

additional data for orchestration further down the line.
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The orchestration framework provided critical support foraperation of our
four experiences, with behind-the-scenes staff relying an gnsure each
player taking part had the a good experience. Its support forovnsation

allowed Savannah to explore new experience scenarios throamd

prototyping. Its support for monitoring, and control room and fackee

interventions allowed players in Uncle Roy All Around Yand | Like Frank
to explore the city on their own terms while maintainingrectsperformance
schedule, responding to the needs of players as they watoge reducing
disruption or loss of engagement.

Chapter 6 has demonstrated the importance of support for oatluastas
raised by the framework described in chapter 4, and shown the

orchestration framework presents an integrated solutiohadt shown that
support for the orchestration of mobile mixed-reality eigpees in the wild,
as highlighted by our four experiences, is a core task shagsential for the
successful deployment of an experience, rather tharsalksadiary task or an
afterthought.

Finally, chapter 7 has described the implementation off@ur experiences,
showing how the experiences have been supported technologicdliyleaing

the authoring and orchestration tools described in chapters 5 and 6 in.dontext
demonstrated how our four experiences made use of engojrcomponent-
based game-engine architecture to support position, communjcatiotent
distribution and remote orchestration, which also supported thef useustry-
standard multi-media authoring packages for user interfacescatered to the
different connection requirements of online and mobile playang aedicated

proxies.

Chapter 7 discussed how the mobile players of earhatiters of the
experiences were particularly susceptible to disconnmedt@m the wireless
network, causing severe disruptions and complicating tHeest@ation task. It
continued by describing how later versions of the experienesp®nded to this
by explicitly supporting disconnected operation as an expestate of a

mobile player's experience, placing content locally to suppaihgle-player
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experience when disconnected, and strengthening wirelesea®ns when

available to maximise connected, multi-player operation.

83 Research Contributions

This thesis shows how mobile mixed-reality experienaxpiire dedicated
support for authoring and orchestration, both of which presentnaber of
identifiable requirements and challenges. This shifts abesf of the research
from presenting mobile mixed-reality experiences as napplications in and
of themselves, to understanding these challenges in detail supporting
experiences in the wild. This has been shown to lead to a narhpeactical
solutions, tools and guidelines that support the deploymemtwofexperiences
by deliberately supporting authoring and orchestration tasks. This igses
that only by embracing these issues can mobile mixed-reafigriexces reach

their full potential when deployed in the wild.

Authoring: A major contribution of this thesis is the investigatiinto how to
support the challenge of authoring content for a sophisticenobile mixed-
reality experience. A new tool, the ColourMaps system, allewserience
authors to create the location-based content that participgrésience as they
explore a mixed-reality environment, and configure how gesved to them
along with other aspects of an experience that aeerklto the physical
terrain. It shows how collaborating authors can maximiseptitential of an
experience by painting content directly onto a map of thesipal
environment, exploiting their knowledge of familiar tools d¢at out the
technical team and introducing support for rapid configuratimh laading to
increase productivity, alongside flexibility for multiple usasd types of

content.

Orchestration: Another major contribution is the investigation into hoav t
support the challenge of orchestrating a mobile mixed-yeaiperience that is
presented in the wild to large numbers of public play&he Orchestration
framework combines several novel techniques for managiaged in a
variety of situations that arise during an experiendaye?s are routinely and
sustainably brought into their experience using dedicated mgeand

induction tools. Control room operators make use of a mamageinterface
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that reveals what players are doing, what they have damoaigh spatial
trajectory, connectivity and message history views, and thbgtare likely to
do by revealing the content landscape and authoring annotations. Gparator
performers are given great agency to manipulate the erpera each player
in a minimally disruptive manner, through intervention, inysation and
collaborative, distributed orchestration processes. This geevihe operators
of a mobile mixed-reality experience with the means td wéh a wide range

of potential issues should they, and as they regularly do, occur.

8.3.1 Supporting the third role

This thesis has focused upon how to explicitly support @ tidle in the
construction of mobile mixed-reality experiencesthe role of the author
alongside mobile and online players. The fundamental naturtheoffour
experiences that have formed the foundation of this shekespite their
iterative development, has been dictated primarily by téetive vision of the
artists, and consequently this has driven the developmetiteo$upporting
tools to a large extent. The artists retained stricttimeaontrol over each
experience, from the core mechanics of the experierioeexample receiving
location-based content rather than a different contéggetring mechanism
to the fine details- the precise wording of the script that was performed to
each player during the induction process in Uncle RoyA#dlund You. This
creative vision has both focused and, to some extentdiptite scope of this

research and the choices made in a number of respects.

The iterative development of the tools towards supportpegific types of
mobile mixed-reality experiences has similarly beenedriby the creative
needs of the artists. The ColourMaps system focusesuthoring location-
based content due to each experience particularly revolvngarlocation-
based content triggering. A limitation of the research is tHatstnot explored
the potential of using the system to support other, not radgsspatial,
content authoring paradigms for example supporting an experience that
involves temporally, historically or contextually driven comtdmnggering.
Arguably the ColourMaps system presented in this thedisatiexplore these
alternatives in detail as the artists were not creating an emperibat required
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them, not that location-based content is by definition tlastrappropriate

choice for a mobile mixed-reality experience.

Similarly, the creative vision of the artists in creatagnobile mixed-reality
experience that, in their view, was primarily to be seemach as a theatrical
performance as a game or any other experience genre, leel dochestration
framework being developed to focus on ensuring that eachrplteag a good
experience theatrically, and one that was as closthe atists’ vision as

possible. As such, and similarly to the ColourMaps systeenptchestration
framework focuses on supporting the micro-management of anienpehby

the artists, as this was their desired objective. This relsemnsequently did
not explore how the orchestration framework could be apm@iegrito support
mobile mixed-reality experiences with different, lesgcts and non-theatrical
requirements, particularly those that are unmanaged, socralygdded, and

last for longer periods of time.

The role of the artists also significantly influenced howthe tools described
in this thesis logically relate to one another. As hanhliescribed in chapters
5 and 6, elements of the content created using theu@wWdps system are
subsequently reused in the management interface of the oatioast
framework, particularly in the use of annotated maps revedliagcontent
landscape. However, the orchestration framework does notifispiye
complete the iterative loop by feeding information about eepees that have
taken place, and the actions that needed to be taken to maintainithentive
orchestration framework, back into the ColourMaps system,liagatontent
to be refined in order improve the next iteration of apeeience. Arguably,
each experience should take into account where players wbioch content
they explored too rapidly, and which content delayed them Bedawas too
ambiguous, and the experience should be updated accordingly. Hpwese
fundamental errors in the content had been resolvedrtiis @lid not wish to
further iteratively develop the content in this manner, and ithiperhaps
indicative of the creative control over the experesticat they retained once
the experience and associated content had been developed te miyffimiatch
their particular creative vision, reactingstabsequent players’ actions became

less important, or may even have been contradictory, to thiswvisi
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This focus on dedicated support for the work of the author and the etbes
of an experience raises the question of how it migtagmdied to experiences
that specifically do not involve such roles. While certagpezts of the
ColourMaps system and of the orchestration framework could be osgepih

a more autonomous system automatically generating ColourMaps from
measured data, or queuing and marshalling player<lear limitation of this

research is its reliance on the artist.

8.3.2 Methodology

One of the most significant contributions of this resedrab been its use in
supporting four publicly deployed mobile mixed-reality expeces; Can You
See Me Now? - which continues to tour several cities a year to datle Roy

All Around You and | Like Frank, and the educational eigrere Savannah.
Critically, this research has emerged from the procdsdeweloping and
supporting these experiences “in the wild” - collaborating with real-world
artists and domain experts, and presenting the experiené@age numbers of

members of the public as complete, professional performances.

This methodology of directly supporting the public perforoeaimf mobile
mixed-reality experiences has provided a driving force fodthelopment of
this research, by presenting realistic challenges for wdudiitions had to be
found in the form of supporting authoring and orchestratiors tandl systems.
It presented an arena in which to demonstrate, refine ane phe validity of
the tools and framework in response to direct feedback fremdhaborating
artists while authoring, and from the wide variety of ortriaéi®n tasks that
arise when deploying such experiences in such a realdwsekting.
Importantly, it has also provided the opportunity to evaluate dbés tand
concepts presented in this thesis, both as part of theigaladerative
development cycle that working in the wild entails and ikatlocumented
here, and as part of a larger, collaborative, ethnograptudy sof the
experiences. It has demonstrated the successful realisatd integration of
the tools as part of the technical implementation ofrapaomnent-based game-
engine architecture that supports the four experienceaslstiown that while

these tools are not an end in themselves, they prove providal support to
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artists and other domain experts in exploring these mewwes of mobile and

related technologies.

This methodology allowed the work presented in this thedi® tparticularly
successful. The Equator Citywide Performance and Savapmgécts, and
most notably the collaboration with Blast Theory, provides dpportunity for
creating four experiences that allowed this researclotmigh, and provided a
rigorous, demanding and often stressful environment fongestnd iterative
development. Conversely, the experiences would arguably nothesare as
successful as they have been without this researctthasng born out by the

global recognition that they have received.

However, this methodology of rapidly prototyping tools and syste mseotly
support the four experiences is, sometimes, a double-exigedl, as was the
fact that Can You See Me Now?, Uncle Roy All Around You ahiké Frank
were publicly accessible performances, with all of theatrical deadlines,
additional requirements and public pressures that thigilentGiven the
relatively short production time allowed for the expecies, both the artistic
design and supporting tools and technologies evolved as parttightly
collaborative process between the author and Blast Theory. &hkisften akin
to a shifting set of goal posts, with it sometimes beifigcdit to rationalise
the needs of the artistswhose main motivation was to create an artistically
valid experience, with the research requirements opahent research project
and this thesis. However, in hindsight it is clear thatehtsions and
associated deadlines were a catalyst to focus only on wahat sirictly
necessary to accommodate both, and to resist the urge smepother
superfluous goals. Much of this work has been inspired blabmrhting
closely with Blast Theory, understanding their needs andinghaheir
frustrations in both understanding the intricacies and msamd mobile
technologies while simultaneously creating a ground-breakinfprpsnce
with it.

At times the demands of creating and refining the experseand supporting
tools, even while they were running and being used, can beafingtdue to

the pressure of time and the knowledge that each plag®psrience was
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something not to be thrown away lightly. However, whilenity seem like it
would have been ideal to have had a longer period of timeake raure
everything was “just right”, arguably this is greatly superseded by the unique
opportunity to practically support experiences in such a pubticde manding
arena. It is believed that this is what makes this rekear significant
contribution to the field; crucially supporting some of thest pioneering and
publicly visible deployments of mobile mixed-reality expeces to date,
while also refining the approach of working in the wild by dest@ting how
to focus on the very pragmatic needs of collaboratingtswdisd participating

players alike.

8.3.3 Dissemination and Impact

This research has contributed to the general philosopbkymdorting mobile
mixed-reality experiences in a number of ways. Primarily, asdstated
previously, it has directly and critically supported theeation of four
experiences that have both successfully demonstrated the usdrafiteeork
and tools presented here, and that have also been criicalyimed as novel
and ground-breaking experiences by computer science andoarimunities

alike.

The author has been actively involved in the subsequgeseémination of this,

and related research, through the following publications.

Details of the ColourMaps system have been published as:

e Flintham, M. (2005)Painting the town red: configuring location-based gmes by
colouring maps. In Proceedings of the 2005 ACM SIGCHI Internatio@anference

on Advances in computer entertainment technologientia, Spain, June 2005.

e Benford, S., D. Rowland, M. Flintham, R. Hull, Jei&, J. Morrison, K. Facer and B.
Clayton (2004)Savannah: Designing a location-based game simulagnlion
be haviour. In Proceedings of the 2004 ACM SIGCHI Internatio@inference on

Advances in computer entertainment technology, &irnge, June 2004.
Selected details of the Orchestration framework have baaispedin:

e Benford, S., A. Crabtree, S. Reeves, J. SheridaiA M. Flintham and A. Drozd

(2006)Designing for the opportunities and risks of stagig digital experiences in
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public settings. In Proceedings of the SIGCHI conference on Humagtéta in

computing systems, Montreal, Quebec, April 2006.

The author has been directly involved in the evaluation and etqmoigrstudy
of this research and of the four experiences, detailsvlu€h have been

published as:

e Crabtree, A., S. Benford, T. Rodden, C. GreenhaldhFlintham, R. Anastasi, A.
Drozd, M. Adams, J. Row-Farr and N. Tandavanitj0200rchestrating a mixed
reality game 'on the ground'. In Proceedings of th@004 SIGCHI conference on

Human factors in computing systems, Vienna, Ausijaril 2004.

e Benford, S., A. Crabtree, M. Flintham, D. Rowlarl, Gaver, M. Adams, J. Row-
Farr, N. Tandavanitj A. Oldroyd and J. Sutton (@Pp@Provoking Reflection
Through Artistic Games. In Proceedings ofthe 2004 SIGCHI Conference ondtum
Factors in Computing Systems (Workshop 19. Sociedrhing through Gaming),
Vienna, Austria, April 2004.

e Benford, S., W. Seager, M. Flintham, R. Anastasi, Rbwland, J. Humble, D.
Stanton, J. Bowers, N. Tandavanitj and M. Adam®40he Error of Our Ways:
The Experience of Self-Reported Position in a Locan-Based Game In
Proceedings of UbiComp 2004: Ubiquitous Computith: International Conference,
Nottingham, UK, September 2004.

e Benford, S., D. Rowland, M. Flintham, A. Drozd, Hull, J. Reid, J. Morrison and K.
Facer (2005)Life on the edge: supporting collaboration in locabn-based
experiences In Proceedings of the 2004 SIGCHI Conference aiméin Factors in

Computing Systems, Portland, Oregon, April 2005.

e Benford, S., A. Crabtree, S. Reeves, J. SheridarDiA M. Flintham and A. Drozd
(2006) Designing for the opportunities and risks of stagig digital experiences in
public settings. In Proceedings of the 2006 SIGCHI conference on &tufRactors in
computing systems, Montreal, Quebec, April 2006.

Details of the four experiences that this researchsbpported, with selected
elements of this thesis, have been widely published by the authoe gularly

cited by other researchers, most notably in the followirgjications:

e Flintham, M., S. Benford, R. Anastasi, T. Hemmings Crabtree, C. Greenhalgh, N.
Tandavanitj, M. Adams and J. Row-Farr (2008)ere on-line meets on the streets:

experiences with mobile mixed reality gamesin Proceedings of the 2006 ACM
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SIGCHI Conference on Human Factors in Computingte3ys, Fort Lauderdale,
Florida, April 2003.

e Flintham, M., R. Anastasi, S. Benford, A. Drozd, Mathrick, D. Rowland, N.
Tandavanitj, M. Adams, J. Row-Farr and A. Oldrog®@3) Uncle Roy All Around
You: Mixing Games and Theatre on the City StreetsIin Proceedings of Level Up:
The First International Conference of the Digitahrf®s Research Association
(DIGRA), Utrecht, Netherlands, November 2003.

e Benford, S., R. Anastasi, M. Flintham, C. Greenhaly. Tandavanitj M. Adams and
J. Row-Farr (2003)Coping with uncertainty in a location-based game.In
Pervasive Computing, IEEK3): pp 34-41.

e Benford, S., M. Flintham, A. Drozd, R. Anastasi, Rowland, N. Tandavanitj, M.
Adams, J. Row-Farr, A. Oldroyd and J. Sutton (2004xle Roy All Around You:
Implicating the City in a Location-Based Performane. Proceedings of the 2004
ACM SIGCHI International Conference on Advances domputer entertainment

technology, Singapore, June 2004.

e Benford, S., A. Crabtree, M. Flintham, A. Drozd, Rnastasi, M. Paxton, N.
Tandavanitj, M. Adams and J. Row-Farr (20@an you see me now?an ACM
Transactions on Computer-Human Interaction (TOCH(): pp100-133.

e Benford, S., A. Crabtree, S. Reeves, M. FlinthamP#ozd, J. Sheridan and A. Dix
(2006) The Frame of the Game: Blurring the Boundary betwea Fiction and
Reality in Mohile Experiences In Proceedings of the 2006 ACM SIGCHI
Conference on Human Factors in Computing Systerositidal, Quebec, April 2006.

This research has directly contributed to the Equator IRCatgqlRC, 2007),
and aspects of the work have been actively used and extentted WerG
(IPerG, 2007)- the Integrated Project on Pervasive Gaming, partctiiarise
of the ColourMaps system in supporting Day of the Figastirge new, long

running experience using SMS (Flintham et al., 2007).

The author has presented elements of this research at l@emahinvited

addresses to other communities, including the May You Livénieresting

Times Festival of Creative Technology (Flintham, 2005a), aedScreenplay
Festival, (Flintham, 2005b).

The author has been involved in the construction of raeractive digital

replay-based installation of Can You See Me Now?, whahbeen shown at
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the Ars Electronica, Linz, Austria, and the Edith Ruie® $r Media Art,
Oldenburg, Germany, in 2003.

This research has beared as the basis for two artists’ master-classes in
collaboration with Blast Theory, at the Amsterdam-Maalst Summer
University, Amsterdam, 2001, and at the Technology School oftlhare,
Adelaide, 2004.

Can You See Me Now?, Uncle Roy All Around You and | Likank have
received favourable critical reviews from the mairestnepress, notably in the
Metro (Murphy, 2003), and the Guardian (Wilson, 2003). As destribe
chapter 2, Can You See Me Now was nominated for anaktiee Arts
BAFTA award in 2002, and was winner of the Golden Nica fberhctive Art
at the Prix Ars Electronic, Austria in 2003. Uncle Roy Afbund You was
nominated for two BAFTA awards in the categories of lmteva Arts, and
Technical and Social Innovation in 2004 and was nominated WNetaArt
Award at the Webby Awards, also in 2004.

Other academics have also begun to write favourably ableaut four
experiences, as revealed in the following excerpt fronxdi 2007), on

participating in Uncle Roy All Around You as a mobile player:

Go home, re-evaluate yourself, the one you once loved and lost, the
nature of memory, time’s winged chariot, cities and surveillance,
“virtual” realities, the fallibility of computers, the boundaries of bodies

and space, the nature of life and its relationship to performamee, t
meaning of art. Cry like a baby. Realise, again, just how new and
unprecedented such work is, and how timeless and humbling is the

experience of great art.

Finally, particularly due to the touring longevity of CaolySee Me Now?, it
is estimated that this research has supported upwards of 30,000 rvefrtbe

public in participating in these experiences.
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8.4 Reflections and Future Work

This final section presents a number of reflections oh bud limitations and

implications of this research, and potential avenues for futorle. w

The research presented in this thesis has largely focusedipporting the
mobile player in a mobile mixed-reality experience, viii@ role of the online
player often somewhat relegated to a secondary condérite Can You See
Me Now? was solely targeted at online players and suppdiyednobile

performers, in Uncle Roy All Around You and | Like Franle thesearch
focused on supporting the authoring of location-based contemapli for

mobile players, and primarily supporting the orchestration of mobile Haas
they explored the physical environment. This was perhaps qatejustified,

and to some extent politically motivated. Firstly, supportingnenplay isa

well established and understood field, and the natumaobfile play arguably
requires a greater, or at least different, level of sup@etondly, online
players can take part in the experiences at no cost teselheza and, unlike
mobile players, they are not required to make the same levehohitment to
an experience - purchasing a ticket and turning up at the wentmne, and it
Is perhaps then not surprising that the authoring and oratieasteffort was
dominated by the need to make sure that the mobile side offibeences was
safe, smoothly run and enjoyable. It would have been useful to investmat

these tools could have played a more substantial role in time @xperience.

Similarly, it is apparent that some of the everyday aecues for mobile
players, such as network disconnection, software or haedfadure or simply
just getting lost, were detrimental to the online expegemgth online players
often failing to understand what was actually happening on the sitegtauld

have been useful to have investigated how this can betiedfiy revealed to
online players, potentially through orchestration, so that tbeldadopt their

own play accordingly.

It is believed that the ColourMaps system has nobgen explored to its full
potential. While it has been successfully used to providectihe content
functionality for all of the experiences, the more adeancharacteristics of

digging, levels, their light-weight nature and intuitive authoringqpile have
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not been fully exploited by giving the system to a wider wgmd authors. In
the interests of further supporting the rapid prototyping of bobbile and
mobile mixed-reality experiences, it would be interestingptovide and
distribute a simple set-up on a single device that alloaugtiors to construct
clue-driven location-based experiences using ColourMaps elfideported
positioning. This would provide a standalone platform for use bysagieups,
schools, or any other groups that were interested in egeakperiences in a

variety of areas, in a similar vein to Create-a-ScapeauElab, 2007).

As a highly visual medium, ColourMaps can provide a dynampiceeentation
of other aspects of the mobile infrastructure, for exan@@PS reception or
connectivity strength. This could be used to allow authors tdecoemtent in
relation to both the physical environment and this mobile siruature that
took into account whether a player was likely to be connected or beessato
reliable position reports, or to even trigger content diyebdsed on the
measured infrastructure as it evolves. This work is atlgrebeing taken
forward, by examining how authoring tools can benefit from amastfucture
visualisation layer (Oppermann et al, 2006). As described irpt&eious
section, ColourMaps are not restricted to authoring spat@iktributed
content, and could be used to author content to be triggeretdamge in any
two discrete inputs- for example using time to place a player on the

ColourMap, or data collected from a sensor.

A particular challenge for orchestration was to respontdemeeds of players
with minimal disruption to their experiences and subsetuloss of
engagement. To this end, approaching a mobile player on thesstvas

considered a last resort for orchestration, and also tlegtestrain on the
resources of supporting performers in recognising and locatragt players.
To minimise the time taken during this intervention a stpator getting a
player's device back on track, even if they were mereflodisected, was to
“turn it off and on again”. A potential avenue for future research is how to

better support distributed orchestration on the ground, thatldevelopment of
more sophisticated mobile interfaces that allow streefoqpeers to perform

the same orchestration functionality as provided by thetrabmoom,
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potentially remotely orchestrating globally disconnected psayecally

through short-lived peer-to-peer networks.

The mobile mixed-reality experiences described, comparedarge-scale
commercial deployments of location-based services andegjahave been
relatively small, short-lived performances, despite thairitg longevity and
the involvement of a not insignificant number of memberthefpublic. The
experiences were the result of intensive periods of rapadotyping and
development, to meet the inherent and concrete deadlinessdmnping the
experiences to the public at the allotted time, congpanreth the more
structured, longer-term rodluts that one might expect from a more ‘polished’

product. In some senses the experiences are sophisticatedp@ej@nd while
they have provided a platform to consider the researclemegsin this thesis
and other areas, it is an open question as to how tlkiarods might evolve to
support a much larger production. Similarly, it would beriesting to explore
how this research could be applied to experiences in whmdrtést did not
play sucha fundamental creative role as the author and orchesteatdrihat

were less theatrical or performance-based in nature.
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