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#### Abstract

SUMMARY In order to address the automatic virtual reassembling of 3D thin-wall fragments, this paper proposes a 3D fragment reassembly method based on derivative dynamic time warping. Firstly, a calculation method of discrete curvature and torsion is designed to solve the difficulty of calculating curvature and torsion of discrete data points and eliminate effectively the noise interferences in the calculation process. Then, it takes curvature and torsion as the feature descriptors of the curve, searches the candidate matching line segments by the derivative dynamic time warping (DDTW) method with the feature descriptors, and records the positions of the starting and ending points of each candidate matching segment. After that, it designs a voting mechanism with the geometric invariant as the constraint information to select further the optimal matching line segments. Finally, it adopts the least squares method to estimate the rotation and transformation matrices and uses the iterative closest point (ICP) method to complete the reassembly of fragments. The experimental results show that the reassembly error is less than 1 mm and that the reassembly effect is good. The method can solve the 3D curve matching in case there are partial feature defects, and can achieve the virtual restoration of the broken thin-wall fragment model quickly and effectively.
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## 1. INTRODUCTION

In each archaeological excavation process, a large number of broken cultural relics would be unearthed. The conventional method is to reassemble the fragments by manual splicing. However, when the number of fragments is too large, this manual method will be inefficient, costly, and even lead to splicing failure due to the small size or inconspicuous structural features of some fragments. Therefore, the reassembly of 3D fragments has far-reaching, theoretical and application values [1-2].

Generally, space fragments can be divided into two categories: one is the space thin-wall fragments, with small fracture surface areas and less feature information for matching, and the assembly is mainly based on the contour curve information of the fragments; and the other is thick-wall fragments, with large fracture surface areas, and the assembly mainly takes into account the matching between surfaces. This paper focuses on the reassembly of thin-wall fragments and studies the matchability between 3D curves.

Many scholars have studied spatial curve matching. Wolfson et al. [3] re-sampled the spatial curves and calculated the curvatures of the sample points, encoded the curvature information of the sample points, by matching them with the hash algorithm. The results show that the matching accuracy is related to the sampling frequency. Leitão et al. [4] encoded the curvature information of the vertices of the curves and used the dynamic programming algorithm to compare the encoded information to further determine the matching relationship between curves. Ucoluk et al. [5] composed the feature parameter vectors based on the curvatures and torsions at the vertices of the contour curves and transformed the spatial curve matching problem into a simple feature string matching problem. The curvature and torsion information of the vertices are calculated by the differential method, but the precondition is that the points on the curves should be evenly distributed. However, in the actual situation, the points on the contour curves are discretely and randomly distributed, and the exhaustive method is adopted in the matching process, which increases the time complexity. Oxholm et al. [6] combined the vertex curvature, torsion, and colour to form feature descriptors, and used the longest common subsequence (LCS) method to find the optimum neighbour relationship between curves. This method can well address the reassembly of fragments with colour matching. However, the LCS algorithm requires that the spatial density of the two sequence data be consistent, and what is more, a large number of cultural relic fragments have lost colour characteristics due to erosion by chemicals, wind, and rain [7]. Zhang et al. [8] proposed a method for reassembling fractured fragments based on skeleton graphs matching, which transforms the problem of fragment matching into how to match the texture information of the fragment surfaces, and organically combined the texture information of the surfaces with the contour information, and searched the matching fragments using a certain searching method. This method can solve well the matching between fragments with regular textures. All of the above methods require that the features to be matched should be perfect without any missing part, but in actual practice, relic fragments often have either missing features or missing parts. Using directly any of the above methods will not help to obtain good results. For these partially defective fragments, some domestic scholars proposed a semi-automatic reassembly method. Li Shanshan and Zhou Mingquan, et al. [9-11] proposed this method. Firstly, it gives the matching feature point pairs according to the subject matter experts, then has the feature point pairs locally grown to produce new ones, and finally determines the adjacency relationship between the contour lines according to the angles and point distances between feature point pairs. However, the performance of the semi-automatic reassembly method depends heavily on the feature point pairs given by the subject matter experts.

In order to address the automatic reassembling of 3D thin-wall fragments, this paper proposes an automatic reassembly method based on DDTW. Firstly, this paper designs a calculation method for discrete curvature and torsion then takes curvature and torsion as the featureinvariant descriptors to search the candidate matching line segments by the DDTW method and records the positions of the starting and ending points of each candidate matching segment. According to the geometric invariant constraints of the points between candidate matching segments, it eliminates the mismatching and further on selects the optimal matching
line segments. Finally, it adopts the least squares method to estimate the rotation and transformation matrices and uses the ICP [12] method to complete the reassembly of fragments.

## 2. CURVE SHAPE DESCRIPTION BASED ON DISCRETE CURVATURE AND TORSION

The fragment reassembly is based on the valid feature shape descriptors. The feature information should have spatial rotation and translation invariance. According to the knowledge of differential geometry, the curvature and torsion of a point on the curve are geometric invariants, that is, they are invariant with the parameter variations [13]. So curvature and torsion can be used as the shape descriptors of curves. The curvature and torsion at any point on a space curve can be expressed as [14]:

$$
\begin{gather*}
k(t)=\frac{\left|r^{\prime}(t) \times r^{\prime \prime}(t)\right|}{\left|r^{\prime}(t)\right|^{3}}  \tag{1}\\
\tau(t)=\frac{\left(r^{\prime}(t) \times r^{\prime \prime}(t)\right) \cdot r^{\prime \prime \prime \prime}(t)}{\left|r^{\prime}(t) \times r^{\prime \prime}(t)\right|^{2}} \tag{2}
\end{gather*}
$$

where, $k$ is the curvature, and $\tau$ is the torsion, so the shape of any point $P_{i}$ on the curve can be represented by the vector $s\left[k_{i}, \tau_{i}\right]$. From equations (1) and (2), it can be seen that the calculation of curvature and torsion requires a known curve table and that the curve needs to be the third derivative. However, the actually extracted contour profile is discrete, which means it cannot be calculated directly with the above formulas. Following the idea of reference [15], this paper proposes a method for estimating curvature and torsion based on discrete geometric information.


Fig. 1 Schematic diagram of curvature estimation
4 adjacent points $P_{0}, P_{1}, P_{2}, P_{3}$ are selected on the space curve, and the tangent lines $P_{0} L_{0}, P_{1} L_{1}, P_{2} L_{2}$ are drawn across the points $P_{0}, P_{1}, P_{2}$. Let $l\left(P_{i}, P_{j}\right)$ be the arc length from point $P_{i}$ to $P_{j}$ along the curve $r$, and suppose that $l\left(P_{0}, P_{1}\right)=l\left(P_{1}, P_{2}\right)=\Delta l, l\left(P_{0}, P_{2}\right) \approx 2 \Delta l$ and $\Delta \varphi=\angle\left(P_{0} L_{0}, P_{1} L_{1}\right)=\pi-\angle\left(P_{2} P_{0}, P_{1} P_{2}\right)$, as shown in Figure 1. When $\Delta l \rightarrow 0, \Delta \varphi \rightarrow 0$, and then:

$$
\begin{align*}
& k_{p_{1}}=\lim _{\Delta l=l\left(P_{0} P_{1}\right) \rightarrow 0} \frac{\Delta \varphi}{\Delta l}=\lim _{\Delta s \rightarrow 0} \frac{2 \Delta \varphi}{\left|P_{0} P_{2}\right|} \cdot \frac{\left|P_{0} P_{2}\right|}{l\left(P_{0}, P_{2}\right)}=\lim _{\Delta \varphi \rightarrow 0} \frac{2 \sin \Delta \varphi}{\left|P_{0} P_{2}\right|}=  \tag{3}\\
& \lim _{\Delta \varphi \rightarrow 0} \frac{2}{\left|P_{0} P_{2}\right|} \cdot \frac{\left|P_{1} P_{0} \times P_{1} P_{2}\right|}{\left|P_{1} P_{0}\right|\left|P_{1} P_{2}\right|}=\lim _{\Delta \varphi \rightarrow 0} \frac{2\left|P_{1} P_{0} \times P_{1} P_{2}\right|}{\left|P_{0} P_{2}\right|\left|P_{1} P_{0}\right|\left|P_{1} P_{2}\right|}
\end{align*}
$$

$\left|P_{0} P_{1}\right|=\left|P_{1} P_{0}\right|$, so $\lim _{\Delta \varphi \rightarrow 0} \frac{2\left|P_{1} P_{0} \times P_{1} P_{2}\right|}{\left|P_{0} P_{2}\right|\left|P_{1} P_{0}\right|\left|P_{1} P_{2}\right|}=\lim _{\Delta \varphi \rightarrow 0} \frac{2\left|P_{1} P_{0} \times P_{1} P_{2}\right|}{\left|P_{0} P_{2}\right|\left|P_{0} P_{1}\right|\left|P_{1} P_{2}\right|}$, and the approximate curvature of the point $P_{1}$ can be estimated as:

$$
\begin{equation*}
k_{p_{1}} \approx \frac{2\left|P_{1} P_{0} \times P_{1} P_{2}\right|}{\left|P_{0} P_{1}\right|\left|P_{0} P_{2}\right|\left|P_{1} P_{2}\right|} \tag{4}
\end{equation*}
$$



Fig. 2 Schematic diagram of torsion estimation
The torsion of point $P_{2}$ represents the deviation between the $\operatorname{arc} P_{1} P_{2}$ and the osculating planes $\Delta P_{0} P_{1} P_{2}$ and $\Delta P_{1} P_{2} P_{3}$. Let $\Delta \varpi$ be the angle between the normal vectors of the two osculating planes, that is, the angle between the vectors $P_{0} P_{1} \times P_{1} P_{2}$ and $P_{1} P_{2} \times P_{2} P_{3}$, as shown in Figure 2. Then:

$$
\begin{align*}
& \tau_{p_{2}}=\lim _{\Delta l=l\left(P_{1}, P_{2}\right) \rightarrow 0} \frac{\Delta \varpi}{\Delta l}= \pm \lim _{\Delta s \rightarrow 0} \frac{\sin (\Delta \varpi)}{\left|P_{1} P_{2}\right|} \frac{\left|P_{1} P_{2}\right|}{\Delta l} \\
& = \pm \lim _{\Delta l \rightarrow 0} \frac{\sin (\Delta \varpi)}{\left|P_{1} P_{2}\right|}= \pm \lim _{\Delta \pi \rightarrow 0} \frac{\left|\left(P_{0} P_{1} \times P_{1} P_{2}\right) \times\left(P_{1} P_{2} \times P_{2} P_{3}\right)\right|}{\left|P_{0} P_{1} \times P_{1} P_{2}\right|\left|P_{1} P_{2} \times P_{2} P_{3}\right|\left|P_{1} P_{2}\right|} \\
& = \pm \lim _{\Delta \pi \rightarrow 0} \frac{\left|\left(\left(P_{0} P_{1} \times P_{1} P_{2}\right) \cdot P_{2} P_{3}\right)\right|\left|P_{1} P_{2}\right|}{\left|P_{0} P_{1} \times P_{1} P_{2}\right|\left|P_{1} P_{2} \times P_{2} P_{3}\right|\left|P_{1} P_{2}\right|}  \tag{5}\\
& =\lim _{\Delta \varpi \rightarrow 0} \frac{\left(\left(P_{0} P_{1} \times P_{1} P_{2}\right) \cdot P_{2} P_{3}\right)}{\left|P_{0} P_{1} \times P_{1} P_{2}\right|\left|P_{1} P_{2} \times P_{2} P_{3}\right|}
\end{align*}
$$

The torsion of point $P_{2}$ can be expressed as:

$$
\begin{equation*}
\tau_{p_{2}} \approx \frac{\left(P_{0} P_{1} \times P_{1} P_{2}\right) \cdot P_{2} P_{3}}{\left|P_{0} P_{1} \times P_{1} P_{2}\right|\left|P_{1} P_{2} \times P_{2} P_{3}\right|} \tag{6}
\end{equation*}
$$

The above calculation method is similar to the idea proposed in the literature [16]. The main idea is to make full use of multiple points in the vicinity to calculate the curvature and torsion, so as to eliminate noise interference and lay a solid foundation for the subsequent matching.

## 3. CURVE CONTOUR MATCHING ALGORITHM BASED ON DDTW

Accurate fragment reassembly requires not only a powerful shape description method but also an efficient shape matching method. The simplest matching method is to compare all the elements of two strings one by one and find the longest common substring (LCS) [17], but it is not so applicable when fragments have partial edge features missing. Another method is to look for the longest common subsequence (TLCS) [18-19]. This method does not require
continuous matching and allows for the addition, deletion and local differences of some elements in the feature string, but the precondition is that the ratio between the two arc lengths compared is equivalent to that between the actual lengths and that the sampling points should be distributed as evenly as possible. The geometric information of the 3D fragments is acquired by the 3D scanner. The density of the data points may not be even due to the different scanning resolutions and angles. In practical applications, due to various factors, such as defects or wears of the fragments, the contours of the two fragments do not exactly match each other (only some of the line segments fit each other), as shown in Figure 3. This means that LCS and TLCS algorithms are not quite effective when directly used.


Fig. 3 Matching relationship between defective fragments
Dynamic time warping (DTW) [20] is one of the classical algorithms for pattern recognition. Being able to well solve the matching between two sequences with different time scales, it is widely used in speech recognition, signature identification, gesture recognition, and data mining, etc. However, for data points with the same amplitude but different trends in two sequences, the DTW algorithm tends to have mismatches, resulting in an unsatisfactory pairing effect. In recent years, some scholars have proposed derivative dynamic time warping (DDTW). Compared with DTW, DDTW not only takes into account the amplitude of data points but also more reasonably adjusts the time sequence according to the first derivative values at the data points. Therefore, this paper adopts the improved DDTW algorithm to solve the matching of contour curves.

Let the distributions of the contour curves to be compared, be $r_{1}=\left\{p_{1}, p_{2}, \cdots, p_{m}\right\}$ and $r_{2}=\left\{q_{1}, q_{2}, \cdots, q_{n}\right\}$. Calculate the curvature and torsion of each point using the equations (3) and (4) respectively. The shape information of the two curves can be represented by sequence $A$ and sequence $B$.

$$
\left\{\begin{array}{l}
A=\left\{\left[k_{P_{1}}, \tau_{P_{1}}\right],\left[k_{P_{2}}, \tau_{P_{2}}\right],\left[k_{P_{3}}, \tau_{P_{3}}\right], \cdots,\left[k_{P_{m-1}}, \tau_{P_{m-1}}\right],\left[k_{P_{m}}, \tau_{P_{m}}\right]\right\}  \tag{7}\\
B=\left\{\left[k_{q_{1}}, \tau_{q_{1}}\right],\left[k_{q_{2}}, \tau_{q_{2}}\right],\left[k_{q_{3}}, \tau_{q_{3}}\right], \cdots,\left[k_{q_{n-1}}, \tau_{q_{n-1}}\right],\left[k_{q_{n}}, \tau_{q_{n}}\right]\right\}
\end{array}\right.
$$

Let the shape information derivative at any point $p_{i}$ in sequence $A$ be expressed as:

$$
\left\{\begin{array}{l}
d_{k_{i}}^{A}=\frac{\left(k_{p_{i}}-k_{p_{i-1}}\right)+\left(k_{p_{i+1}}-k_{p_{i-1}}\right) / 2}{2}  \tag{8}\\
d_{\tau_{i}}^{A}=\frac{\left(\tau_{p_{i}}-\tau_{p_{i-1}}\right)+\left(\tau_{p_{i+1}}-\tau_{p_{i-1}}\right) / 2}{2}
\end{array}, \quad 2 \leq i \leq n-1\right.
$$

In equation (10), let $\left\{\begin{array}{l}d_{k_{1}}^{A}=d_{k_{2}}^{A} \\ d_{\tau_{1}}^{A}=d_{\tau_{2}}^{A}\end{array}\right.$ and $\left\{\begin{array}{l}d_{k_{m}}^{A}=d_{k_{m-1}}^{A} . \text { Accordingly, the shape information } \\ d_{\tau_{m}}^{A}=d_{\tau_{m-1}}^{A}\end{array}\right.$ derivatives $d_{k_{i}}^{B}$ and $d_{\tau_{i}}^{B}$ of the sequence $B$ at $q_{j}$ can also be calculated with equation (2). Then the matching costs of any two points $p_{i}$ and $q_{j}$ can be expressed as:

$$
\begin{equation*}
d\left(p_{i}, q_{j}\right)=\sqrt{\lambda\left(d_{k_{i}}^{A}-d_{k_{j}}^{B}\right)^{2}+(1-\lambda)\left(d_{\tau_{i}}^{A}-d_{\tau_{j}}^{B}\right)^{2}} \tag{9}
\end{equation*}
$$

where, $\lambda=0.5$, and without loss of generality, $m \leq n$. Then, based on the matching errors between all the points on the two contour curves $r_{1}$ and $r_{2}$, the matching cost matrix $D$ between sequence $A$ and sequence $B$ can be expressed as:

$$
D=\left[\begin{array}{cccc}
d\left(p_{1}, q_{1}\right) & d\left(p_{1}, q_{2}\right) & \ldots & d\left(p_{1}, q_{n}\right)  \tag{10}\\
d\left(p_{2}, q_{1}\right) & d\left(p_{2}, q_{2}\right) & \ldots & d\left(p_{2}, q_{n}\right) \\
\vdots & \vdots & d\left(p_{i}, q_{j}\right) & \vdots \\
d\left(p_{m}, q_{1}\right) & d\left(p_{m}, q_{2}\right) & \ldots & d\left(p_{m}, q_{n}\right)
\end{array}\right]
$$

To solve the matching problem of sequence $A$ and sequence $B$, it is necessary to find a reasonable contour point matching method in matrix D , so as to minimize the global matching cost of sequences $A$ and $B$. The cumulative distance $f_{A B}(i, j)$ represents the sum of the matching costs incurred by all nodes on the shortest path from the starting point to the point $(i, j)$ in the matrix $D$, and it can be expressed as:

$$
\begin{equation*}
f_{A B}(i, j)=d\left(p_{i}, q_{j}\right)+\min \left(f_{A B}(i-1, j-1), f_{A B}(i-1, j), f_{A B}(i, j-1)\right) \tag{11}
\end{equation*}
$$

The value of $f_{A B}(m, n)$ calculated according to the above equation is the minimum global matching cost of the two curves. The smaller the value, the smaller the matching distance between sequence $A$ and sequence $B$, that is, the more similar the contour curves $r_{1}$ and $r_{2}$.

## 4. SCREENING OF THE OPTIMAL MATCHING CURVE

Thin-wall fragments may have defective edges, especially after the erosion by wind, water, and other chemicals, so in actual practice, the matching cost of two adjacent contour curves may not be necessarily the smallest. On the other hand, there may be multiple points with similar curvatures and torsions. For this reason, we need to further verify the candidate matching curves (Algorithm 1).

The DDTW algorithm is used to find the $n$ curves $r_{i}$ with the least costs of matching with the contour curve $r_{0}$, where $i=\{1,2, \cdots, n\}$ and the larger the $n$ value is, the larger the calculation amount of the algorithm will be. In this paper, $n=3$, i.e. there are 3 candidate matching curves in total. For the curve $r_{0}$ and any candidate matching curve $r_{i}, m$ points are sampled at equal intervals in an orderly manner from the starting point of matching, that is, $r_{0}>\left\{p_{1}^{0}, p_{2}^{0}, \cdots, p_{m}^{0}\right\}$ and $r_{i} \succ\left\{p_{1}^{i}, p_{2}^{i}, \cdots, p_{m}^{i}\right\}$, where $>$ represents sampling. The Principal Component Analysis (PCA) [21] is used to calculate the normal vectors of each point $r_{0}:\left\{n_{1}^{0}, n_{2}^{0}, \cdots, n_{m}^{0}\right\}$ and $r_{i}:\left\{n_{1}^{i}, n_{2}^{i}, \cdots, n_{m}^{i}\right\}$. Then voting is conducted on the consistency of the normal vector angle between the matching points to further verify the matching of curves $r_{0}$ and $r_{i}$. The specific method is as follows: set the angle threshold $\Delta_{\theta}, \theta_{0}=\angle\left(n_{j}^{0}, n_{j+1}^{0}\right)$ and $\theta_{i}=\angle\left(n_{j}^{i}, n_{j+1}^{i}\right)$, where $i=\{1,2, \cdots, n\}$ and $j=\{1,2, \cdots, m\}$. If $\left|\theta_{0}-\theta_{i}\right|<\Delta_{\theta}$, the number of votes for the curve $r_{i}$ is increased by 1 . Traverse all points in turn. Finally, the optimal matching curve for the curve $r_{0}$ is determined based on the number of votes.

```
Algorithm 1 Screen out the best matching curve with curve \(r_{0}\)
Input: the \(n\) curves \(r_{i}\) with the least costs of matching with the contour curve \(r_{0}\), In this
    paper, \(n=3\).
Output: The sequence number ( \(S\) ) of curve \(r_{i}^{\prime}\) that best matches curve \(r_{0}\).
Begin
    int best_match_curve ()\{
        int \(k[n+1]=0\);
        int \(S=0\);
        for ( \(i=1 ; i \leq n ; i++)\{\)
            1: For the curve \(r_{0}\) and any candidate matching curve \(r_{i}, m\) points are sampled at
                equal intervals in an orderly manner from the starting point of matching, that
                is, \(r_{0}>\left\{p_{1}^{0}, p_{2}^{0}, \cdots, p_{m}^{0}\right\}\) and \(r_{i}>\left\{p_{1}^{i}, p_{2}^{i}, \cdots, p_{m}^{i}\right\}\), where \(>\) represents sampling.
            2: Calculate the normal vectors of each point \(r_{0}:\left\{n_{1}^{0}, n_{2}^{0}, \cdots, n_{m}^{0}\right\}\) and
                \(r_{i}:\left\{n_{1}^{i}, n_{2}^{i}, \cdots, n_{m}^{i}\right\}\)
            3: \(\boldsymbol{f o r}(j=1 ; j \leq m ; j++)\{\)
                Calculate the angle difference of normal vector \(\theta_{i}=\angle\left(n_{j}^{i}, n_{j+1}^{i}\right)\) and \(\theta_{0}=\angle\left(n_{j}^{0}, n_{j+1}^{0}\right)\);
                If \(\left.\left.\left(\left|\theta_{0}-\theta_{i}\right|<\Delta_{\theta}\right) k[i]=k[i]+1 ;\right\}\right\}\)
        for \((i=1 ; i \leq n ; i++)\{\)
            if(k[i] \(>\mathrm{k}[\mathrm{s}]) \mathrm{s}=\mathrm{i} ;\}\)
        return \(S\);\}
End
```


## 5. FRAGMENT REASSEMBLY

In summary, according to the determined matching curves, the matching pair of fragments $F_{i}$ and $F_{j}$ can be determined. Since the positions and directions of the two fragments are different, it is necessary to transform the fragment file data according to the correspondence relationships of the contour curve matching points, that is, obtaining the transformation vectors $R$ and $T$ of the rigid body.
Suppose the optimal matching curve of the curve $r_{i}$ is $r_{j}$, and that the points of the curve $r_{j}:\left\{p_{1}^{j}, p_{2}^{j}, \cdots, p_{m}^{j}\right\}$ are obtained by rotating and translating the points on the curve $r_{i}:\left\{p_{1}^{i}, p_{2}^{i}, \cdots, p_{m}^{i}\right\}$, as shown in the following equation.

$$
\begin{equation*}
p_{k}^{j}=\boldsymbol{R} p_{k}^{i}+\boldsymbol{T} \tag{13}
\end{equation*}
$$

Given the coordinates of each point on the matching curve, $R$ and $T$ can be estimated using the least square method to further minimize the equation (14). The iterative calculation is carried out using the method in literature [22] to gradually approximate the exact value.

$$
\begin{equation*}
E=\sum_{k=1}^{m}\left\|p_{k}^{j}-\left(\boldsymbol{R} p_{k}^{i}+\boldsymbol{T}\right)\right\| \tag{14}
\end{equation*}
$$

With the $R$ and $T$ transformed fragment files, the adjacent fragments are finally aligned precisely by the Iterative Closest Point (ICP) method.

## 6. EXPERIMENT AND RESULTS ANALYSIS

The algorithm was implemented in the $C++$ language on the VS2010 platform, and the OpenGL function was invoked to display the point cloud. It was applied to the reassembly of ceramic fragments. The point cloud data of the fragments were obtained by non-professionals using the Handyscan 3D handheld scanner, with a resolution of 0.5 mm . The experimental data retrived were not denoised, and the contour curves of the models were obtained by the method based on curvature extreme points [23]. The specific fragment models and contour edge curves are shown in Figure 4.


Fig. 4 Fragment models and corresponding contour curves; (a) fragment 1; (b) contour curve of fragment 1;(c) fragment 2; (d) contour curve of fragment 2; (e) fragment 3 (f) contour curve of fragment 3; (g) fragment 4; (h) contour curve of fragment 4

Since a ceramic fragment has a certain thickness, the contour curve is composed of two similar curves, as shown in Figure 4 (b) and (d). Firstly, the authors used the method in reference [24] to separate the contour curve from the intersections into several separate curves, then matched the contour curves of fragment 1 and fragment 2 using the DDTW method to find the optimal matching line segment, and finally calculated the rotation matrix and the translation matrix according to the matching relationships of the points on the optimal matching line segment. The specific reassembly results are shown in Figure 5.


Fig. 5. Reassembly results of different fragments; (a) reassembly of fragments 1 and 2; (b) reassembly of fragments 1 and 3; (c) reassembly of fragments 3 and 4; (d) reassembly of fragments 1 and 4

In order to verify the performance of the algorithm, the author compared it with the DTWbased and the LCS-based algorithms and recorded the time and the errors of the reassembly. Suppose the reassembly error is $\delta$, which refers to the average of the sum of the Euclidean distances between the pair of points on adjacent contour curves. The specific results are shown in Table 1, where $t_{1}$ and $\delta_{1}$ represent the time consumed by the DTW algorithm and its reassembly error, and $t_{2}$ and $\delta_{2}$ are the results of the LCS algorithm, and $t_{3}$ and $\delta_{3}$ the results of this algorithm. Since the DDTW algorithm needed to perform the derivation, its running time was longer than those of the DTW and the LCS algorithms. Since, in this paper, the DDTW algorithm is allowed for non-matching points, the candidate matching curves were further filtered to ensure matching, so the reassembly error of the DDTW algorithm was much smaller than those of the DTW and the LCS algorithms [25].

Table1 Comparison of the algorithms in running time and reassembly error

| serial number of spliced fragments | time $/ \mathrm{s}$ |  |  |  |  | reassembly error $/ \mathrm{mm}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $t_{1}$ | $t_{2}$ | $t_{3}$ |  | $\delta_{1}$ | $\delta_{2}$ | $\delta_{3}$ |  |
| fragments 1 and 2 | 15.972 | 14.893 | 17.324 |  | 1.532 | 1.987 | 0.879 |  |
| fragments 1 and 3 | 14.672 | 13.267 | 15.213 |  | 1.345 | 1.766 | 0.794 |  |
| fragments 3 and 4 | 12.344 | 12.123 | 12.543 |  | 1.732 | 1.923 | 0.765 |  |
| fragments 2 and 4 | 9.323 | 9.212 | 9.892 |  | 1.268 | 1.564 | 0.532 |  |

## 7. CONCLUSION

In order to address the automatic reassembling of 3D thin-wall fragments, this paper proposes an automatic reassembly method of 3D thin-wall fragments based on the DDTW algorithm. Firstly, this paper designs a calculation method for discrete curvature and torsion to solve the difficulty in the calculation of curvature and torsion with discrete data points. The calculation method fully utilizes the information of multiple points in the vicinity, which can effectively eliminate the noise interferences and lay a solid foundation for the subsequent matching. Then according to the feature-invariant descriptors, i.e. curvature and torsion, this paper further searches the candidate matching line segments by the DDTW method and records the positions of the starting and ending points of each candidate matching segment. By adding the geometric invariant constraint information, it further searches the optimal matching line
segments based on the voting mechanism and eliminates mismatching. Then it adopts the least squares method to estimate the rotation and transformation matrices and uses the ICP method to complete the reassembly of fragments. At last, the feasibility of the proposed algorithm is verified by the experiment of ceramic fragments splicing; according to the analysis of the experiment results, the time-consuming of the proposed algorithm is almost the same as that of the algorithm based on DTW or LCS, but the error of the algorithm is only $1 / 2$ of DTW and $2 / 5$ of LCS, which shows that the algorithm has higher precision. In addition, although the DDTW algorithm allows non-matching points, if the edge contour of the fragment is damaged too seriously, the proposed algorithm cannot extract matching line segments, which eventually leads to the error of fragment merging.
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