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Abstract 

The growth of the Internet and the development of its new 
applications have increased the demand for providing a 
certain level of resource assurance and service support. The 
concept of ensuring Quality of Service (QoS) has been 
introduced in order to provide the support and assurance for 
these services. Different QoS mechanisms have been 
developed and introduced such as integrated services 
(IntServ) and differentiated services (DifEerv) to provide 
different levels of QoS provision. However, IntServ can 
suffer from scalability issues that make it infeasible for large- 
scale network implementations. On the other hand, the 
aggregated-based per-flow technique of DifBerv does not 
provide such an end-to-end QoS guarantee. Recently, the 
IETF have proposed a new QoS architecture that implements 
IntServ over DiffServ in order to provide an end-to-end QoS 
for scalable networks. Hence, it became possible to provide 
and support a certain level of QoS for some delay sensitive 
and bandwidth-demanding applications such as Voice over 
Internet Protocol (VoIP). With regard to VoIP applications, 
delay, jitter and packet loss are crucial issues that have to be 
taken into consideration for any VoIP system design and such 
parameters need a distinct level of QoS support. 

1 Introduction 

The global evolution of the Internet and the wide spread 
growth of networks have made the Internet part of our 
everyday life. For these reasons, the demand on the various 
Internet applications has increased. This increase in demand 
has also produced a number of new applications that did not 
exist before. Intemet users can now access a variety of 
different multimedia applications such as video conferencing, 
VoIP, Video on Demand (VoD) ... etc. 

However, the current Lntemet infi-astructure with its best- 
effort service provision is unlikely to be able to support such 
high bandwidth, delay sensitive applications. This is due to 
the fact that networks may not be able to support such 
applications using existing network architecture and so, new 
mechanisms have to be developed in order to adequately 

support such applications. In addition, the current Internet 
infrastructure faces a number of challenges and issues that 
need to be considered in order to enhance network 
performance so that service providers are able to provide and 
support the services required by the users [I]. 

The unpredictable growth of the internet and its usage over 
the past few years has brought up the issue of scalability. The 
number of users and hosts has increased tremendously 
throughout the past few years and service providers have to 
satisfy the different requirements for this increase. Hence, 
different QoS schemes need to be implemented that are 
scalable in order to maintain such growth. 

Also, the variety of applications that the Internet can now 
support has created the need for optimization of such 
seamless applications and integration within one 
heterogeneous network. Such applications vary 6om simple 
email exchange (a small amount of data that has low profile 
with regard to QoS requirements) up to streaming video (a 
large amount of data that has very high profile with respect to 
QoS requirements) and therefore require service guarantees as 
they have different traffic characteristics [ 1,2], 

Moreover, with such increases in network traffic, scale and 
applications it is important that all these issues have to be 
resolved between the different service providers. The goal of 
maintaining some sort of understanding between the service 
providers is becoming more and more crucial. The Internet is 
growing and its service providers are growing as well. They 
need to be able to support each others applications as each 
one of them has its own network architecture. Therefore, it 
becomes quite important to have some sort of open and 
agreed fiamework for maintaining and guaranteeing the 
services provided, i.e. the QoS that is supported. Eventually, 
such understanding between service providers can help 
provide a controlling mechanism for the intemet and with this 
better administration can be obtained between the different 
service providers [?I, 

However, service providers tend to overcome all these 
limitations by over provisioning network resources. Service 
providers are also attempting to avoid bottlenecks in order to 
guarantee the service that they provide for users over existing 
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best effort IP networks. Although this type of service support 
can be provided using Dense Wave Division Multiplexing 
(DWDM) as it is able to provide a very high bandwidth, the 
usage of the bandwidth is still increasing. Furthermore, this 
solution can be considered quite costly and non profitable for 
them as they have to implement and support more devices 
throughout their backbone. Also, they will not be able to 
differentiate between the different traffic of the different 
users. [4]. 

2. Internet QoS Mechanisms 

2.1 Integrated Services Packet Networks 

IntServ is a QoS mechanism proposed by the IETF [5] that is 
characterized by resource reservation. The assumption is that 
resources (e.g. bandwidth) must be explicitly managed in 
order to meet application requirements. In addition to the 
traditional best-effort service, the IntServ architecture 
proposes two more classes of service; Guaranteed Service 
(GS) and Controlled-Load Service (CLS). 

In order for the applications to communicate their QoS 
requirements to nodes along the transit path, a signalling 
mechanism is required. The IETF IntServ Working Group 
recommends Resource Reservation Protocol (RSVP) [6] as 
the signalling protocol to reserve resources. The main 
function of RSVP is to provide QoS requests on behalf of the 
application traffic to all routers along the transit path and to 
maintain the state information in the routers for each data 
flow [6]. 

2.2 RSVP 

As explained above RSVP is a signalling protocol that 
applications can use to request resources from the network. 
The network responds by explicitly admitting or rejecting 
RSVP requests. Certain applications that have quantifiable 
resource requirements express these requirements using 
IntServ parameters as defined in the appropriate LntServ 
service specification. As noted above, RSVP and IntServ are 
separable. RSVP is a signalling protocol that can carry 
IntServ information. IntServ defines the models for 
expressing service types, for quantifjmg resource 
requirements and for determining the availability of the 
requested resources at relevant network elements (admission 
control) [6]. 

The prevailing model of RSVP usage is based on a combined 
RSVP/IntServ architecture. In this model, RSVP signals per- 
flaw resource requirements to network elements using IntSm 
parameters. These network elements apply IntServ admission 
control to signalled requests. In addition, traffic control 
mechanisms on the network element are configured to ensure 
that each admitted flow receives the service requested in strict 
isolation from other traffic. 

However, the problem with the IntServ/RSVP architecture is 
of scalability. The model does not scale well in the Internet 
core primarily because [7]: 

Huge storage and processing overheads are placed 
on the routers since the amount of state information 
in the routers increases proportionally with the 
number of flows, 
The requirements on routers are very high as each 
router must implement RSVP, Admission Control, 
MF Classification and packet Scheduling. 

1 .  

2. 

2.3 Differentiated Services Packet Networks 

Due to the difficulties encountered in implementing and 
deploying the IntSav/RSVP architecture, another QoS 
mechanism known as DiffServ has been proposed [SI. The 
goal of DiffServ is to give scalable service discrimination 
without the need for per-flow state and signaling at every hop 
or router. The DiBerv architecture achieves its scaling 
properties by defining a small number of different packet 
forwarding treatments known as Per-Hop Behaviors (PHB) 
[91. 

DiffServ makes use of the Type of Service (TOS) flag in the 
TPv4 header, which corresponds to the Traffic Class flag in 
the IPv6 header. Each packet receives a particular forwarding 
treatment based on the setting of the IP TOS flag. The packet 
is treated the same way as others marked the same flag. There 
is no per-flow state required inside the network; a core device 
only considers markings and not flows. Per-flow state is kept 
at the network edge and flows are aggregated based on 
desired behavior. The Bandwidth Broker (BB) implements 
dynamic allocation of resources and is also responsibIe for 
making sure that network resources, both within the DiffServ 
domain and on links connecting adjacent domains, are 
properly provisioned and not over subscribed, 

By marking the flags of packets differently and handling 
packets based on the flags, several differentiated service 
classes can be created. The IETF DifEerv group has defined 
two classes of supporting applications; the premium service 
and the assured service models in addition to the existing best 
effort service. 

3. IntServ over DiffServ Networks 

Recent QoS developments have combined both integrated and 
differentiated services together into a new architecture for an 
end-to-end service provision [ 101. The strength of IntServ is 
its ability to provide a per-fl ow QoS guarantee, while it lacks 
the issue of scalability at its core routers. On the other hand 
DifEew enables scalability across large networks but may 
not be able to support a per-flow QoS guarantee. So, with the 
new combined architecture it is possible to maintain a 
scalable QoS service guarantee at the network core using 
DifBerv, while implementing IntServ at the network edge in 
order to support a per-flow QoS guarantee [lo]. 
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Fig. 1 IntServ implementation over DiffServ 

With this new architecture an end-to-end quantitative QoS 
can be provided. Here, the DifBerv network is not required to 
participate in the RSVP signaling for the resource allocation 
and the admission control. In addition, within the Dif€Serv 
capable network domain a specific PHB is applied and the 
total amount of aggregate traffic with the PHB will be limited 
by policing at the edge of the domain. From the IntServ 
perspective, the DiffServ network can be viewed as a virtual 
link that connects the IntServ capable networks with each 
other. 

4 Voice over Internet Protocol (VoIP): 

Recently, the integration of voice and data together onto a 
single network became a priority for many network operators. 
In VoIP applications a source voice signal is first packetized 
and then transmitted over an IP network and then when they 
arrive at their destination they are depacketized in order to 
retain the voice data. However, due to the nature of voice, 
VoIP requires timely packet delivery with low delay, jitter 
and packet loss values. Hence, to achieve that IP networks 
must be enhanced with certain mechanisms that ensure the 
required quality of service for such applications [ 1 I]. 

4.1 Variable and Constant Bit Rates (VBR & CBR) 

In order to provide and allocate the resources for the 
requested QoS, a qualitative description is required for the 
generated traftic pattern. This description will help to allocate 
the right resources for each request. Hence, based upon their 
bit rate, applications can be classified into two main 
categories; variable bit rate (VBR) and constant bit rate 
(CBR) E12j. 

CBR describes traffic that is transmitted over a constant rate. 
For example, voice coded PCM represent such class of traffjc 
generated at 64 kbps. And for VBR, the generated traffic rate 
is not constant and is always varying as in MPEG video 
applications. 

Due to the difference in these two trafic sources the QoS 
requirements vary. For admission control, it will be adequate 
for CBR sources to obtain bandwidth reservation at the peak 
rate. However, for VBR sources this sort of bandwidth 
reservation at the peak rate will be wasted, since VBR sources 
do not send their traffic at such a rate all the time. So, the size 
of the traffic will vary between the peak and the average rates 
and therefore a mechanism will be needed to relate a given 
reservation to the QoS parameters. 

Moreover, regardless what policing mechanism applied; 
simple, token or dual leaky buckets. VBR and CBR traffic 
sources have a number of issues with regard obtaining the 
required QoS. This is due to the fact that policing is applied in 
correspondence to the traffic parameters i.e. peak, average 
and burst traffic. So for CBR, only the peak rate will be 
policed, but for VBR the peak, average rates and the burst 
size have to be policed, which will add more complexity to 
the system. 

For voice traffic, a CBR source can be described by the 
packet length and fixed inter-packet time, but for a VBR 
source it is much more complicated. VBR traffic is generated 
during the voice communication due to the implementation of 
silence suppression algorithms in the terminal equipment 
~ 3 1 .  

5 Network Design and Implementation 
in this section a simple network with two end routers is 
implemented using OPNET. The purpose of this modelling is 
to look at the individual performance of each QoS mechanism 
i.e. IntServ and DiEServ. The design of the network is based 
upon implementing voice traffic only. Throughout the 
modelling, different QoS queuing techniques are 
implemented such as WFQ, PQ and CSQ. In addition, other 
congestion control mechanisms are studied such as RED and 
ECN [12]. 

Fig. 2 Simple Network Design 

6 Network Performance Analysis 

As mentioned before the purpose of this modelling is to study 
the individual performance of IntServ and DiffServ 
separately. However, it was expected that the performance of 
the two different QoS mechanisms with the use of the 
different queuing and congestion 'schemes would be similar 
since the network was not simulated under heavy traffic 
conditions. The optimal performance of IntServ and DiffServ 
is not obtained due to the small size of the network. This was 
clear with the zero traffic loss, constant end- to-end delay 
value which was less than 60 msec, and with the zero jitter 
value. 
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Fig. 3 End-to-End Delay performance 

7 Conclusion 

[I21 
The scope of this paper is to provide insight on the 
implementation of IntServ over Diffserv networks for the 
provision of an end-to-end scalable QoS for VoIP 
applications. Future research will examine different traffic 
characteristics for VoIP over such architecture and will focus 
on CBR and VBR. However, in this work a simple 
implementation of a VoIP system has been modelled using 
OPNET and results show the simiIarity in performance 
between IntServ and DifEerv. This basic modelling approach 
is a key start to hrther advanced modelling for a VoIP 
system, which is the goal of this research project. The 
research examination will take two perspectives; both 
objective and subjective. The objective perspective will be 
through the modelling of such architecture using commercial 
simulation tools. The subjective perspective wiIl be through 
testing and real-time analysis o f  an existing campus network. 
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