
A VLBI STUDY OF OH MASERS IN A

PROTO-PLANETARY NEBULA

OH 0.9+1.3.

A thesis submitted in fulfillment of

the requirements for the degree of

MASTER OF SCIENCE

of

RHODES UNIVERSITY

by

KIM MCALPINE



Abstract

This thesis reports the calibration, imaging and analysis of one epoch of

VLBA observations of the 1612 MHz OH maser emission from the proto-

planetary nebula OH 0.9+1.3. These are the first polarisation VLBI ob-

servations of this source and the spatial morphology of the OH emission is

resolved on this scale. Proto-planetary nebulae represent the transition phase

in the evolution of stars between the asymptotic giant branch (AGB) phase

and their emergence as planetary nebulae. A long-standing astronomical

question is how the predominantly spherical circumstellar envelopes of AGB

stars evolve into the bipolar and axisymmetric structures that are commonly

observed in planetary nebula. Proto-planetary nebulae offer a unique oppor-

tunity to study this transformation process. The high-resolution VLBI maps

produced in this thesis were used to investigate the morphology and kine-

matics of OH 0.9+1.3 with a view to gaining insight into the development of

asymmetries in the circumstellar material.

The OH maser emission of OH 0.9+1.3 has a double-peaked profile with

one peak blue-shifted and the other red-shifted with respect to the stellar

velocity. The total intensity maser maps demonstrate a considerable degree

of asymmetry with the blue- and red-shifted emission located in spatially

distinct regions of the envelope. The blue-shifted emission is distributed

preferentially along an axis at a projected position angle of ∼ 135◦ ( North

through East). The morphology of this source is not consistent with the

standard symmetric thin-shell model and an attempt to fit the traditional

OH/IR kinematic model of a simple expanding shell to the maser components

was found to be unsatisfactory. No definitive evidence of a bipolar outflow

was observed either. The high degree of asymmetry observed in the source

is consistent with its status as a proto-planetary nebula.

The source was imaged in all four Stokes parameters and the fractional

linear and circular polarisations of the maser components were derived from

the Stokes parameter maps. In all except one of the components the total



fractional polarisation was found to be low ( < 15%). The mean fractional

linear and circular polarisation were calculated to be 5.54% and 7.11% re-

spectively. The absence of an identifiable Zeeman pair in the Stokes V map

prohibited the estimation of the magnetic field in the circumstellar envelope

of this source.
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Chapter 1

Introduction

The period immediately following the asymptotic giant branch is one of the

least understood phases of stellar evolution and there remain many open

questions regarding the transformation of AGB stars into planetary nebulae.

These objects are heavily obscured by dust at optical wavelengths and thus

high resolution observations of masers in their circumstellar envelopes provide

a useful probe of the dynamics of these poorly understood environments.

This thesis presents full polarisation VLBA observations of OH maser

emission from OH 0.9+1.3 which is a proto-planetary nebula. The rest of

this chapter provides an introduction to the topic of proto-planetary neb-

ulae including their evolutionary status, the open questions regarding their

evolution and current models and theories which attempt to address these

questions.

Chapter 2 gives an overview of the powerful observing technique of Very

Long Baseline Interferometry and chapter 3 details the data reduction steps

which were undertaken in order to produce the final maps. Chapter 5 presents

an analysis of the maser maps along with the final maps themselves. Chap-

ter 4 presents a review of the source properties known to date.
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1.1 Evolutionary status

Asymptotic giant branch (AGB) stars are the evolved descendants of main

sequence stars with low to intermediate masses (between 1M¯ and 8M¯).

These stars consist of a hot inner core and large convective mantle. Typically

the stellar core has a diameter of approximately ∼ 108 cm while the mantle

extends over a region of ∼ 1013 cm. The outer regions of the mantle are only

weakly gravitationally bound. The core consists of an electron-degenerate

carbon and oxygen mixture and no nuclear burning takes place within the

core. Above the core lies a helium shell and above that a hydrogen mantle

(Olofsson, 1999). The mantle is fully convective and the outer regions are

cool enough that formation of molecules will take place. Helium burning of

the shell provides the energy during the early AGB evolution but eventually

the hydrogen at the base of the hydrogen-mantle ignites and this marks the

beginning of the thermally pulsing AGB phase (TP-AGB). In this stage the

process of hydrogen burning into helium leads to a mass increase of the

helium layer. Regularly, but only for a short time, the helium burns into

carbon and oxygen creating a temporary large increase in the luminosity of

the star (Habing, 1996). These events are the ‘thermal pulses’ from which

the name TP-AGB is derived.

During the TP-AGB phase the star experiences a period of intense mass

loss and the ejected matter creates an expanding dusty molecular circumstel-

lar envelope (CSE). Mass loss continues until the mantle is almost completely

depleted and it leads to the eventual termination of this phase of stellar evo-

lution (Habing, 1996). The rate of mass loss increases with time and the

maximum achievable mass loss rate increases with increasing main sequence

mass of the central star (Olofsson, 1999). Observed mass loss rates range

between 10−8M¯.yr−1 and 10−4M¯.yr−1 (Bujarrabal, 1999). The pulsation

of an AGB star strongly affects the structure of the surrounding stellar atmo-

sphere. In particular, it levitates material outwards to create an atmosphere

that is far more extended than one which is created in hydrostatic equilib-

rium. Pulsation may produce mass loss in itself, but more importantly it

creates an atmosphere which encompasses regions with suitable conditions

2



for the formation of dust grains (Olofsson, 2001). Radiation pressure from

the central star acts directly on dust grains formed in the extended atmo-

sphere of the star and collisions between the dust grains and gas molecules

transfers this momentum to the gas in the CSE (Habing, 1996). It is likely

that this process is the main agent responsible for the intense mass loss ob-

served in AGB stars and subsequently it drives the outward expansion of the

circumstellar envelope.

The CSE consists of dust and molecular gas. The molecules are located

in envelopes of different sizes, or shells of different radii and widths, depend-

ing on UV photon flux and their chemical formation routes. The molecules

with the largest envelopes are CO and H2; the dust grains exist throughout

the molecular envelopes and extend way beyond them (Olofsson, 2001). The

dust in the circumstellar envelope absorbs the optical radiation from the cen-

tral star and re-emits in the infra-red. The high degree of optical extinction

afforded by the dust makes direct observations of the central star difficult

(Kwok, 1993). However, these cool envelopes support maser emission from

several species including SiO, H2O and OH which afford an excellent mech-

anism for studying the circumstellar environment. The SiO masers form in

the stellar atmosphere; the H2O masers at distances of up to 1015 cm from

the central star and the OH masers between 1015 and 1016 cm. The H2O

is photo-dissociated into OH by UV photons from the interstellar radiation

field. As UV radiation also dissociates OH into O and H the OH masers

exist only in a very thin shell (Goldreich and Scoville, 1976). A schematic

representing maser emission in the circumstellar envelope of a typical AGB

star is presented in figure 1.1. Information about the envelope can also be

gleaned from thermal emission from many molecular species in the envelope.

In particular the CO line emission is very useful as it is used to determine re-

liable mass loss rates (Olofsson, 1999). Presently over 60 different molecular

species have been detected in circumstellar envelopes.

AGB stars are the precursors of planetary nebulae (PNe). Ultimately

mass loss will decrease, the envelope will become detached and the central

star’s temperature will increase to sufficiently high temperatures to produce

an ionising wind which will ionise the inner region of the circumstellar shell.

3
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Figure 1.1: Schematic of the circumstellar envelope of a typical AGB star,
taken from Reid (2002).
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The emergence of strong recombination lines of hydrogen and helium and

collisionally excited lines of metals in the gas envelope signifies the beginning

of the planetary nebula phase (Kwok, 1999).

Proto-planetary nebulae (PPNe) represent the transition phase in the evo-

lution of stars between the AGB phase and their emergence as PNe. Specif-

ically PPNe are defined as stars that have ceased large-scale mass loss on

the AGB but have not evolved to be hot enough to ionise the surrounding

remnants of the AGB envelope (Kwok, 1993). A useful mechanism for identi-

fying objects in this transition phase is the IRAS two-colour diagram. AGB

stars with oxygen rich circumstellar shells form a sequence in the diagram

which is interpreted as an evolutionary track for these objects (van der Veen

and Habing, 1988). This evolutionary track is indicated by the dashed line

in figure 1.2, and stars in the early AGB phase are to be found in region I

of this diagram. On the AGB, where the mass loss rate is increasing, stars

evolve towards lower colour temperatures as a result of increasing optical

depth in the dusty circumstellar envelope. Therefore the most evolved AGB

stars with the largest circumstellar envelopes are to be found in region IV of

the diagram. Planetary nebulae are found predominantly in region V (van

der Veen and Habing, 1988). Thus the colours of AGB stars and PNe are

clearly separated in the diagram and a general trend of decreasing colour

temperature with increasing age can be discerned. After mass loss is ter-

minated the decrease in colour temperature is caused by geometric dilution

of the dust as the remnant envelope expands away from the star. Using

this empirical colour sequence it is possible to predict the IRAS colours of

transition objects (Kwok, 1993). In general they are expected to have colour

temperatures of between 150 - 300 K.

The infra-red continuum properties alone cannot define a PPN, as young

stars are expected to have similar colour temperatures. Thus it is useful

to supplement the colour temperature data with further observations of a

source in order to unambiguously identify its evolutionary status. Useful

distinguishing properties of a PPN candidate includes molecular emission of

the remnant AGB shell.

Although the evolutionary sequence of this transformation is well estab-

5



250K

200K

100K

10000K
2000K

500K

300K

1000K

-3

-1

-2

0

1

[12-25]

0-1-2

[2
5
-6

0
]

I
II IIIa

IIIb

IV

VIa

21

VIb VIII

V

Figure 1.2: Regions of the IRAS two colour diagram which separate different
types of AGB stars, taken from van der Veen and Habing (1988). The dashed
line indicates the evolutionary track of oxygen rich stars through the diagram

and the full line indicates the black body curve. Here [12]-[25]=2.5log
(

F25µm

F12µm

)

and [25]-[60]=2.5log
(

F60µm

F25µm

)
.

lished there are large differences in the morphology of CSE’s of AGB stars

and the ionised nebula of a PN. Planetary nebulae show bright rims and

well defined shell-like structures and a large fraction (∼ 70%) show non-

spherical morphology, particularly bipolar, axisymmetry or point-symmetry

(Manchado et al., 2000). In contrast, the circumstellar environment of pro-

genitor AGB stars are largely spherically symmetric and ‘filled’, i.e., not

shell-like (Sahai, 1999). The planetary nebulae also have higher densities

and expansion velocities than the CSE’s of AGB stars.

Originally, the accepted explanation for the observed structures in PNe

was by way of the interacting stellar wind (ISW) theory, first proposed by

Kwok et al. (1978). In this theory a fast, low density stellar wind turns on to-
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wards the end of the AGB phase as the central star increases in temperature.

This wind will compress the material ejected by the earlier slower winds into

a thin dense rim at the leading edge of the wind (Balick and Frank, 2002).

Assuming that both winds expand isotropically, the theory predicts that the

nebula should consist of a hot nearly invisible cavity separated from a smooth

mantle of slow winds by a hot dense rim of swept-up gas. This morphology

is illustrated in figure 1.3. The ISW theory succeeds as a plausible explana-

tion for most spherical or mildly elliptical planetary nebulae. Unfortunately

as mentioned previously, PNe come in a large variety of shapes and a large

proportion (13%) of PNe have bipolar structures (Manchado et al., 2000).

The ISW theory can be conveniently extended to explain the commonly

observed bipolar planetary nebulae by invoking an equatorial density en-

hancement in the circumstellar envelope which preferentially directs the fast

stellar wind along the polar axis. This suggestion is known as the generalised

interacting stellar wind (GISW) theory. Numerical simulations including

those by Livio and Soker (1988), Icke et al. (1992) and Mellema and Frank

(1997) have demonstrated that this paradigm can produce a wide variety of

nebular morphologies including highly collimated jets.

This model has had considerable success but falls short on two fronts.

Firstly, the origin of the collimating density enhancement remains a matter

of conjecture, although Soker and Livio (1989) have speculated that it may

be the result of binary mergers. Secondly, high resolution observations by the

Hubble Space Telescope (HST) reveal PNe morphologies with higher order

structure that appear difficult to explain with the classic GISW paradigm.

The observed features which currently evade a widely accepted explana-

tion include:

1. Point-symmetry: Point symmetric pairs of knots and jets have been

observed in a number of PNe by Lopez et al. (1995) and Sahai and

Trauger (1998). There are also bipolar and elliptical PNe which show

point symmetry in their brightness distributions. Suggested explana-

tions for these phenomena include precessing jets (Frank, 1999).

2. Jets and FLIERS/Ansae: FLIERS(Fast low ionisation emission regions)
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Figure 1.3: Schematic representation of a planetary nebula shaped by the
interacting stellar wind theories.

are small, bright knots of low excitation gas. They tend to come in pairs

equidistant from and on opposite sides of the nucleus along the polar

axis of PNe. They are most common in elliptical PNe and their Doppler

shifts indicate that they have much higher velocities than the slowly

expanding gas of the planetary nebulae that surrounds them (Balick

et al., 1998). Thus far they have eluded most attempts at theoretical

explanation. Fast jets have also been observed in PNe. Such jets can

be produced by the GISW provided that the collimating structure is a

very fat torus and it is not clear whether such structures are common

in PNe.

3. Multipolar episodic outflows: Some PNe show multiple nested axisym-

metric outflows. Sometimes these multiple shells have common axes of

symmetry while in others the axes are misaligned, i.e., they are multi-

polar (Frank, 1999).

4. Rings and arcs: The observation of concentric circular rings and arcs
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in both PN and PPNe’s was an unexpected development. Detections

of arcs include those by Hrivnak et al. (2001) (IRAS 16594-4656, IRAS

20028+3910), Balick et al. (2001) (NGC 6543) and Kwok et al. (1998)

( IRAS 17150-3224). These arcs are believed to result from modulation

of the mass loss rates during the AGB phase, although the exact mech-

anism is not well understood (Mauron and Huggins, 2000). However,

the preservation of these perfectly circular features co-existing with

bipolar lobes in the planetary nebulae pose a difficult phenomenon to

explain (Kwok et al., 2000). An image of a bipolar PN with circular

arcs is presented in figure 1.4.

Thus it seems that the transition from an AGB star to a planetary nebula

is far from clearly understood. There remain many open questions concerning

the origin of highly complex structures in PNe.

1.2 Evolutionary onset of asymmetry

Crucial to understanding the processes that shape the asymmetry of plane-

tary nebulae is knowing when the asymmetry first manifests itself. However,

detailed study of circumstellar envelopes is difficult because of the relatively

cool material that the envelopes consist of and the high angular resolution

needed to resolve the envelopes. One technique to image the gas is by way

of mm interferometry and a survey of the CO emission from 46 AGB and

post-AGB stars by Neri et al. (1998) indicated that some 70% of these ob-

jects are consistent with a spherical geometry. This survey was carried out

using the IRAM interferometer and had a relatively low resolution of ∼ 3×5

arcseconds.

A second technique is to image the thermal infra-red dust emission using

speckle interferometry. Studies using this technique have revealed asym-

metries in the circumstellar dust of individual AGB stars very close to the

central object. These include the paper by Gauger et al. (1999) on AFGL

2290 which demonstrates that the inner envelope of this object is elliptical.

These observations have a resolution of 75 milliarcseconds. Near-infra-red
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(a) Image of arcs in IRAS 17150-3224, taken from Kwok
et al. (1998).

(b) Image of multipolar episodic outflows in He2-47, taken
from Sahai (2002).

Figure 1.4: Images of proto-planetary nebulae which display complex struc-
ture.
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bi-spectrum speckle-interferometric images of CIT 3 (Hofmann et al., 2001)

and IRC+10216 (Weigelt et al., 2002) also reveal detailed structure of the

dust. The observations are made in the J-, H- and K-band with resolutions

of 50, 56 and 73 milliarcseconds respectively. Two structures are identified

in the J-band of CIT 3: a compact elliptical core and a fainter fan-like struc-

ture. The paper by Weigelt et al. (2002) indicates that the dust shell in

IRC+10216 is clumpy, bipolar and changing on a timescale of years.

It is also sometimes possible to image the circumstellar dust in scattered

light at optical wavelengths. The inner envelope is illuminated by light from

the central star and the outer envelope is illuminated by ambient galactic

radiation. Mauron and Huggins (2000) present optical observations of this

type of IRC+10216. This object is the nearest AGB carbon star which is still

experiencing significant mass loss. This object is a carbon rich star and thus

it must be borne in mind that it is not a good representative of post AGB

evolution in oxygen rich stars. However, despite this, general arguments

about asymmetry can be applied, with care, to its oxygen rich AGB star

counterparts. It serves as an important archetype for the study of mass loss

on the AGB and has been extensively studied at infra-red and millimeter

wavelengths. This object is over-represented in observational studies because

of its relative proximity. The Mauron and Huggins (2000) paper combines

arcsecond resolution images from the Canada-France-Hawaii telescope with

archival HST observations. This combination provides a resolution of 0.1 −
1 arcseconds over a very large field. These images reveal the presence of

multiple, complex shell structures within the circumstellar envelope. The

outer shells are circularly symmetric and a bipolar structure is visible close

to the central star. These observations are important if representative of

mass loss in other AGB stars. They favour an isotropic, episodic mass loss

process on highly-variable timescales.

More recent optical observations of AGB circumstellar envelopes by Mau-

ron and Huggins (2006) demonstrate that in a sample of five successfully

imaged envelopes, all except one, show deviations from spherical symmetry.

This survey also combined ground-based observations with HST images. The

resolution of the ground-based observations varied over a range of 1−2.2 arc-
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seconds. Two of the objects (IRC+10216 and IRC+10011) exhibit a circu-

larly symmetric outer halo with a bipolar core, one (AFGL 2514) is elliptical

and the other (AFGL 3068) has a clear spiral structure visible in its enve-

lope. Although the sample size is small, the fact that so many of the objects

deviate from spherical symmetry implies that envelope shaping commences

on the AGB before the transition to the PPNe phase.

Proto-planetary nebulae are just beginning their expansions and are thus

intrinsically small and heavily obscured by dust. Their lifetimes are relatively

short and thus they are rarer than typical PNe. Despite these difficulties a

growing number of these transition objects are being imaged (Sahai, 2004).

Current HST images of PPNe and young PNe include those by Sahai and

Trauger (1998), Sahai (2004), Ueta et al. (2000) and Kwok et al. (1998) and

they indicate that most, if not all, of these objects are bipolar or multipolar.

The objects in these surveys are selected to be small, to have low ionisation

and to have a large infra-red excess. These criteria select for young objects

where the ionisation of the envelope has only just begun.

From these observations it is clear that point symmetry and multipolarity

are very common. Many of these objects have internal components such as

rings or hourglasses embedded in a nebula whose overall morphology is com-

pletely different from these structures. It is important to note that although a

denser torus is visible around the central star of some of these nebulae, objects

without this feature also display bi- or multi-polar structure and occasionally

the resolved torus isn’t aligned with the overall axis of the nebula. Thus it

seems unlikely that the torus is the primary agent shaping the nebula (Sahai

and Trauger, 1998). These PPNe frequently exhibit higher order symmetries

than the more mature PNe, including multiple point-symmetric structures,

and multiple nested outflows with different axes of symmetry. The fact that

fully fledged PNe only rarely show such high order symmetries suggest that

fast winds, hot bubbles and ionisation fronts may smooth or eradicate many

structural details, and possibly invite unrealistically simplistic approaches to

explaining the transition (Balick and Frank, 2002). It is clear that the GISW

model is inadequate for explaining the observed structures. Thus it has been

proposed that the winds which form these structures may not be isotropic.
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The prevalence of complex structures in these very young objects indicates

that the shaping process has already taken place very soon after the object

has left the AGB. Whether this shaping occurs when the object is still on

the AGB or only in the immediate post-AGB phase is not entirely clear yet.

Some HST images show evidence of multiple low-latitude jet-like out-

flows and Sahai and Trauger (1998) propose that high speed jets in the

early post-AGB phase carve the imprint of complex structures into the CSE.

Subsequent expansion of an isotropic, fast stellar wind inside the imprinted

envelope results in the observed PN. The overall shape of the nebula de-

pends on how the initial jet-like outflows change with time. Although jets

had been detected in PNe prior to this suggestion their role in shaping the

overall nebulae was and still is largely unknown.

Interferometric maps of OH masers provide important insights into the

development of asymmetries. In particular, OH maser Very Long Baseline

Interferometry allows high-resolution imaging of the obscured CSE, thus pro-

viding a useful probe of the evolution of the envelope. Interferometric images

of OH masers of ten OH/IR stars with unusual OH spectra revealed that

several of them had maser distributions that were consistent with a bipolar

outflow (Zijlstra et al., 2001). These sources were imaged using the VLA,

MERLIN and ATCA arrays with resolutions ranging from 1− 6 arcseconds.

Half the objects in this study have IRAS colours consistent with post-AGB

evolution and one of them has colours consistent with high ongoing mass

loss which may indicate that it is still in the AGB phase. Some of the out-

flows determined for these sources are consistent with jet-like, rather than

wind-like, outflows (Zijlstra et al., 2001). A single dish survey by Deacon

et al. (2004) of the OH emission of a large number of likely proto-planetary

nebulae indicates that approximately 25% of these sources are likely to have

asymmetric or bipolar outflows. This was concluded on the basis of the shape

of their OH-maser spectra. Several objects with double-peaked spectra with

gently sloping outer edges were shown to have bipolar outflows by Zijlstra

et al. (2001). Thus objects with this ‘velocity wing’ spectral profile, along

with objects whose irregular spectra had large velocity widths (> 50 km.s−1),

were deemed likely to have bipolar outflows. Objects with irregular profiles,
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including those with multiple peaks and emission plateaus, were classified as

having asymmetric outflows. The bipolar outflows identified by these two

papers may be influential in the shaping process.

1.3 Causes of asymmetry

1.3.1 Interacting winds, ionisation and radiative pro-

cesses

The cause of the observed complex structures in PNe is the subject of consid-

erable debate and widespread attempts to understand the various effects at

play have been made. Previously the primary elements of the GISW model

were discussed. Refinements to this model, including the effects of radiative

losses, the speed and acceleration of the fast stellar wind and the role of

ionisation, can produce a wide variety of morphologies (Balick and Frank,

2002). It has been shown that the actions of an ionisation front (IF) may

play a role in the development of microstructures observed in nebulae. It is

likely that the equatorial density enhancement proposed in the GISW forms

before the onset of significant stellar UV flux. The interaction between the IF

and a dense torus, or with radiative shock fronts created by the interacting

winds, can lead to instabilities of various types including Rayleigh-Taylor

modes (Breitschwerdt and Kahn, 1990; Garćıa-Segura et al., 1999). This

would lead to the development of radial Rayleigh-Taylor fingers in the neb-

ulae. Also, ionisation in environments with large gradients of the polar to

equatorial density distribution leads to latitudinal pressure gradients, which

may result in a more elliptical shaped nebula (Mellema, 1997). Thus stellar

UV photons influence the global structure of the nebulae and may explain

how ripples and fingers grow in young PPNe.

1.3.2 Jets

As mentioned previously, the highly asymmetric structures in PPNe have

sparked the idea that these objects are shaped by fast collimated outflows
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and jets. In many cases jets are not directly detected but their interaction

with the ambient circumstellar medium produces compressed structures of

enhanced density (Sahai, 2004). In these cases one can only infer the prop-

erties of the jets by fitting the shapes and kinematics of the objects using

magnetohydrodynamic (MHD) simulations. It is thus desirable to supple-

ment the current images of PPNe with information about their kinematics

in order to better constrain these models. Sahai and his colleagues have

embarked on a programme of VLBA/VLA interferometric observations of

OH/H2O masers together with long slit STITS spectroscopy which he hopes

will provide greater insight into collimated jets as primary agents for shaping

PPNe (Sahai, 2004).

Current evidence for jets in PPNe include swept-up CSE material in HST

images, jet-like outflows detected in OH maser emission from various post-

AGB objects (Zijlstra et al., 2001) and the so-called ‘water fountain’ nebulae.

Water fountain nebulae are young PPNe with high velocity outflows traced

by H2O maser line emission. Theoretical models suggest the masers form

in shocked regions created when the high-speed jet collides with an ambient

gas cloud. Objects which belong to this class are the AGB star W43A (Imai

et al., 2002), and the two PPNe IRAS 16342-3814 (Likkel and Morris, 1988)

and IRAS 19134+2131 (Imai et al., 2004). The H2O masers indicate that

the jet in W43A is precessing and a corkscrew type structure visible in the

NIR radiation of the dust surrounding IRAS 16342-3814 may indicate that

this object also has a precessing jet (Sahai et al., 2005).

Although there is some observational evidence that jets may be common

in young planetary nebulae, the nature of the launching mechanism remains

elusive (Frank, 1999). The most promising models fall into two categories:

i) those which require a binary companion and ii) those which rely on stellar

magnetic fields. Binarity and stellar magnetic fields have also been invoked in

more traditional attempts to explain asymmetry, and the following discussion

highlights the main scenarios by which these two mechanism may influence

shaping.
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1.3.3 Binarity

There are several classes of binary interaction with a stellar companion rel-

evant to the shaping of planetary nebulae. Models which rely on the inertia

of some pre-existing structure to direct the nebula along a preferential axis

require initial conditions (i.e., torii, accretion disks) which could be supplied

by interaction with a binary companion, either by way of mergers, accretion

disks or tidal torquing (Balick and Frank, 2002). Models which demonstrate

that fast rotation of the central star might result in axisymmetry also cite

the presence of a companion star as a feasible mechanism for spin up; e.g.,

Dijkstra and Speck (2006). It is also proposed that substellar masses such as

a brown dwarf or Jupiter sized planet may have sufficient dynamical influence

to be important in shaping (Soker, 2004).

Common envelope evolution

A common envelope (CE) phase occurs in a binary system where the more

massive star has filled its Roche lobe. In the case of a star evolving towards

the AGB, if the larger mass losing star is unable to contract at the same rate

as its Roche lobe then it will transfer envelope mass to its companion (Iben

and Livio, 1993). If the time scale of mass donation is considerably shorter

than the time it takes for the companion to adjust thermally, the accreted

mass will heat up, expand and fill the companion’s Roche lobe.

Thereafter, the donated mass flows into a common envelope that encom-

passes both stars. The frictional interaction of this envelope with the stellar

cores produces drag forces that cause them to spiral towards each other and

once the stars become too close to one another the configuration becomes

unstable (Iben and Livio, 1993). Such a scenario could result in the rapid,

violent ejection of the matter in the common envelope. There is consider-

able uncertainty about the effectiveness of envelope liberation of this type.

Simulations by Sandquist et al. (1998) calculated fairly high efficiencies for

this process, of the order of 40%. These models also showed that most of the

mass was ejected towards the equatorial plane.

Finally, consider the possibility that the secondary does not spiral all
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the way in to merge with the core, but instead enters an extremely close

binary orbit. In the period after the CE ejection the two stars will orbit

rapidly in an environment rich with circumbinary gas (Sandquist et al., 1998).

Spiral shocks driven by the rotation of the companion heat the gas, and

may be capable of driving a fast wind from the source. This scenario is

highly speculative but may provide a mechanism for driving explosive energy

releases or fast winds during the PPN phase (Frank, 1999).

Accretion disk winds

It has also been suggested that accretion disks play a role in shaping PNe.

An accretion disk is unlikley to be able to survive the long main sequence

lifetime of the central star of a planetary nebula (Frank, 2004; Balick and

Frank, 2002). As such, binary interactions at late evolutionary stages seem

the most likely source of accretion disks. Disks may form around a companion

star via Roche lobe overflow or wind accretion as modelled by Morris (1987)

and Mastrodemos and Morris (1998) and thereafter the orbiting companion

star is capable of producing a disk-driven fast collimating outflow (Soker and

Rappaport, 2000).

Alternatively, tidal shredding of the companion star could cause it to

accumulate as a disk around the primary star which would then be the source

of the disk-driven bipolar outflow (Nordhaus and Blackman, 2006). It is

also possible that a disk may form around the primary star after a common

envelope ejection has taken place (Soker and Livio, 1994; Reyes-Ruiz and

López, 1999). This last scenario is very interesting as theoretical simulations

by Reyes-Ruiz and López (1999) indicate that the accretion rate will decrease

as a power law over time, thus implying a finite lifetime for the disk. This

may provide an explanation for the transient nature of some of the outflows

observed in PNe.

Although considerable work has been done on ascertaining whether or

not it is likely that accretion disks will form in binary systems, there is still

work to be done to understand how these disks will launch a collimated wind

in PNe (Frank, 1999). The most promising models rely on the presence of
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magnetic fields embedded in the rotation disk. This mechanism for launching

jets is referred to as magneto-centrifugal launching and is explored in some

detail by Frank and Blackman (2004) and Frank (2004).

1.3.4 Magnetic fields

The magnetised wind blown bubble (MWBB) model relies on the presence

of a global magnetic field originating in the evolved star to produce bipolar

outflows. It was first proposed by Chevalier and Luo (1994). In their model a

dipole field at the surface of the post-AGB star is transported outwards by an

expanding stellar wind, as in the solar case. The field thus has its end-points

tied to a rotating stellar surface. Conservation of magnetic flux implies that

the poloidal component of this field scales as 1
r2 , and the toroidal component

as 1
r
. Thus at large radii the field becomes predominantly toroidal (Balick

and Frank, 2002). The field is assumed to be dynamically insignificant until

the fast wind compresses the gas into a shocked region. Compression in this

shocked region strengthens the magnetic field to such an extent that the

magnetic energy density in this region is greater than the thermal energy

density. Hoop stresses associated with the toroidal field will preferentially

direct material along the dipole axis of the magnetic field. This effect will

dominate over isotropic gas pressure in the region, resulting in a bipolar

outflow (Chevalier and Luo, 1994). The principal parameter describing the

effect of the wind-driven bubble is the ratio of magnetic to kinetic energy

density at large radii from the star. This ratio σ is given by:

σ =
B2
∗r

2
∗

Ṁvw

(
vrot

vw

)2

(1.1)

Here B∗ is the stellar magnetic field, Ṁ is the mass loss rate, r∗ is the

stellar radius, vrot is the rotational velocity of the central star and vw is

the speed of the stellar wind (Balick and Frank, 2002). The Chevalier and

Luo (1994) paper explicitly assumes that σ < 1, which translates to an

approximate upper limit of ∼ 300 G for the stellar magnetic field in these

types of models. Their work indicates that the bipolar outflows will form for
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σ ≥ 10−4. However, numerical simulations by Rozyczka and Franco (1996)

indicate that significant elongation along the poles only occurs for much

larger σ values of σ ≥ 0.05.

Numerical work simulating this model indicates that it is capable of pro-

ducing fast jets (Garćıa-Segura and López, 2000; Garcia-Segura, 1997). Fully

three dimensional models of this type are also able to convincingly reproduce

ansae in a variety of configurations. In simulations where the magnetic axis

of the star precesses, the jets that form also precess with the magnetic field.

This could provide a mechanism for producing a multipolar structure. How-

ever, this mechanism can only help to collimate the winds as the assumed

fields are too weak to be responsible for the launching process. Further-

more, this model collimates the wind at large radii (> 1017 cm) from the

central star and there is observational evidence which suggests that the wind

is collimated at much closer distances (Sahai, 2004).

A fast magnetised stellar rotator may also be able to launch fast jet-

like outflows via magneto-centrifugal launching processes. Explicit models of

this process have been made by Blackman et al. (2001a,b) who investigate

both the case of a single star and a star surrounded by an accretion disk

formed after a CE ejection event. These theories rely on dynamo action to

sustain or amplify the required magnetic field (Blackman, 2004). Dynamo

calculations by Pascoli (1997) and Blackman et al. (2001a) argue that a

classic differential rotation and convection model based on the αω dynamo

model has the potential to generate extended fields in evolved stars. In such

a dynamo the twisting of the magnetic field provided by Coriolis effects on

rising cells in a rotating convective medium is referred to as the α effect.

Further twisting of the field via differential rotation is the ω effect (Russell,

1999).

The Blackman et al. (2001a) model assumes angular momentum con-

servation in mass shells in the stellar core and then uses core contraction

and envelope expansion to generate strong differential rotation between the

core and convective envelope. Rapid rotation (∼ 100 km.s−1) of the core

is required to sustain the magnetic field once the envelope is blown away.

However, in addition to establishing the feasibility of global magnetic fields,
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dynamo generated or otherwise, this class of models must investigate whether

the generated magnetic fields are capable of launching and collimating the

required outflows.

Blackman et al. (2001a) attempt to address the issue of collimation. In

this paper the wind is radiatively driven and the dynamical influence of the

magnetic field is limited to its ability to collimate this pre-existing wind. The

ability of a magnetic rotator to collimate a wind can be quantified useing a

rotation parameter Q given by:

Q/Q¯ '4(φc/5× 1026 G.cm2)(Ωc/2× 105 s−1)

× (Ṁ/6× 1021 g.s−1)−
1
2 (V/400 km.s−1)−

3
2 (1.2)

In this expression φc is the magnetic flux at large distances, V is the outflow

speed, Ωc the angular velocity of the stellar core and Ṁ the mass loss rate.

If Q > 1 then the object is expected to launch a fast self-collimated outflow,

the larger the Q the stronger the collimation (Blackman et al., 2001a). Using

representative outflow parameters (V = 1000 km.s−1; Ṁ= 5×10−7M¯.yr−1)

and the calculated magnetic flux from his dynamo model, Blackman et al.

(2001a) calculate Q=15 for a typical late stage planetary nebula. Thus they

conclude that once the magnetised core of a PPNe is exposed via mass loss

or binary effects, it will be able to collimate a jet regardless of the existence

of accretion disks surrounding the primary star. In contrast the MWBB

model utilises winds with Q < 1. Thus jets formed via magneto-centrifugal

launching processes require larger outflows and stronger magnetic fields than

those formed via MWBB models (Balick and Frank, 2002).

There have also been several attempts to model a magnetic launching

mechanism. These generally fall into two categories: the magnetic ‘spring’,

or magnetic ‘fling’ mechanism (Blackman et al., 2001b). The ‘spring’ mecha-

nism is of the type proposed by Contopoulos (1995). Here the field is predom-

inantly toroidal and the magnetic energy density is comparable to the kinetic

energy density of the nebula. Toroidal field pressure drives the outflow in

this model. In the ‘fling’ model (Blandford and Payne, 1982) the outflow is

driven by centrifugal forces generated by rotating poloidal field lines. The
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base of the poloidal field lines are tied to either a rotating accretion disk or

central star, and at large distances from the star the inertia of the gas causes

the field to become increasingly toroidal. Hoop stresses associated with this

toroidal field will then collimate the centrifugal outflow.

Some fraction of the magnetic energy in these magneto-centrifugal launch-

ing models may be available to power X-ray emission from the central stars.

X-ray emission has been detected from several planetary nebulae including

NGC 7027 (Kastner and Vrtilek, 2001), BD+30◦ (Kastner et al., 2000) and

NGC 6543 (Chu et al., 2001; Guerrero et al., 2001), but its presence is more

frequently linked to the presence of companion stars or the action of shocked

winds.

While Blandford and Payne (1982) have shown that magnetic launch-

ing mechanisms can produce steady flows of matter, in the sense that the

outflow engine still operates while the flow is observable, it is possible that

magnetic forces may result in an outflow of a more transient nature. Matt

et al. (2004) propose a magnetic explosion mechanism which results in the

complete ejection of the CSE. In this model a solid core, threaded with a

dipole field rotates inside an initially motionless envelope. The envelope is

threaded everywhere by the dipole field originating in the core. Differential

rotation between the core and the envelope results in the twisting of magnetic

field lines and the subsequent development of an azimuthal magnetic field.

The authors argue that as the convective envelope expands and its density

decreases the relative importance of the magnetic field increases. Eventually

the magnetic energy in the envelope exceeds its gravitational potential, and

at that point the magnetic pressure of the azimuthal field drives off the enve-

lope in a single short-lived event. In order to simplify the computations, the

model adopts an envelope of fixed density and a steadily increasing magnetic

field. The azimuthal field generated by the rotating dipole is strongest at

mid-latitudes, and thus it directs the flow preferentially towards the equator

and the poles resulting in a quadrupolar outflow. The simulations indicate

that the envelope is completely ejected for the system if the dimensionless

parameter:

vcvAv
−2
esc > 0.1, (1.3)
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where vc is the rotational velocity of the core, vA is the Alfvén velocity and

vesc the escape speed at the core. This type of transient ejection would

be consistent with those observed planetary nebulae whose flows follow a

‘Hubble Law’ expansion v ∝ R (Alcolea et al., 2001). This type of flow

suggests that ejecta are accelerated only for a short period and thereafter

follow ballistic trajectories. Thus, they seem to require a quasi-explosive

mechanism to explain their kinematics.

It is widely accepted that PNe are powered by line-driven winds. A

line-driven wind is produced when photons, from the central star, transfer

momentum to metal ions via the absorption and scattering of spectral line

radiation in strong line transitions. Coulombic interactions transfer the mo-

mentum of the metal ions to the surrounding plasma resulting in a net out-

flow of the entire plasma (Castor et al., 1975). The circumstellar envelopes

of AGB stars are driven outwards by radiation pressure on dust, and thus

by extension it has always been assumed that the energy source of PPNe is

radiation pressure. However, recent observations of PPNe have revealed that

the linear momenta and kinetic energies of these objects are far in excess of

what could be provided by radiation pressure alone, sometimes by up to three

orders of magnitude. These large amounts of energy cannot be accounted for

by line-driven winds, radiation pressure on dust or continuum-driven winds

(Bujarrabal et al., 2001; Alcolea et al., 2001).

In light of these new observations, magnetic pressure becomes an attrac-

tive option to explore as the main driver of post-AGB winds. It has been

calculated by Garćıa-Segura et al. (2005, 2006) that a sudden increase in

the global stellar magnetic field at the onset of the post-AGB stage can

lead to prominent magnetically driven stellar winds. These winds have dis-

tinctly different kinematics to the magnetised line-driven winds produced in

the MWBB models and these differences may prove to be a useful diagnos-

tic of the launching mechanism in a specific outflow. The winds are able

to reproduce many of the features observed in transition objects such as

high mass loss rates, extreme collimation of the developing nebular shell and

high-velocity outflows. An example of a highly collimated nebula produced

by magnetically driven winds in these models is given in figure 1.5. These
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Figure 1.5: An example of a model of a planetary nebula in which the post-
AGB wind is driven solely by magnetic pressure. This figure is adopted from
Garćıa-Segura et al. (2005).

papers do not explore how or why this sudden increase in magnetic field

would occur but suggested that a plausible scheme is that the rotation rate

and field strength increase during the formation of the white dwarf. Thus

the field strength increases as the core contracts and becomes exposed at the

stellar surface.

The magnetic explosion mechanism proposed by Matt et al. (2004) may

also be able to account for the observed high energy levels in PPNe. Black-

man (2004) also suggested that dynamo-driven outflows launched by the

magnetic fling mechanism proposed by Blandford and Payne (1982) may

provide the required mechanical luminosity and momentum.

Although these models provide interesting mechanisms for shaping plan-

etary nebulae, they are subject to many criticisms. Soker (1998) argues that

the rotation rates required from the central star in order for models of the
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MWBB type to be efficient, are unrealistically high as rotation cannot eas-

ily be preserved through AGB evolution. It is arguable that the star could

reach such high rotation rates if it is spun up by the influence of a binary

companion. He also takes some exception to the assumed topology of the

field. These models require that the field lines circle the central star in the

equatorial plane and as this is not the case for the Sun it seems that there is

no real evidence to suppose that this would be the case for post-AGB stars.

However, it should be noted that the Sun and post-AGB stars differ substan-

tially in their geometry and composition. Furthermore if the magnetic field

is generated by dynamo activity it will have opposite directions in the two

hemispheres and this configuration will reduce the efficiency of the proposed

collimation process.

Soker and Zoabi (2002) remain unconvinced by the αω dynamo model

presented by Blackman et al. (2001a). This model is criticised for assuming

an unrealistic angular momentum distribution and requiring very rapid ro-

tation of the stellar core. It is deemed unlikely that each mass shell would

conserve angular momentum over the course of stellar evolution, as strong

coupling is expected between the convective envelope and the core. The as-

sumption that there would be zero angular momentum transfer between the

two layers is also criticised, as it is argued that any magnetic field extending

into the convective layer will rapidly spin down the core (Soker and Zoabi,

2002). However, this conclusion is deemed unlikely to hold as strong field

lines will collect into flux-tubes that do not provide significant drag in the

envelope (Frank, 1999). It has been proposed that a binary companion could

account for the spin up of the core and could perhaps maintain differential

rotation rates between the two layers (Blackman, 2004).

Soker and Zoabi (2002) also claim that the equatorial polar density con-

trast achieved by these models is very low unless very strong magnetic fields,

or very fast rotation is invoked and these effects are not very satisfactorily

explained.

It is argued in several papers (Soker, 2000; Soker and Zoabi, 2002; Soker,

2006) that an αω dynamo can only be effective in the minority of stars that

have been substantially spun up by the action of a companion. Therefore
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magnetic fields in post-AGB stars are more likely to be the result of a tur-

bulence generated α2ω dynamo, rooted mainly in the vigorous convective

envelope of the star. In an αω dynamo, the α effect, due to convection, gen-

erates the poloidal field component, while differential rotation amplifies the

toroidal component. In contrast, in the α2ω dynamo the toroidal component

is amplified by convection, and the primary role of rotation is to establish

the overall geometry of the magnetic field (Soker, 2000).

The magnetic field generated by an α2 dynamo mechanism has a much

lower filling factor than a global αω dynamo and consequently is unlikely to

have any direct dynamical influence on the geometry of the CSE. However,

the field produced by this dynamo is strong enough to cause the formation

of magnetic cool spots on the stellar surface. The lower temperature of these

cool spots results in a region of enhanced dust formation, thereby locally

increasing the mass loss rate. These cool spots may also facilitate mag-

netic reconnection events (flares) which are also likely to lead to enhanced

dust production (Soker and Kastner, 2003). Thus the magnetic field is only

dynamically important in relatively small regions of the stellar surface. How-

ever, in Soker (1998) it is postulated that a weak global magnetic field may

influence the overall geometry of a planetary nebula via the secondary dy-

namical influence of the magnetic cool spots. In this paper the enhanced

magnetic activity towards the equator of the star results in a greater number

of cool spots being formed there. Thus the star experiences higher mass loss

rate at the equator resulting in the formation of an axisymmetric envelope.

This mechanism may be responsible for the formation of some of the observed

dense torii surrounding post-AGB stars.

1.4 Observations of Magnetic fields in AGB

and post-AGB stars

There are an increasing number of detections of magnetic fields around post-

AGB stars. The most convincing evidence of their existence comes from

polarised maser emission. Any detected polarisation structure is interpreted
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as due to Zeeman splitting by the stellar magnetic fields. These include ob-

servations of SiO masers by Kemball and Diamond (1997), of H2O masers

by Vlemmings et al. (2002, 2005) and Vlemmings et al. (2006) and of OH

masers by Bains et al. (2004, 2003); Szymczak and Gérard (2004, 2005) and

Miranda et al. (2001). Approximately these measurements place the mag-

netic field in SiO maser clumps at ∼1 G near the AGB stellar surface at

∼1 AU , decreasing to 100 mG in the H2O maser region and ∼1 mG at the

OH masers which are located at larger radii. There may be some uncertainty

in the determined magnetic field. In particular, it has been suggested that a

non-Zeeman interpretation of the polarisation of SiO masers may be possible.

In the case of a non-Zeeman interpretation the magnetic fields strengths will

be considerably less than those derived by applying a Zeeman interpretation

(Wiebe and Watson, 1998).

Reid et al. (1979) suggests that one might extrapolate the average mag-

netic field at the surface of the star, B∗, from these maser results by assuming

that the field strength varies as a power of the distance from the central star

with some exponent α. Thus B∗ is obtained by:

B∗ = Bmaser

(
R∗

Rmaser

)−γ

(1.4)

Such an extrapolation would only be valid if the magnetic field is of a global

nature and originates in the central star. It is interesting to note that cur-

rent magnetic field estimates in the different species of maser emission obey

this distance dependence. These maser measurements imply an γ value of

between 2 and 3 (Reid, 1990; Vlemmings et al., 2005). Such extrapolations

frequently imply stellar magnetic fields well in excess of 103 G. The diagram

in figure 1.6 illustrates current magnetic field estimates from various species

of masers and their distance dependence.

An obvious drawback of measuring magnetic fields in masers is that the

masers exist in discrete gas clumps hence one can only sample magnetic field

structures in a local sense (Bains et al., 2004). Soker and Kastner (2003) and

Soker (2006) argue that these observed magnetic fields can be attributed to

local ejection events or magnetic flaring which then gives rise to localised
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Figure 1.6: Magnetic field strength, B, as a function of distance, R, from
the star. This figure is taken from Vlemmings et al. (2005). The dashed
boxes indicate magnetic field strength estimates from OH and SiO masers
in Mira stars, the solid boxes are those for the supergiants. The symbols
represent magnetic field strength estimates in individual stars (solid and
open triangles: U Her, solid squares: S Per, crosses :VY CMa, open circles:
U Ori, open hexagonal: VX Sgr).
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‘magnetic clouds’. These are analogous to the magnetic clouds formed by

the Sun as a result of impulsive mass loss events which are characterised by

stronger than average magnetic field strengths. In particular the very fast

variation of the polarisation of OH 17.7-0.2 seems to support a local origin for

the magnetic field (Soker, 2006). Recent magneto-hydrodynamic simulations

of the star Betelgeuse suggested that locally strong magnetic fields could be

generated by a local dynamo based in the convective envelope of the giant

star (Dorch, 2004). It is possible that a similar mechanism could generate

magnetic fields in post-AGB stars. This type of localised magnetic action

could not play a global role in shaping PNe. However Bains et al. (2004)

counter this argument by suggesting that while ‘magnetic clouds’ may be

present in AGB objects in post-AGB objects, the concentrated field clumps

will be indistinguishable from the general outflow due to gas diffusion effects.

Therefore the magnetic field detected in the maser emission is representative

of the global distribution.

Soker (2006) also suggests that the detected magnetic fields may be the

result of a magnetically active binary companion or of an accretion disk

surrounding a companion. The accretion disk will enhance the magnetic

field of the accreted gas thereby producing the required stronger fields.

Further evidence of magnetic fields in post-AGB stars is provided by

recent observations of PNe with the VLT (Jordan et al., 2005). This survey

consists of spectropolarimetric observations between 3500 and 5900 Å of the

central stars of four PNe. It conclusively detected kilogauss magnetic fields

in at least two of the objects (NGC 1360 and LSS 1362) with less certain

detections in the other two objects (EGB 5 and Abell 36). This is the first

direct detection of magnetic fields in the central stars of PNe, and as such

provides an important independent confirmation of the existence of such

fields.
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1.5 OH masers

1.5.1 The structure and spectrum of hydroxyl

Hydroxyl is a diatomic molecule with an unfilled electron shell and various

internal spins. As a result its energy levels are fairly complex. The overall

angular momentum of OH excluding nuclear spin is given by J=K+L+S,

where K corresponds to the rotational angular momentum of the nuclei, L

is the orbital angular momentum of the electrons and S is the electronic

spin (Cook, 1977). The hydroxyl molecule is an important exception to the

general rule that the ground states of molecules are Σ states; the electronic

ground state of OH is a Π state with Lz=1. The symbols Σ,Π and ∆ are

used to denote Lz= 0, 1, 2 respectively. Therefore the angular momentum of

the electronic ground state is given by J = 1±1
2
, giving rise to two rotation

ladders denoted by 2Π 1
2

and 2Π 3
2

(Cook, 1977). The subscripts indicate the

values of Jz and the superscript 2 is used to denote the two possible spin

orientations. Of these two sets of states the 2Π 3
2

sequence has the lower

energies. Interaction with the next electronic state removes the degeneracy

between states with +Jz and −Jz, introducing a parity splitting known as Λ

doubling. Thus the two levels of an Λ doublet have opposite parity; in the
2Π 3

2
ground states the upper level has + parity and the lower has − parity

(Elitzur, 1992). There is a further contribution to the energy of the hydroxyl

molecule caused by the hyperfine interaction with the nuclear spin I ( I=1
2
).

Each rotation state is thus split into a quartet of levels according to parity

and the value of the total angular momentum F=J+I (Elitzur, 1992). In

the ground state 2Π 3
2

F can be either 2 or 1. The quartet of levels in this

state is as given in table 1.1 (Cook, 1977). OH allowed transitions follow the

simple dipole selection rules, which require a parity change and ∆F=0, ±1

(but F=0 →0 is forbidden). The wavelengths of the ground-state transitions

are approximately 18 cm. The F-conserving lines, with frequencies of 1665

and 1667 MHz are called main-lines and the F-changing ones at 1612 and

1720 MHz are satellite-lines (Elitzur, 1992).

It is interesting to note that in most extended sources the main-lines
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Level Parity F Energy (MHz)

4 + 2 1720
3 + 1 1665
2 − 2 53
1 − 1 0

Table 1.1: Energy levels for the 2Π 3
2

ground state of OH

appear in either weak emission or absorption with nearly equal strengths,

as would be expected from a source in thermal equilibrium, whereas the

satellite-lines almost always exhibit an anomalous pattern. One of the satellite-

lines may appear in absorption while the other is in emission or the strength

of emission exceeds what would be expected from the main-line behavior.

This behaviour is explained by Elitzur (1992) as outlined below. It begins by

considering the energy level diagram in figure 1.7. The main-lines connect

levels with the same overall angular momentum F in the different components

of the Λ-doublet. These couple to levels that are simply the parity image of

each other in the excited rotation states. The radiative transition strengths

and selection rules for the two halves of the Λ-doublet are very similar and

can be considered to be identical to a first approximation. Therefore the

population of each half of the Λ-doublet is expected to be approximately the

same in each rotation state, and the main-lines should be in equilibrium to a

first approximation. However the situation is quite different for the satellite-

lines. These lines connect levels with different F values which, in turn, couple

to different levels in the excited rotation states. These levels are subject to

entirely different radiative decay patterns owing to the dipole selection rules.

Thus the satellite-line excitations involve a rather asymmetric pattern for

cycling of molecules and these transitions are more easily inverted than their

main-line counterparts.

1.5.2 OH masers in late-type stars

Late-type stars provide, as a group, the greatest variety and most consistent

display of strong maser emission. This emission is detected in a variety of
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Figure 1.7: Rotation levels of OH. Above are all the rotationally excited levels
that couple to the ground state via a radiative (dipole) transition (Elitzur,
1992).

transitions and molecules. OH emission has been detected in OH/IR stars in

all of the ground-state lines except for the one at 1720 MHz. The properties

of 1612 MHz and main-line masers are quite different in late-type stars,

indicating that the transitions are inverted under different circumstances at

somewhat different locations (Elitzur, 1992). For historical reasons stars

emitting more strongly in the main-lines are referred to as Type I OH/IR

stars and those with stronger 1612 MHz emission are Type II.

Type II OH/IR stars - Satellite-Lines

The 1612 MHz maser emission from late-type stars has a characteristic

double-peak profile with two strong emission peaks separated in velocity by
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20-50 km.s−1. The two emission features tend to have abrupt outer edges

and more gradually tapering inner edges. Although the intensity and shapes

of the two peaks are generally different in any individual source there is no

statistical difference in the shape and strength of the red- and blue-shifted

peaks (Elitzur et al., 1976). This profile can most easily be explained as

maser emission from a slowly expanding shell. The red- and blue-shifted

components correspond to the front and back of the shell respectively. Their

velocity separation is twice the shell expansion velocity and the mid-point

corresponds to the stellar velocity (Elitzur, 1992).

The regular variability of late-type stars provides a rare opportunity

for identifying the underlying pump mechanism of their maser emission.

An extensive monitoring project by Harvey et al. (1974) demonstrates that

1612 MHz maser emission and IR radiation from OH/IR stars vary together

with almost no phase delay. This result is hard to reconcile with a colli-

sional pump and it essentially establishes IR radiation as the primary inver-

sion pump mechanism (Elitzur, 1992). Detailed model calculations conclude

that pumping by the circumstellar dust IR radiation provides an adequate

explanation for the 1612 MHz emission observed in OH/IR stars. Pump-

ing occurs through 35 µm and 53 µm excitations of the 2Π 1
2
(J = 5

2
) and

2Π 1
2
(J = 3

2
) states respectively. Because the spontaneous decay rates of tran-

sitions from the 2Π 1
2

to the 2Π 3
2

ladder are much slower than those which

proceed directly down the 2Π 1
2

ladder, the molecule usually follows the route
2Π 1

2
(J = 5

2
) −→ 2Π 1

2
(J = 3

2
) −→ 2Π 1

2
(J = 1

2
). From this final state the

only possible decay is to the 2Π 3
2
(J = 3

2
) ground state, which completes the

cycle (Elitzur et al., 1976). Such a cascade is expected to strongly invert the

1612 MHz transition provided that the final transition is optically thick. In

order to meet this conditions for optical thickness, high mass loss rates of

∼ 10−5 − 10−6 M¯.yr−1 are required in stars which generate strong satellite-

line emission (Elitzur, 1992). Such high mass loss rates are generated for

relatively short periods of time at the very late evolutionary stages of AGB

stars.

The theoretical model calculations predict that the 1612 MHz masers

in OH/IR stars are saturated and the production of each maser photon re-
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quires about four far-IR pump photons (Elitzur et al., 1976). Werner et al.

(1980) performed simultaneous IR and radio observations of five 1612 emit-

ters. Their result show that the ratio of IR photons to maser photons is

indeed 4:1. Additionally their results show that the observed ratio of the two

types of radiation remains constant throughout various phases of the stellar

cycle, as would be expected for a saturated maser. Thus this experiment pro-

vides strong observational support for the theoretical calculations in Elitzur

et al. (1976) .

Type I OH/IR stars - Main-line emission

Main-line inversion is fundamentally different from that of satellite-lines.

Anomalous emission at main-line frequencies is a much more selective phe-

nomenon and is much more difficult to explain. The reason is that the energy

levels diagram is symmetric with regard to the two halves of the Λ-doublet

and for every cycle that carries molecules from negative to positive parity

there is an image cycle that carries molecules in the opposite direction with

equal efficiency (Elitzur, 1992). Therefore main-line inversions require some

parity selectivity in the pumping process. This is in contrast to the satellite-

lines where anomalies are due to the structure of the energy level diagram

and photon trapping effects, rather than to any unusual pumping conditions

(Elitzur, 1978).

The main-line inversions also arise from rotational excitations by IR ra-

diation. In order to produce a ground state inversion, the excitation of the

rotational levels should prefer the upper Λ-doublet components. This is be-

cause the resulting cascade back to ground, proceeding mostly within each

rotation ladder, preserves the sense of excitation selectivity to produce a

main-line inversion (Elitzur, 1978). A selectivity in the excitation process

is possible because the energy separation of the Λ-doublet increases with

increasing rotation angular momentum. As a result, a transition from the

ground state to the upper halves of any rotation state has a higher frequency

than its image transition to the lower half. Therefore rotational excitations

by a radiation field whose photon occupation number increases with fre-
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quency will pump more photons into the upper Λ-doublet of each rotation

level producing a main-line inversion (Elitzur, 1978).

Calculations show that the most important thing in establishing an in-

version is the dust temperature, Td, and main-line inversions are produced

when Td > 100 K (Elitzur, 1978). The main-lines are not saturated and

their inversion is not a very stable effect. An increase in the OH density,

for instance, could eliminate the inversion altogether. Model calculations

show that the relative strengths of the 1665 MHz and 1667 MHz emissions is

sensitive to properties of the circumstellar dust. They show that 1667 MHz

emission is stronger for dust temperatures in the range 150-280 K with a

dust spectral index of 1 < p < 1.5. Higher dust spectral indices result in

the 1665 MHz line being the more dominant emission. Thus main-line maser

emission can provide information about the dust properties of the observed

source (Elitzur, 1992). Field (1985) discusses the process of competitive gain

between hyperfine transitions in OH and in particular examines the relative

strengths of the different transitions under a variety of dust conditions.

1.6 OH maser interferometry

As discussed in section 1.5.2 the double-peaked profile of the OH maser

emission typically observed from OH/IR stars is interpreted as arising in a

spherically symmetric, uniformly expanding shell. This explanation was first

suggested by Reid et al. (1977) and the first high resolution interferometric

maps of an OH/IR source with such a spectrum, presented by Booth et al.

(1981), provided considerable support for this interpretation. These maps

of OH 127.8-0.0 display the predicted structure of barely resolved emission

caps at the velocity extremes which open out into partial shells at more in-

termediate velocities. Thereafter numerous interferometric observations of

OH/IR stars confirm that the spatial distribution of the OH maser emission

from these sources is broadly consistent with this simple model (Norris et al.,

1982; Bowers et al., 1983; Chapman et al., 1984; Diamond et al., 1985). In

these maps full shells of emission are seldom resolved and the emission is

often asymmetric and clumpy. However, it does appear to outline portions
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of ring-like structures. In some cases the extreme blue- and red-shifted emis-

sion features are positionally offset from one another. This is in contrast to

the predictions of the model which place the extreme blue- and red-shifted

emission features directly in front of and behind the star respectively and

thus these features should be positionally co-incident. Deguchi (1982) ex-

plains these departures from the model predictions as occurring as a result

of random velocity fluctuations in the circumstellar envelope.

Interferometric observations of OH maser emission from post-AGB ob-

jects have revealed a variety of interesting structures including bipolar out-

flows (Zijlstra et al., 2001) and expanding disks (Gómez et al., 2006). The

more typical expanding shell type emission has also been detected from these

objects. The OH spectra of these objects frequently display departures from

the standard double-peaked profile (Deacon et al., 2004) and thus is not sur-

prising that the masers in these objects trace different kinematic structures.
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Chapter 2

Very Long Baseline

Interferometry

2.1 Introduction

The development of radio-interferometry started in the 1940’s (Ryle and Von-

berg, 1946) and led to the development of earth rotation aperture synthesis,

a technique used by both connected element and Very Long Baseline Inter-

ferometry (VLBI) arrays. Aperture synthesis has provided radio astronomers

with an exceptionally powerful imaging tool (Thompson et al., 2001). These

arrays are used to synthesise a larger effective aperture, with superior angular

resolving power, over that provided by a single radio telescope alone.

The basic theory which renders interferometry possible is the van Cittert-

Zernike theorem which demonstrates that there is a Fourier transform rela-

tionship between the brightness distribution of an astrophysical source and

the complex spatial coherence function of the radiation in the plane orthog-

onal to the source direction (Born and Wolf, 1980).

This relationship is given below:

V (u, v) =

∫
B(l,m)e−i2π(lu+mv)e−jωτdl dm (2.1)

Here V (u, v) is the complex coherence function, V (u, v) =< E(r1)E
∗(r2) >,
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where E(r1) indicates the electric vector phasor of the electromagnetic radi-

ation from the source measured at antenna position vector r1, <> indicates

ensemble averaging and * denotes complex conjugation. The separation vec-

tor r1 − r2 can be rewritten in terms of coordinates (u, v) the projection of

(r1 − r2), measured in units of wavelength, onto a plane perpendicular to

the field centre direction of the incident radiation. The (l,m) coordinates

are direction cosines of the angular position of the source on the sky (Clark,

1989; Thompson et al., 2001).

The Fourier transform relation holds in the limiting case of spatially in-

coherent incident radiation, of limited angular extent and observed in the far

field.

The condition of spatial incoherence allows the relationship between the

complex coherence function and the source electromagnetic radiation to col-

lapse to such a simplified expression. Spatial incoherence is a reasonable

assumption for most cosmic radio sources.

The antenna separation vector r1− r2 can be expressed in terms of three

components (u, v, w) where (u, v) are in the plane perpendicular to the direc-

tion of the source radiation and w is the component in the direction parallel

to the source radiation. In reality the complex coherence function is a func-

tion of all three of these terms. It can thus be expressed by the following

Fourier transform relation involving these three variables and their Fourier

conjugate variables (l,m,
√

1− l2 −m2).

V (u, v, w) =

∫
B(l,m)e−i2π(lu+mv+w(

√
1−l2−m2−1)dldm (2.2)

Here the (l,m) co-ordinates are direction cosines measured with respect

to the u and v axes respectively and the
√

1− l2 −m2 is the third direc-

tion cosine measured with respect to the w axis. The assumption that the

observed source is of limited angular extent allows one to neglect the final

term in the exponent of the above expression thus simplifying it to a two

dimensional transform.

In an interferometer, the source radiation is detected by antennas at

widely-spaced separations and the antenna output voltages are crosscorre-
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lated. Once correlated, the products are referred to as visibilities (Thomp-

son, 1989). The visibility the correlator writes out is thus a sample of the

complex coherence function V (u, v) at the coordinates (u, v) which corre-

sponds to the projected orthonormal separation of the two antennas whose

outputs were correlated. The presence of multiple antenna pairs means that

a number of V (u, v) values are sampled. Earth rotation causes the (u, v)

values to vary during the course of the observation. Thus an interferometer

obtains a sampling of the coherence function over the (u, v) plane, although

this sampling may often be sparse. The Fourier transform relation can, in

principle, be inverted to yield the desired image of the source (Clark, 1989).

In general, the correlator outputs do not exactly replicate the desired

complex coherence function as the signal has been corrupted by a variety

of instrumental, propagation and geometric effects at each antenna. How-

ever through careful application of appropriate calibration steps it should be

possible to recover the true coherence function.

There are two kinds of interferometers. The original interferometers were

all of the connected-element variety and many current interferometers are still

of this design including the Very Large Array (VLA) 1, the Multi-Element

Radio Linked Interferometer Network (MERLIN) 2 and the Atacama Large

Millimeter Array (ALMA) 3. In this arrangement, the antennas are close

enough to one another to allow real time correlation of the signal. A single

local oscillator signal is distributed to each antenna to be used in the receiv-

ing electronics and the detected signals are sent via a radio link, waveguide

or fibre optic cable to a central correlator and correlated in real time. Obvi-

ously such an arrangement is limited by the maximum distance over which

it is technically practical to connect all the interferometer elements together

(Walker, 1989); this distance has been steadily increasing with advances in

network bandwidth and infrastructure.

With time it became clear that many radio sources have structures that

cannot be resolved by interferometers with baselines of a few hundred kilo-

1www.vla.nrao.edu
2www.merlin.ac.uk
3www.vla.nrao.edu
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meters. The technique of VLBI was developed in the late sixties, in response

to this realisation. This style of interferometry doesn’t require communica-

tion between antennas and as such there is no limit to the baseline lengths.

In VLBI, each station has a separate high quality local oscillator and clock

signal and the signals from the antennas are recorded on high density digital

tape or high capacity disk drives to be correlated at a later stage (Thompson

et al., 2001). While connected-element and VLBI interferometry are funda-

mentally similar, there are differences which complicate the calibration and

analysis of VLBI data sets; the most important differences arise because of

the use of separate time and frequency standards, uncorrelated atmospheric

phase errors at each array and because of the increased difficulty of deter-

mining the geometry of the array.

As mentioned previously, the measured visibilities are corrupted by sev-

eral instrumental effects; this chapter aims to discuss the origins of these

effects and the means by which they can be determined and removed.

2.2 Geometric effects

Consider the geometry of two antennas observing an object at a field center

direction s. On inspection of the diagram in figure 2.1 it is evident that

the radiation from a plane wave reaches antenna 2 later that it arrives at

antenna 1. This offset is referred to as the geometric delay and has a value

of τg = (r1 − r2).s. Thus a delay must be inserted into the signal path to

ensure that the signals arrive at the correlator simultaneously.

The correlator adopts a coordinate reference frame; early VLBI networks

used a designated reference antenna on each baseline as the center of the

reference frame. Later interferometers, such as the VLBA, use the earth’s

geocenter. In both cases the signal from each of the antennas is aligned with

the time of arrival of the signal at the centre of the correlator reference frame

(Thompson, 1989). For a real interferometer, the geometric delay is not the

only mechanism which causes the signal at one antenna to be delayed with

respect to another. In order to determine the total delay it is necessary to

consider the effects associated with the antennas being located at different

39



altitudes, the shape of the earth and viewing the source at different elevations

through the atmosphere (Formalont and Perley, 1989). A further geometric

effect to be compensated for is the Doppler shift of the observed spectral line

induced by the motion of the correlator reference frame relative to the source

(Reid, 1995).

τg
=

(r1
− r2

).s

s

Antenna 2 Antenna 1

(r1 − r2)

Figure 2.1: Geometric delay between antennas.

2.3 Atmospheric effects

Refractive effects in the troposphere and the ionosphere also cause signal

delay between antennas. The extra time needed to traverse a medium with

refractive index n compared to travelling the same distance in free space

is given by δt =
∫

(n− 1)ds where ds is an element of the path length

(Moran and Dhawan, 1995). The atmospheric delay differs for each antenna

because of their different altitudes and because the separation of the antennas

demands that they observe the source at different elevations. Path length

through the atmosphere, f, increases with increasing zenith angle as f =

sec(z), where z is zenith angle.

The troposphere or neutral atmosphere is non-dispersive at frequencies

below 300GHz and its refractive effects are considered to have two origins;
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fairly constant dry component which gives excess travelling time of 8 ns at

zenith and a variable wet component which requires measurements of the

total water vapour content to estimate (Formalont and Perley, 1989).

In contrast, the ionosphere is a dispersive medium which gives an excess

path length in the zenith direction:

Li = −40ν−2Ne, (2.3)

where the Ne is the electron density in the plasma (Moran and Dhawan,

1995). The subscript i indicates that the excess path length is introduced

by the ionosphere. An important feature of the ionosphere is that it has a

different refractive index for left- and right-circularly polarised radiation, ie

it is birefringent. Consequently a linearly polarised wave will have its plane

of polarisation rotated as it propagates through the medium.

This phenomenon is known as ionospheric Faraday rotation (IFR) and it

causes a differential phase offset between right- and left-circularly polarised

radiation of:

γR−L =
2π

cν2

∫
ν2

pνBcosθ ds, (2.4)

where νp is the plasma frequency, which is dependent on ionospheric electron

density, νB is the gyrofrequency and θ is the angle between the earth’s mag-

netic field and the direction of propagation (Thompson et al., 2001). This

expression demonstrates that there are strong variations of Faraday rotation

with observing geometry and that the effect is greater at lower frequencies.

The diurnal variation of the electron density due to variable exposure to ion-

ising radiation from the sun will also cause the Faraday rotation to change

significantly over time. The electron density will also vary globally with the

solar cycle. Thus the effects of Faraday rotation will vary as a function of

source position, antenna location and local ionospheric conditions as a func-

tion of time. Faraday rotation has important consequences for polarisation

observations at frequencies below approximately 2 GHz (Cotton, 1995).

41



2.4 Receivers and LO down-conversions

The incident radio-frequency signals are processed by the antenna receiver

systems. Although the details of receiver systems vary widely from antenna

to antenna, it is useful to consider the signal path through a typical receiving

system. A schematic of a typical VLBI signal path is given in figure 2.2. This

section follows the discussion in chapter 9 of Thompson et al. (2001).

A common feature of coherent radio receivers is that of superheterodyne

frequency conversion whereby the incoming radio signal is mixed with a local

oscillator signal in order to convert it to a more convenient intermediate

frequency. If the incoming monochromatic signal at antenna one (taken to

be the reference antenna) is represented as S = S(t)ej2πνt, then the same

signal arriving at antenna two time τ2 later will be S(t)ej2πν(t−τ2). Here

it is assumed that τ2 subsumes all the possible causes of pre-detection delay

relative to the reference antenna. The local oscillator systems at each antenna

can be considered to have phases:

2πνLO + θ1

2πνLO + θ2, (2.5)

where νLO is the frequency of the local oscillator and θ1, θ2 represent the local

oscillator phase. In the case of upper sideband conversion the phase of the

signals after mixing is as given below:

φ1 = 2π(ν − νLO)(t− tc1)− θ1

φ2 = 2π(ν − νLO)(t− tc2)− 2πντ2 − θ2 (2.6)

Here the tc1 and tc2 terms represent the clock errors at each of the antennas.

At a later stage in the processing the correlator will attempt to align the

two incoming signals in time. In order to achieve this the phase at antenna

2 will be advanced by the instrumental delay τ ′2. The instrumental delay τ ′2
is the best estimate of the total delay at the time of correlation and the final
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Figure 2.2: A schematic of a typical VLBI signal path, adapted from Thomp-
son et al. (2001).
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phase after the advancement has taken place is:

φ2 = 2π(ν − νLO)(t− tc2 + τ ′2)− 2πντ2 − θ2 (2.7)

Thus the final phase of the crosscorrelation of these two signals is given as

below:

φ12 = 2πνLOτ2 + 2π(ν − νLO)(tc2 − tc1)

+ 2π(ν − νLO)(τ2 − τ ′2) + θ2 − θ1 (2.8)

The first term in this expression arises because the instrumental delay is in-

serted after the signal has been mixed with the LO signal. The variation of

τ2 with time means that the crosscorrelation output will be modulated by

quasi-sinusoidal fringes and this term must be removed via process known as

fringe rotation. The fringe rotation effectively rotates the phases of the cor-

related output by an amount of 2πνLOτ2 (Thompson, 1989). The subsequent

terms arise from clock errors, errors in the delay model and local oscillator

phase variation respectively. Thus by examining the above expression it is

clear that propagation through the atmosphere and the antenna receiving

systems introduces an excess phase term ∆φ to the incoming signal. In in-

terferometry it is common to refer to the group-delay τ , phase-delay θ and

phase-delay rate θ̇ of the incoming signal these terms are all related to the

introduced excess phase via the following relations:

τ =
1

2π

∂∆φ

∂ν
(2.9)

θ =
1

2π

∆φ

ν

θ̇ =
1

2π

∂(∆φ
ν

)

∂t

Thus far the focus has been on the effect of the receivers and LO chain

on the phase of the signal. A complete time-variable gain factor is suffi-

cient to characterise the total frequency-independent voltage gain the signal
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experiences as a result of its path through the electronics. The bandpass

filters of the receiving system may have variable gain across the observed

spectrum, however, and this effect has to be taken into account in spectral

line observations (Diamond, 1989). Thus the cumulative receiver response to

an incoming signal Si(t) = Si(ν)e
2πν :

S ′i(ν) = Gi(t)Bi(ν)Si(ν)e
2π(ν−νLO)(t−tci+τ ′i)−2πντi−θi , (2.10)

whereGi(t) is the time-variable receiver system gain andBi(ν) is the frequency-

dependent gain of the net bandpass response.

The discussion in the previous sections has served to illustrate that the

correlated signal appears at a group delay, phase-delay rate and phase-delay

which is dependent on several factors including the geometry of the inter-

ferometer, the atmosphere, the instrumental hardware in the receivers and

electronics.

In connected element interferometry it is usually possible to measure and

model the effects of geometry sufficiently well that the difference between the

actual delay and the calculated instrumental delay is negligible. In VLBI,

absolute a priori determination of the delay is not possible. The delay may

be affected by instrumental timing errors arising from the use of separate

time standards at each antenna and there is greater uncertainty concerning

the atmosphere and geometry of the array (Walker, 1989). The higher res-

olution of the observations also means greater sensitivity to these geometric

uncertainties. The data will thus be unavoidably affected by unmodelled

residual group-delays and phase-delay rates which must be removed as part

of the calibration procedure.

2.5 Digitisation and correlation

The correlator forms the complex crosscorrelation function for each antenna

pair after inserting the instrumental delay τ ′i into the signal path. The cor-

relator also corrects the signal for geometric and atmospheric group-delay,

phase-delay rates and phase delays in a correlator reference frame. These
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corrections are generally referred to as the correlator model (Walker, 1999)

Depending on its architecture the correlator computes the complex vis-

ibilities in either the delay or frequency space. In the XF architecture the

data are crosscorrelated over a range of offset delays:

rij(u, v, τ) =< S(ri, t)S(rj, t+ τ ′j − τ) > (2.11)

This can be converted to the complex cross-power spectrum by taking the

Fourier transform of these inputs so that:

r(u, v, ν) =

∫
r(u, v, τ)e−2πiντdτ (2.12)

Often this Fourier transform step is also done by the correlator.

In the alternative FX architecture, a short time series of voltages from

the telescopes are first Fourier transformed and then cross multiplied in the

frequency domain. In this case the correlator output is the complex visibility

as a function of frequency (D’Addario, 1989). This is the chosen architecture

for the VLBA correlator

Prior to correlation the signals are digitised, formatted and recorded to

tape or disk. Digitisation involves both sampling and quantisation. Sam-

pling is the process of converting a continuous time signal to a discrete time

sequence of its samples. Provided that the samples are taken at twice the

Nyquist frequency no information is lost. Quantisation converts a continuously-

variable signal to one of a finite set of digital values, the systematic effects of

the quantisation on the cross-power spectrum and the steps taken to correct

them are discussed thoroughly in D’Addario (1989). Quantisation corrections

depend on the type of correlator architecture.

2.6 Effect of discrete (u, v)-sampling

In practice, the interferometer cannot measure the spatial coherence function

Vν(u, v) everywhere, instead it samples the function in locii on the u−v plane

corresponding to the projected antenna separations over time. The sampling
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can be described by a sampling function S(u, v) which is zero where no data

have been taken and a Dirac delta function δ(u, v) at each point at which data

are sampled (Clark, 1989). The Fourier transform of the sampled visibilities

can then be calculated as:

ID
ν (u, v) =

∫ ∫
Vν(u, v)S(u, v)e2πi(ul+vm)dudv (2.13)

Radio astronomers often refer to ID
ν as the dirty image. It is related to the

desired intensity distribution Iν(u, v) as (using the convolution theorem for

Fourier transforms):

ID
ν = Iν ? B +N, (2.14)

where the ? denotes convolution, N denotes noise and,

B(l,m) =

∫ ∫
S(u, v)e2πi(ul+vm)dudv (2.15)

is the synthesised or dirty beam corresponding to the sampling function.

B(l,m) is also commonly referred to as the point spread function. If the

sampling of the (u, v) plane is sparse then the dirty beam will have large

sidelobes that will cause the structure of the observed source to be corrupted

in the dirty image ID
ν (Högbom, 1974). It is thus necessary to have some

mechanism to deconvolve these two functions in the presence of noise to

obtain an estimate of the true source brightness distribution Iν .

2.7 Polarisation

Polarisation measurements can provide useful insights into underlying astro-

physical processes. As such, the technique of polarisation VLBI has proved

to be an invaluable complement to the traditional total intensity measure-

ments in both continuum and spectral line observations. The polarisation

morphology of maser emission in circumstellar environments can provide es-

timates of magnetic field distributions at high angular resolutions and thus

help to determine the relative dynamical influence of such a field (Kemball
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et al., 1995). Continuum polarisation studies provide insight into the fun-

damental properties of the synchrotron emitting plasmas of active galactic

nuclei (Wardle and Roberts, 1988).

To map the polarised brightness distribution of a radio source in all four

Stokes parameters, each antenna should be outfitted with two receivers and

feed systems whose responses should be, as nearly as possible, mutually or-

thogonal (Walker, 1989). These are typically dual-linear or dual-circular

receptors. During observing, dual orthogonal polarisations are recorded at

each antenna and all polarisation cross-products are formed during subse-

quent correlation. The VLBA uses orthogonal circular receptors.

Early VLBI networks were not very well suited to polarisation measure-

ments. Frequently not all of the antennas in the array could record dual

polarisations and mixed linear and circular receptors were often used across

the array. Despite these difficulties, the first VLBI linear polarisation studies

of 3C454.3 were published by Cotton et al. (1984). Further studies of mil-

liarcsecond resolution polarisation of active galactic nuclei were reported by

Roberts and Wardle (1986); Wardle et al. (1986) and Roberts et al. (1987).

A series of papers by Roberts et al. (1991); Cotton (1993); Kemball et al.

(1995) and Leppanen et al. (1995) document refinements in the calibration

procedures of this technique.

There are a number of polarisation-dependent instrumental and propa-

gation effects which must be taken into account when making polarisation

measurements. An effect which has already been considered above is that of

ionospheric Faraday rotation. This effect causes the phases of left- and right-

hand signals arriving at the antenna to be offset by some unknown amount

γR−L.

Imperfections in the circularly polarised feeds mean that they don’t re-

spond exclusively to the nominal polarisation. Imperfect feeds can be mod-

elled as being sensitive to the desired polarisation plus a complex factor,

labelled the D-term, multiplying the orthogonal polarisation (Conway and

Kronberg, 1968). Alternatively the feeds can be modelled as responding to

an elliptically polarised signal (Fomalont and Wright, 1974). In its full gen-

erality the D-term formalism is completely equivalent to the elliptical feed
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representation. However the D-term treatment is more convenient as it is

easily linearised for small D-terms. The voltage detected in response to in-

coming radiation is given by (Gp.E) where Gp is the feed response and E

is the electric field after it has propagated through the atmosphere. This

expression is expanded as (Kemball et al., 1995):

Gp.E =
1√

1 +Dp∗Dp
Spe2πiν(t+τ)+γp

SR = ERe−jα(t) +DRELej(α(t)+γL−R)

SL = ELe+jα(t) +DLERe−j(α(t)+γR−L) (2.16)

Here ER and EL are the electric field strengths of the signal in right- and left-

hand polarisations and τ incorporates all of the non-polarisation dependent

delay caused by the atmosphere. The γp term is the total polarisation-

dependent excess phase caused by the ionosphere and γR−L is equivalent to

γR − γL. The (Dp, Dq) terms are complex numbers which reflect the degree

of instrumental contamination from the orthogonal polarisation, they are

usually assumed to be constant in time and frequency and independent of

direction over sufficiently small fields of view. The α term represents the

parallactic angle.

The parallactic angle is the angle between the elevation great circle of

the antenna and the direction of north at the point being observed. The

elevation great circle can be thought of as the cirle traced out by the antenna

in elevation when its azimuth angle is set to that of the source. Explicitly it

is given by:

α(t) = arctan[
cosλlat sinH

sinλlat cos δ − cosλlat sin δ
] (2.17)

Here λlat is the antenna latitude and the (H, δ) are the apparent hour angle

and declination of the source at the antenna respectively. The parallactic an-

gle is important for altitude-azimuth antennas as these antennas rotate with

respect to a given source direction as a function of time (Roberts et al., 1991)

causing the parallactic angle to change over the course of the observation.

Thus in these antennas the parallactic angle introduces a constantly varying

phase term to the detected source radiation. As a result of the wide separa-
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tion of the antennas in the VLBA the parallactic angle phase contribution

will be different at each antenna.

After detection, the signals pass through independent receiver systems

and electronics before being correlated. The use of independent receiver sys-

tems introduces differences between the two recorded polarisation modes for

two reasons. Firstly the characteristic amplitude gain and bandpass response

of the receiving systems will be different for each polarisation and thus in-

dependent determinations of these quantities must be made for each of the

two polarisations (Kemball et al., 1995; Leppanen et al., 1995). Secondly

differences in cable lengths, filters, receiving electronics and local oscillator

phase offsets introduce delay and phase offsets between the polarisations and

some calibration scheme must be undertaken to remove them (Cotton, 1993).

The antenna electronics are sufficiently stable that the residual phase-delay

rates are approximately zero between the two polarisations. It is useful to

note at this stage that the standard phase calibration schemes will adjust

these phase differences to the reference polarisation at the reference antenna

(Roberts et al., 1991). This will allow an arbitrary phase and delay difference

to remain between the two parallel hand systems. The phase difference con-

verts directly into an arbitrary but constant rotation of the apparent electric

field vectors on the sky.

The correlator performs a polarisation-independent delay correction be-

fore cross-correlating each pair of input antennas based signals to produce

a time series of visibilities rpq
mn(u, v, ν). The p, q ∈ [RCP,LCP ] denotes the

polarisation state of the signal and the subscripts indicate the antenna num-

ber of the signal. These visibilities can be related to the source radiation via

a Fourier transform relationship as noted earlier (Kemball et al., 1995):

rpq
mn = (Gp

mG
∗q
n )(Bp

mB
∗q
n )×

∫ ∫

Ω

< Sp
m(l,m, ν)S∗qn (l,m, ν) > e−j2π(lu+mv)dldm,

(2.18)

where <> denotes the time averaging and Sp
m(l,m, ν) is proportional to the

voltage response of the feed as given in equation 2.16.

The residual antenna gain factor for the nominal recorded polarisation
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Figure 2.3: A schematic of elliptically polarised light.

p is denoted by Gp(ν, t) = gp(t)ejφp(ν,t) where the gp(t) term contains the

receiver gain of the earlier chapter and also subsumes the 1√
1+Dp∗Dq ' 1

term. The phase term of the gain factor incorporates all the phase effects

including the atmosphere and the receiving system. The remaining Bp term

is the bandpass response for the polarisation p.

The polarisation and intensity of a beam of radiation can conveniently be

described by a set of four quantities known as the Stokes parameters. The

polarisation properties of an astrophysical source are thus commonly de-

scribed by specifying the spatial distribution of these four parameters across

the source.

The relationship between the Stokes parameters and the measured visi-

bilities will be described later in this section and we include for the sake of

completeness a brief introduction to the Stokes parameters and their phys-

ical meaning. The Stokes parameters can be used to describe any beam

of partially polarised light. Such a beam of light can be resolved into two

components: an unpolarised component of intensity Iu and an elliptically

polarised component, intensity Ie.

The polarised component can be described by considering the diagram in
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figure 2.3 (Shurcliff and Ballard, 1964). This diagram represents the ellipse

traced out by the electric vector of the source radiation as it propagates

towards us (i.e., out of the paper). The ellipse has semi-axes a > b and its

orientation angle χ is measured with respect to the +x axis. It is useful to

define another angle β such that tan(β) = ± b
a

where the plus sign indicates

clockwise rotation and the minus sign indicates anticlockwise rotation of the

electric vector. The angle β takes values between −π
4

and +π
4
. The Stokes

parameters can be described in terms of the above defined quantities as

follows:

I =Ie + Iu (2.19)

Q =Ie cos 2β cos 2χ

U =Ie cos 2β sin sχ

V =Ie sin 2β

Thus the Stokes parameter I describes the total intensity of the ra-

diation and Q,U and V describe the polarised part of the radiation and

Ie =
√
Q2 + U2 + V 2. The Stokes parameter V is equal to the intensity of

the circularly polarised component of the radiation with the sign of V in-

dicating the sense of rotation (Shurcliff and Ballard, 1964). Parameters Q

and U describe the linearly polarised component of the radiation. The in-

tensity and angle of the linearly polarised component of the radiation can be

obtained by the following relationships :

Il =
√
Q2 + U2 (2.20)

χl =
1

2
arctan(

U

Q
)

Here Il is the intensity of the linearly polarised component of the radiation

and χl the electric vector angle of the same component.

The Stokes parameters {I,Q, U, V }(l,m, ν) of the incident radiation in

the circularly polarised basis(ER, EL) can be related to the parallel and cross-
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hand correlation pairs via the following equations (Conway and Kronberg

1969):

< ELEL∗ > (l,m, ν) = LL = I(l,m, ν) + V (l,m, ν)

< ERER∗ > (l,m, ν) = RR = I(l,m, ν)− V (l,m, ν)

< EREL∗ > (l,m, ν) = RL = Q(l,m, ν) + jU(l,m, ν)

< ELER∗ > (l,m, ν) = LR = Q(l,m, ν)− jU(l,m, ν) (2.21)

The counterparts of the Stokes parameters in the visibility plane are (Kemball

et al., 1995):

I(l,m, ν) F I =
1

2
[RR(u, v, ν) + LL(u, v, ν)]

V (l,m, ν) F V =
1

2
[LL(u, v, ν)−RR(u, v, ν)]

Q(l,m, ν) F Q =
1

2
[RL(u, v, ν) + LR(u, v, ν)]

U(l,m, ν) F U =
j

2
[LR(u, v, ν)−RL(u, v, ν)] (2.22)

where F denotes the Fourier transform operation and the spatial Fourier

transform of the visibilities {RR,LL,RL,LR}(l,m, ν) are denoted by the

terms {RR,LL,RL,LR}(u, v, ν). Using the expression for the Sp in equa-

tion 2.16 to expand < Sp
m(l,m, ν)S∗qn (l,m, ν) > yields the relationships de-

noted below (Kemball et al., 1995):
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rRR
mn(u, v, ν) =(GR

mG
R∗
n )(BR

mB
R∗
n )[(RR)e−j(αm−αn) + (RL)DR∗

n e−j(αm+αn)ejγR−L
n

+ (LR)DR
me

j(αm+αn)ejγL−R
m + (LL)DR

mD
R∗
n ej(αm−αn)ej(γL−R

m −γL−R
n )]

rLL
mn(u, v, ν) =(GL

mG
L∗
n )(BL

mB
L∗
n )[(LL)ej(αm−αn) + (LR)DL∗

n ej(αm+αn)ejγL−R
n

+ (RL)DL
me

−j(αm+αn)ejγR−L
m + (RR)DL

mD
L∗
n e−j(αm−αN )ej(γR−L

m −γR−L
n )]

rLR
mn(u, v, ν) =(GL

mG
R∗
n )(BL

mB
R∗
n )[(LRej(αm+αn) + (LL)DR∗

n ej(αm−αn)ejγR−L
n

+ (RR)DL
me

−j(αm−αn)ejγR−L
m + (RL)DL

mD
R∗
n e−j(αm+αn)ej(γR−L

m −γL−R
n )]

rRL
mn(u, v, ν) =(GR

mG
L∗
n )(BR

mB
L∗
n )[(RL)e−j(αm+αn) + (RR)DL∗n

n e−j(αm−αn)ejγL−R
n

+ (LL)DR
me

j(αm−αn)ejγL−R
m + (LR)DR

mD
L∗
n ej(αm+αn)ej(γL−R

m −γR−L
n )]

(2.23)

Equations 2.23 give the relationship between the measured parallel and

cross-hand visibilities which are corrupted by instrumental and atmospheric

effects and the actual parallel and cross-hand correlation of the source emis-

sion. These equations can thus be used to remove as many corrupting effects

from the data as possible before attempting to image the source.

2.8 Calibration

2.9 Bandpass calibration

In spectral line observations the observing bandwidth is divided into several

baseband spectral windows, each sampled over a discrete number of frequency

channels. These channels will not have exactly identical amplitude and phase

response and the process of determining and compensating for the antenna

gain as a function of frequency (or channel number) is referred to as bandpass

calibration (Diamond, 1989). The bandpass response of the set of frequency

channels can be determined by observing a continuum calibrator which has

an expected flat amplitude spectrum and constant phase response over the

spectral window (Formalont and Perley, 1989). The bandpass response can
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be determined from the autocorrelation data of the calibrators alone, however

in a narrow bandwidth the baseband filters may suffer from aliasing leading

to differences in the autocorrelation and crosscorrelation bandpass amplitude

response. In order to mitigate these considerations a full complex bandpass

response must be determined from the cross-power spectra for the continuum

calibrators (Kemball et al., 1995).

Before solving for the bandpass response, residual linear phase slopes in

time and frequency must be determined using fringe fitting and removed

from the data. The spectra are then averaged over time and an antenna-

based simultaneous fit is performed for each channel which minimises:

Error =
Na∑

m=1

Na∑
n=m+1

Nc∑

l=1

||rpp
mn(νl)−Bp

m(νl)B
p∗
n (νl)||, (2.24)

where Na is the number of antennas and Nc is the number of frequency

channels, rpp
mn(νl) is the time averaged parallel-hand calibrator cross-power

spectrum at frequency (νl) for the baseline (m − n). The Bp
m(νl) is the

complex bandpass response at antenna m for polarisation p as a function of

frequency.

The bandpasses are determined independently in each hand of circular

polarisation using the parallel-hand data (Kemball et al., 1995). Since the

cross-power spectra contain only the difference of the phase of the bandpass

response of each antenna the system of equations are undetermined by an

additive constant. A reference antenna is thus chosen and the bandpass phase

response is set to zero at this antenna; the phase responses solved for all the

other antennas are then the difference between their bandpass response and

the bandpass response of the reference antenna. It is preferable that this

reference antenna be the same reference antenna that was used during the

fringe fitting process. The removal of phase slopes in time and frequency

before bandpass determination means that the bandpass phase response will

not have a net group delay, if there was such a group delay in the bandpass

response then a time-variable group delay offset could be introduced between

the two polarisations (Kemball et al., 1995).
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The cross-power data are corrected in the form:

rpq′
mn =

rpq
mn(ν)

Bp
m(ν)Bq∗n(ν)

(2.25)

The autocorrelation bandpass response Ap
m(ν) is determined by directly av-

eraging the autocorrelation spectra of the calibrator sources in time, and the

autocorrelation data are corrected as (Diamond, 1989):

rpp′
m =

rpp
m (ν)− Ap

m(ν)

Ap
m(ν)

(2.26)

2.10 Doppler shift correction

As mentioned in section 2.2 the correlator model places the correlated spectra

in a certain reference frame. For the VLBA, this is a geocentric reference

frame. The relative motion of this reference frame with respect to the motion

of the source induces a time-variable Doppler shift in the spectrum. The LO

at each antenna generally do no track the residual Doppler effect in real time

as it is too complicated logistically. Instead a fixed correction at the mid-

point of the run is used and thus a residual time-variable offset remains in

the correlated data. This effect is typically of the order of a few kilometers

per second.

The Doppler effect can be corrected using the shift theorem of Fourier

transforms. The procedure is to Fourier transform the spectrum to delay

space and then multiply the delay function by ei2π∆ντ where ∆ν is the desired

frequency shift and then transform back to frequency space (Reid et al.,

1980).

Using the radio definition for Doppler shift, the spectrum needs to be

shifted by:

∆ν = νobs − ν0(1− Vtot(t)

c
), (2.27)

where νobs is the observed frequency, ν0 is the line rest frequency, c is the

speed of light and Vtot is the total velocity of the reference frame with respect

to the local standard of rest (Thompson et al., 2001).
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2.11 Amplitude calibration

The recorded crosscorrelation co-efficients rpq
mn can be expressed in units of

correlated flux density by multiplying by the geometric mean of the power

in each recorded signal (Reid, 1995):

Jpq
mn(ν) = b

√
P p

m(T p
am+ T p

sm)P p
n(T q

an + T q
sn) rpq

mn(ν) (2.28)

In this expression, Jpq
mn(ν) represents the amplitude calibrated cross-power

spectrum, T p
am is the averaged antenna temperature across the band due to

the source emission at antenna m and T p
sm is the off-source system temper-

ature; the sum of these two quantities gives the system temperature during

the observations. The P p
m term is the point source sensitivity of the antenna

in Jansky per Kelvin. The point source sensitivity of an antenna is inversely

proportional to its effective aperture. As effective aperture varies with ele-

vation and the antenna elevations will change with time the gain correction

is time-dependent (Moran and Dhawan, 1995). The dependence of the aper-

ture efficiency on elevation is due primarily to the deforming effect gravity

has on the reflector surface. As the antenna changes elevation the position of

the focus of the antenna will alter and thus will no longer co-incide with the

position of the antenna subreflector the overall effect of which is a reduction

of effective collecting area (Moran and Dhawan, 1995).

The system temperatures at all of the antennas are recorded through-

out the observations usually using switched noise source calibration. The

point source sensitivities are monitored independently over longer time scales

(Walker, 1989). The b term is the factor that accounts for digitisation losses

etc and is dependent on the encoding system and on details of the correlator.

In this system it is possible to factorise the correction term into the antenna

amplitude gain factors:

1

gp
m(t)

= b
1
2

√
P p

m(T p
am + T p

sm) (2.29)

This method of calibration is employed in continuum observations. In the

case of high-SNR spectral line observations a more accurate method of cali-
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bration can be used. The template-fitting calibration procedure uses the au-

tocorrelation spectrum of a single well-determined reference scan (Reid et al.,

1980). The bandpass autocorrelation data are related to the calibrated total

power spectrum by:

rpp
m (ν) =

1

P p
m(T p

am + T p
sm)

Jpp(ν)− T p
am

(T p
am + T p

sm)
+ εm(ν), (2.30)

where the final εm(ν) is the residual instrumental baseline after bandpass cor-

rection (Walker, 1977). This differs from the correction for the cross-hand

spectra because the autocorrelation process includes correlated self-noise.

Since each antenna observes the same total power spectrum it is reasonable

to assume that the corrected autocorrelation spectrum shape should stay the

same throughout the observation. Exploiting this assumption, the gp
m(t) am-

plitude gain correction factors can be determined by performing the following

least-squares minimisation:

Error =

ν2∑
ν=ν1

[rpp
m (ν)− (gp

m)2Jpp(ν) +

npoly∑

k=0

akν
k]2 (2.31)

The Jpp here represents the reference template spectrum which has been

calibrated according to the relationship in equation 2.30. This scan should

be chosen as one which has a high signal-to-noise ratio and is preferably

at high elevation. The polynomial term at the end is included to account

for the effect of imperfect bandpass removal and includes the offset term

a0 = − T p
am

T p
am+T p

sm
.

This method is less sensitive to individual measurements of system tem-

peratures recorded throughout the run; its accuracy is limited by the sys-

tematic accuracy of the system temperature measurements taken during the

reference scan.

The gain curves are determined separately for each hand of polarisation

by fitting the parallel hand data to the parallel hand spectrum of the template

spectrum from the reference scan. These template scans are independent and

the amplitude calibration is thus vulnerable to amplitude offsets between the
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two polarisations which may be introduced by systematic errors in the mea-

sured calibration parameters for each of these scans (Kemball, 1999). An

offset in the amplitudes of the two polarisations at the reference scan will

translate into an amplitude offset between the two polarisations throughout

the observing run. Such an effect must be determined and corrected. As-

suming that the source has nearly zero net circular polarisation it is possible

to determine the amplitude offset term in a fit to direct ratios of the RR and

LL data (Kemball, 1999).

2.12 Phase calibration

Instrumental and propagation effects at each antenna result in an instrumen-

tal phase contribution to the final recorded visibilities. This instrumental

phase is approximated over short time intervals by linear slopes in time and

frequency; these slopes are defined by the residual phase-delay rate ˙θp
m and

the residual group delays, τ p
m, plus a residual phase offset θ(ν0, t0). These

solutions are expressed relative to a reference antenna which is set to have

an instrumental phase of zero. The solutions thus take the form:

φp
m(ν, t) = (ν − ν0)(τ

p
m − τ p

0 ) + ( ˙θp
m − θ̇p

0)(t− t0) + (θp
m − θp

0), (2.32)

where ν0 is the band-edge frequency, t0 is the reference time of the solution

interval and the terms with subscript zero refer to the delay, fringe rate and

phase offset of the reference antenna (Walker, 1989). The residual phase is

initially set to the values, θR
m = −αm; θL

m = +αm, as a first order correction

for the parallactic angle terms in the equation 2.23 (Kemball et al., 1995).

2.13 Fringe fitting

The residual delays and fringe rates are estimated via a process known as

fringe fitting. A discussion of global fringe fitting techniques can be found in

Schwab and Cotton (1983). Global techniques derive their name from their

fit for all of the antenna-dependent delays,rates and residual phase offsets in
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a simultaneous solution. The global fringe search is implemented by way of a

least-squares minimisation procedure. This procedure requires a reasonably

good initial guess of the delays and rates as an input. This can be obtained by

Fourier transforming the data to the delay-time domain in order to perform

an initial baseline-based search for the group-delay and phase-delay rate.

The least-squares minimisation fringe search used by Schwab and Cotton

(1983) minimised the expression:

χ2 =
∑

k,l

∑
i<j

wijkl × |ei[θ̃ij(tk,νl)−θij ] − ei[(θi−θj)+(θ̇i−θ̇j)(tk−t0)+(τi−τj)(νl−ν0)]|2

(2.33)

The θ̃ij are the measured phases of the visibilities and θij are the phases of

the initial source model.

Global fringe fitting techniques are advantageous because the delays and

rates can be determined in antenna-based form from the parallel hand data

and then applied to the cross-hand polarised correlations. This means that

the fringes do not have to be directly detected in the cross-hand data.

It is difficult to determine the residual delays from the spectral source

since the structure phase of the source changes with frequency. Thus in-

dependent residual delays are found in each polarisation by fringe fitting a

continuum calibrator (Cotton, 1993). The delays found by this procedure

τR
m− τR

0 and τL
m− τL

0 are constrained to have the same reference antenna but

not the same reference antenna polarisation. Since the right- and left-hand

systems involve substantially different electronics and cabling there may be

a delay difference between these two systems. This delay offset can be deter-

mined from the baseline-based cross-hand delays τRL
mn and τLR

mn using relations

of the general form:

δτR−L
m = τRL

mn − τLL
mn

δτR−L
m = τRR

mn − τLR
mn

δτR−L
n = τRL

mn − τRR
mn

δτR−L
n = τLL

mn − τLR
mn (2.34)
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The cross-hand delays can be directly estimated from the phase slopes of the

cross-power spectra of the continuum calibrators as they satisfy the relations

τRL
mn = 1

2π
∂θRL

mn

∂ν
and τLR

mn = 1
2π

∂θLR
mn

∂ν
(Brown et al., 1989).

The delay offset is expected to be stable for the duration of a typical

observation and can thus be determined from a single scan to the reference

antenna (Brown et al., 1989). The cross-hand delay in the continuum calibra-

tors can be taken to be of instrumental origin as these sources are essentially

circularly unpolarised. The delay corrections for the two polarisations are

then adjusted to remove the delay offset between them by adding the de-

termined delay difference δR−L
m to the delay solutions for left-hand parallel

correlations.

After finding the delay solution, estimates of the residual fringe rate and

phase offsets (θp
m,

˙θp
m) are determined by fringe-fitting the source data in

a spectral reference channel (Reid et al., 1980). The reference channel is

selected to have adequate signal to noise ratio and a compact structure. The

fringe rate and phase solution is only weakly-dependent on frequency and

the solutions determined from the reference channel can be applied to all

the other channels in the observing bandpass (Reid et al., 1980). These

initial estimates are accurate enough to allow the visibilities to be coherently

averaged in time. The quality of the fringe fit is affected by errors in the

initial source model which are manifested as inaccuracies in the estimate of

the residual phase offset and so these values are more accurately determined

at a later stage by self-calibration techniques (Thompson et al., 2001).

The parallel hand data is used to determine the residual fringe rates and

phase offsets but in order to retain positional coincidence of the right- and

left-hand phase data the solutions cannot be determined independently in

each hand of polarisation. Instead of determining independent solutions the

solution is determined for the reference channel in the reference polarisation

and then this solution is applied to the complementary polarisation after

correcting for polarisation offset terms (δ ˙θR−L
m , δθR−l

m ) (Kemball et al., 1995).

If LCP is used as the reference polarisation then the total phase solution is
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constructed as:

φL
m(ν, t) =(τL

m − τL
0 )(ν − ν0) + (θ̇L

m − θ̇L
0 )(t− t0) + (θL

m − θL
0 )

φR
m(ν, t) =(τR

m − τR
0 + δτR−L

0 )(ν − ν0) + (θ̇L
m − θ̇L

0 + δθ̇R−L
m )(t− t0)+

(θL
m − θL

0 + δθR−L
m ) (2.35)

,where:

δτR−L
m =τR

m − τR
m

δφ̇R−L
m =φ̇R

m − φ̇L
m

δφR−L
m =φR

m − φL
m (2.36)

The antenna electronics should be sufficiently stable that the fringe-rate offset

term is negligibly small. The phase offset is determined using the parallel-

hand cross-power phases by solving the system of equations (Kemball et al.,

1995):

ΦRR
mn − ΦLL

mn = δθR−L
n − δθR−L

m ,m ∈ 1..Na, n ∈ m+ 1, ..Na (2.37)

Since this system of equations is underdetermined it is only possible to solve

for δθR−L
m + constant which leaves the RCP and LCP system offset by an

unknown constant of phase. This implies that the observed angle of the

linearly polarised emission is rotated by an unknown angle from its absolute

position, as noted above.

2.14 Self-calibration

The final phase offsets and fringe rates are estimated using self-calibration.

Self calibration is an iterative procedure which simultaneously solves for the

source intensity distribution and the complex antenna gains (Cornwell and

Fomalont, 1989). There are a number of schemes for implementing self-

calibration and a review of these techniques is given by Pearson and Readhead

(1984). Most of these methods have a similar form involving alternating
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calibration and imaging steps between the image- and the visibility-plane

with adjustments and constraints in each domain.

An initial estimate of the source structure is Fourier transformed to ob-

tain a set of trial visibilities r̃ij(uk, vk), then a least-squares minimisation is

performed to obtain the complex antenna gains gm(tk) g
∗
n(tk):

∑

k

Na∑
m=1

Na∑
n=m+1

[rmn(uk, vk, νr)− gm(tk)g ∗n (tk) ˜rmn(uk, vk)]
2 (2.38)

In this expression the rij(uk, vk) are the measured visibilities and ˜rmn(uk, vk)

are the trial visibilities determined from the the initial estimate of the source

structure (frequently a point source estimate is used). Often the amplitude

gains are corrected a priori and held fixed, and only the antenna phase gain

is regarded as a free parameter.

The original self-calibration procedures made explicit use of closure phases

to obtain a set of trial visibilities. A closure phase is the sum of the observed

phases around a closed triangle, this sum contains no instrumental and prop-

agation effects as the total contribution of these effects cancel when summed

over a closed triangle. One of the most popular self-calibration procedure

of this type was the one proposed by Readhead and Wilkinson (1978). In

their method a model was used to provide estimates of the visibilities on

two of the baselines for all independent closure phases. The phase on the

third baseline was derived from the measured closure phase. This was used

to make corrections to the phases on individual baselines. The process of

solving for antenna based gains as in equation 2.38 is fully equivalent to the

phase closure technique and leads to a naturally concise formulation of the

problem (Cornwell and Wilkinson, 1981).

The phases derived from the least-squares procedure are combined with

the observed amplitudes and Fourier transformed to the image domain. The

output of a non-linear deconvolution algorithm such as CLEAN on this image

is then adopted as an improved model of the source structure. The CLEAN

algorithm is used to compensate for the effect of poor sampling in the (u, v)-

plane (see equation 2.13)and can also be used to impose reasonable physical
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constraints such as positivity and compactness in the final source model.

The action of CLEAN is discussed more thoroughly in a later section. The

source model from CLEAN is transformed to the visibility domain and used

in the least-squares procedure to obtain a second estimate of the antenna

phase gains. This procedure continues iteratively until a satisfactory solution

for the antenna complex gains and source brightness distribution has been

obtained (Thompson et al., 2001).

2.15 Imaging

As described in section 2.6 the image formed by taking the Fourier transform

of the calibrated, sampled visibilities is the convolution of the sky brightness

distribution and the dirty beam. In order to produce a high quality image of

the source these two function must be deconvolved. However it is clear that

the solution to this convolution equation is non-unique as any finite visibility

distribution can be assigned to the unsampled points in the u, v plane and

the corresponding intensity distribution, labelled the ’invisible distribution’,

will still be consistent with the measured visibilities (Cornwell and Braun,

1989). Significant constraints can be placed on this problem by making use

of a priori information about the source such as its probable limited spatial

extent.

Thus the predominant method of producing plausible source images is

via non-linear deconvolution algorithms which place reasonable constraints

on the invisible distribution. The ’CLEAN’ algorithm, devised by Högbom

(1974), is a popular choice. The action of the ’CLEAN’ algorithm is described

by Cornwell and Braun (1989) as follows:

1. Compute the dirty image and dirty beam. Then find the intensity and

position of the brightest point in the map.

2. Subtract over the whole image a dirty beam pattern which is centred

on the position of the brightest point in the image. The subtracted

dirty beam is multiplied by the source strength at the brightest point

and a damping factor γ termed the loop gain.

64



3. Go to step 1, each time replacing the dirty image with the residual

map from the previous iteration. Stop when any remaining peaks in

the map are below some user specified level

4. Convolve all the components removed in step 2 with an idealised ’CLEAN’

beam (usually an elliptical Gaussian fitted to the central lobe of the

dirty beam) and return them to the final residual map.

2.16 Feed calibration

The problem of orthogonal feed contamination is discussed in section 2.7.

In the case of nearly perfect feeds and weakly polarised emission the system

of equations 2.23 can easily be linearised by neglecting second-order terms,

DmDn, and terms involving the product of D and polarised emission such as

(Q + jU)Dm (Cotton, 1993). After applying the amplitude and phase cor-

rections discussed in the preceding sections the system of equations reduces

to:

r′RR
mn (u, v, ν) = RR
r′LL
mn (u, v, ν) = LL

r′RL
mn (u, v, ν) = RL+DL∗

n (RR)cj2αne−jγR−L
n +DR

m(LL)ej2αme−jγR−L
m

r′LR
mn (u, v, ν) = LR+DL

m(RR)e−j2αmejγR−L
m +DR∗

n (LL)e−j2αnejγR−L
n ,

(2.39)

where r′pq
mn are the corrected cross-power spectra. After considering the above

equations in combinations with the equations 2.22 it is clear that the stokes I

and V image can be obtained directly from the calibrated parallel hand data

, however the cross-hand data must have the effect of feed contamination

removed before successful imaging of the stokes U and Q parameters can take

place. The last two equations in the above expression are linear in DL∗
m and

DR
m and can thus be solved for using complex linear least-squares techniques if

the polarisation of the source structure is well-determined. Thus the process

of feed calibration uses a parametrised representation of the polarisation
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structure of a calibrator source together with the observed visibilities of the

source in a composite least-squares procedure to simultaneously solve for the

polarisation structure and the D-terms (Kemball, 1999).

There is some flexibility in the choice of calibrator and the subsequent

assumptions which are made about its polarisation structure. One may

use a continuum source which is approximately linearly unpolarised so that

(Q,U) = 0 (e.g., Brown et al. (1989)), or one which is unresolved so that

(Q,U) = constant. As these two cases are relatively rare in VLBI obser-

vations Cotton (1993) suggested a method referred to as the similarity ap-

proximation where the linear polarisation structure of the source is assumed

to be a scaled version of the total intensity structure ie (Q + jU) = βI.

This method works well with a moderately resolved continuum calibrator

source. In spectral line observations Kemball et al. (1995) uses each spectral

channel in the source observations as an independent polarisation calibrator.

Thus for each channel the source polarisation structure is parametrised as

(Q(ν)+jU(ν)) = βI(ν). As each channel is likely to have independent struc-

ture this method reduces the likelihood of systematic errors in the estimation

of the D-terms.

Once the D-terms are corrected, the Stokes Q and U images can be made

using standard image deconvolution techniques. All that remains is to remove

the arbitrary phase offset which originates from the phase difference between

the right- and left-hand polarisation systems at the reference antenna. This

can easily be achieved by observing a calibrator source with known electric

vector position angle. The difference between the known polarisation angle

and the observed angle is the required offset and subsequently the linear

polarisation angle of the source is rotated by this amount (Cotton, 1993).
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Chapter 3

Data reduction

3.1 Introduction

The 1612 MHz OH maser emission from the circumstellar envelope of OH 0.9+1.3

was observed using the VLBA. As highlighted in the previous chapter the

recorded visibilities obtained from such an observation must undergo a se-

ries of calibration procedures before a reliable image of the source can be

obtained. This chapter describes the data reduction process undertaken to

calibrate and image the observations of OH 0.9+1.3.

The data was calibrated within NRAO’s Astronomical Image Processing

System (AIPS). In AIPS, calibration steps are performed by independent

applications, called tasks, which are launched from the main program. The

results of these calibration tasks are stored in a calibration table attached to

the main uv-data file. These tables can be manipulated in various ways in or-

der to improve the overall calibration. They can be smoothed, extrapolated,

interpolated and merged with other calibration tables. At each calibration

stage a new table is created which incorporates all the accumulated cali-

bration information determined thus far (Diamond, 1995). This system is

advantageous because the actual visibilities remain unaltered until one is

satisfied that the best possible calibration file has been obtained. This final

calibration file is then explicitly applied to the visibilities prior to imaging.
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3.2 Observations

The source was observed on the 24th and 25th of October 1994. The to-

tal observing run lasted 11.9 hours and included interleaved observations of

the continuum calibrators 3C84, 3C273 and J1613+3412. The observations

of the continuum calibrators were included for the purpose of group-delay,

bandpass and polarisation calibration. These observations were done in spec-

tral line mode and the data was recorded in dual circular polarisation in two

overlapping spectral windows of 250 kHz each. These two windows have

leading edge frequencies of 1612.5 and 1612.68 MHz. Two bit sampling was

used in the recording. These spectral windows will be referred to as spectral

window 1 and 2 respectively throughout the rest of the chapter.

The spectrum of OH 0.9+1.3 consists of a set of strong blue-shifted spec-

tral peaks and weaker red-shifted emission. The frequency range of the two

observing bandwidths is such that they each encompass one of these emission

features. The calibrator J1613+3412 was also observed in a wider frequency

bandwidth of 1000 MHz

The data was recorded in VLBA format and correlated in Socorro, New

Mexico. The correlator accumulation time was 9.4 seconds and the spectra

were generated with a sampling of 128 frequency channels over each of the

bandwidths. This provides a nominal channel separation of approximately

0.36 km.s−1. The observing bands for the blue- and red-shifted lines were

respectively centred at -120.0 km.s−1 and -87.5 km.s−1 with reference to the

local standard of rest (LSR).

3.3 Data loading

The data was loaded into AIPS via the task FITLD. The correlator introduces

digital signal processing effects which were corrected for by FITLD during

the data loading process. This task can also be used to exclude all data

with playback weights below a certain threshhold. The weight depends on

the number of valid bits correlated in each integration interval and is an

indication of the data quality. The data weights are normalised to unity so
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that good data normally have weights close to 1. Data with weights below

0.8 were excluded at this stage of the reduction.

3.4 Parallactic angle

The parallactic angle αm is defined in section 2.7 of the previous chapter.

As outlined previously the rotation of the altitude-azimuth antennas over

the course of an observation results in the introduction of constantly varying

phase terms, equal to the instantaneous parallactic angle, to the observed

source radiation. The large separation of the antennas of the VLBA means

that the parallactic angles will be different for each observing station. Thus,

if left uncorrected, they will introduce time variable phase offsets in the

recorded visibilities. The phase contribution of constantly changing paral-

lactic angle to the polarisation correlation pairs is shown in equation 2.23.

Thus at the outset of the calibration process the phase-delays of the cali-

bration table were set to θR
m = −αm; θL

m = +αm. This effect is calculated

analytically for all antennas including the reference antenna. If uncorrected,

terms of the form ej(αm−α0) are carried forward in the analysis and complicate

the smoothing of the calibration tables (Kemball et al., 1995). The calculated

parallactic angles at the antenna Brewster are given in figure 3.1.

3.5 Flagging

Before proceeding to calibration, several rounds of flagging were applied to

the data. Flagging is the process of discarding discrepant or severely cor-

rupted data points which arise as a result of array malfunctions or poor

observing conditions; retaining these data will compromise imaging perfor-

mance (Formalont and Perley, 1989).

The first set of flags applied to the data were those flags obtained from

the on-line antenna monitoring systems. The on-line monitoring systems

perform a set of internal checks designed to determine whether the data

being collected are of good quality. These on-line flags were supplied in an
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Figure 3.1: The variation of parallactic angle over the course of the observa-
tion at Brewster.
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ancillary text file which was read in and applied to the data using the task

UVFLG. The antenna operator logs were also examined to determine if there

was any other bad data that needed to be flagged. The operator noted a brief

electronics fault at Pie Town at 0d 17h 11m UT and this time period was

flagged.

Data from antennas at elevations below 5 degrees was flagged using the

task UVFLG. This flagging was necessary because at lower elevations there

will be a large atmospheric contribution to the recorded system temperature.

The system temperature consists of the receiver temperature plus an atmo-

spheric contribution which increases at lower elevations and is given by the

expression below:

Tsys = TR + T0(1− e−τ0 sec z) (3.1)

Here TR is the receiver temperature, z the zenith angle, τ0 is the atmospheric

opacity at zenith and T0 is the atmospheric temperature contribution at

zenith.

Finally the data was flagged by weight. The appropriate weight thresh-

old was determined by examining the data weights with a plot task called

VPLOT. The plot of data weight versus time is shown in figure 3.2 and it

is clear that the majority of good data points have weights above 0.15310.

Thus this value was used as the cutoff threshold.

3.6 Calibrator autocorrelation data

3.6.1 Autocorrelation bandpass

The antenna-based autocorrelation bandpass responses, BR
m(ν), BL

m(ν), were

determined from the autocorrelation spectra of the continuum calibrators.

The continuum calibrators are expected to have a flat amplitude response

across the bandpass; any frequency dependent amplitude variations in their

spectra can be attributed to the bandpass response. The continuum data

underwent further editing prior to the bandpass determination. It was inter-

actively flagged using a task (IBLED) which plots the visibility amplitude
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Figure 3.2: Data weight vs time on the Brewster to Pie Town baseline.

versus time graphically. Using this task, outliers were easily identified and

subsequently flagged.

The bandpasses were determined with the task CPASS. This task uses

a least-squares algorithm to fit a complex polynomial to a time-averaged

continuum calibrator spectrum as indicated in equation 2.24 of the previous

chapter. As the bandpass response is expected to be fairly stable over the

course of an observation it was sufficient to determine a single bandpass re-

sponse per antenna in each hand of polarisation. This bandpass would be

valid for the whole course of the observation. In order to obtain the best pos-

sible estimate of the total bandpass response the continuum autocorrelation

spectra were averaged in time over the whole observation before attempting

to fit a polynomial response over frequency. These bandpasses were examined

using a plotting task and found to have satisfactory profiles with the char-

acteristic steep roll-off and flat passband expected of a bandpass response

profile. This procedure was followed for both the observing bandwidths and
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Figure 3.3: The bandpass responses of the right- and left-circular receiving
systems at Los Alamos.

figure 3.3 illustrates the autocorrelation bandpass response of LA.

3.6.2 Digital sampler bias corrections

In multi-level quantisation schemes of digital sampling (2-bit or more), am-

plitude offsets may arise between the two recorded polarisations if they are

systematically assigned different sets of samplers. This is because higher

quantisation samplers introduce amplitude offsets if the threshold voltage

levels deviate from their nominal values and the threshold voltages of the

different samplers will drift independently of one another (Kogan, 1995).

This situation may arise in the VLBA correlator where amplitude offsets for

2-bit quantisation are typically of the order of 5-10%. The amplitude errors

introduced by this effect were estimated from the autocorrelation spectra

using a task ACCOR. The theory of this correction is discussed by Kogan

(1995). This effect was estimated independently for both the calibrators and

the source using their autocorrelation spectra.
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3.7 OH 0.9+1.3 autocorrelation data

3.7.1 Doppler shifting

The motion of the correlator reference frame with respect to the observed

source induces a residual time-variable Doppler shift in the source spectra

as discussed in section 2.10. This effect can be corrected by calculating the

required frequency shifts and applying them via the Fourier shift transform

theorem. This effect was corrected in the source auto- and crosscorrelation

spectra using the task CVEL. The 1612 MHz OH maser line has a rest-

frequency of 1612.231 MHz and the spectra were corrected to have a central

velocity of -120 and -87.5 km.s−1 in the blue- and red-shifted emission re-

spectively, as used during observing. These Doppler shifts were also applied

to the source crosscorrelation data.

3.7.2 Amplitude calibration

The antenna-based amplitude gains of the blue-shifted spectral window were

determined using the template fitting method devised by Reid et al. (1980).

This calibration procedure uses the calibrated total power spectrum of a

single well-determined template scan and fits this template spectrum to all

other total power spectra as indicated in equation 2.31. The required tem-

plate spectrum should be chosen from a reliable antenna at a high elevation

and should have a good signal to noise ratio. After examining a number

of spectra the scan from Los Alamos from 0d 22h03 to 0d 22h30 UT was

adopted as a suitable candidate. The left and right parallel-hand autocor-

relation spectra of this scan were calibrated to units of jansky according to

equation 2.30. The point source sensitivity of the VLBA antennas display

a negligible variation with elevation at 18 cm wavelengths and the template

scan was calibrated by adopting a single elevation-independent point source

sensitivity, PLA throughout the scan. The relevant point source sensitivities

and system temperatures used in the calibration of the template scan are

given in table 3.1.

This template fitting procedure was applied in AIPS using the task AC-
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Tsys (JY) PLA (JY/K)

RCP 41.5 10.42
LCP 49.25 7.75

Table 3.1: System Temperatures and Point Source Sensitivities for Los
Alamos 0d 22h03 - 0d 22h30 UT.

FIT after applying corrections for the bandpass, residual Doppler shifts and

sampler biases. In this procedure left- and right-circular gains are deter-

mined independently by fitting all the left-circularly polarised spectra to the

left-circularly polarised spectrum of the template scan and similarly for the

right-circularly polarised spectra. Thus, as discussed previously, an ampli-

tude offset between the a priori calibration of the two parallel hand spectra

at the reference scan will result in an amplitude offset in all the calibrated

auto- and crosscorrelation spectra. This offset was determined by fitting the

left-circular spectrum of the template scan to the right-circular spectrum

using ACFIT. This task calculated a direct ratio of 0.935 between the two

scans.

The red-shifted spectral window contained significantly weaker emission

than the blue-shifted spectral window and very few of the recorded spectra

had visible spectral structure. The ACFIT task fits a complex polynomial

to the baseline of the spectral emission in each spectra and then scales the

input spectrum to that of the template spectrum. This procedure has limited

success if, as in the case of the red-shifted emission, the spectrum is almost

completely flat. In this case the procedure will be unable to separate an

appropriate spectral feature which is sufficiently orthogonal to the baseline

polynomial. Thus ACFIT was unsuccessful in determining the appropriate

antenna gains for the spectra of the red-shifted emission and instead these

were calibrated using equations 2.30 and 2.28. The recorded system temper-

atures for the whole observation and the antenna point source sensitivities

were supplied in an ancillary text file which was read into AIPS using the

task APCAL. This method is less accurate than the template fitting method

as it is limited by the inherent accuracy of the a priori calibration (5%).
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The antenna gains for both observing bandwidths were examined and any

outliers in the tables were removed.
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Figure 3.4: The antenna-based amplitude gain factors in spectral windows 1
and 2.
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3.8 Calibrator crosscorrelation data

The primary calibration purpose served by these data is to determine the

crosscorrelation bandpass function, the antenna based group-delays and the

difference between the right- and left-circularly polarised group-delays at the

reference antenna. The amplitude of these spectra were calibrated by the

traditional method of multiplying by the geometric mean of the power in the

two correlated signals (Walker, 1989). After amplitude calibration, an initial

fringe fit of the calibrator data was performed. This fringe fitting procedure,

executed by the task FRING, estimated the residual group-delays, phase-

delays and fringe rates. The quantities can only be determined with respect

to a reference antenna. In this case the reference antenna was chosen to be

Los Alamos and the phase response of this antenna was fixed at zero.

This initial fringe fit was used to remove residual phase slopes in time

and frequency so that the visibility data could be averaged in time. The

data were averaged in time and subjected to a further round of editing in

IBLED which removed outliers in the visibility amplitudes and phases. By

averaging the data over periods of ∼ 20 s the volume of data to be edited

was significantly reduced.

3.8.1 Crosscorrelation bandpass

As in the case of the autocorrelation bandpass solution, the goal of this cali-

bration step is to obtain a time-independent characterisation of the frequency-

dependent gain of the receiving system. In this case, the calibration pro-

cedure must solve for both the phase and amplitude of the net bandpass

response at each antenna. This is implemented using a least-squares fitting

procedure to estimate the antenna-based complex gain in each spectral chan-

nel using continuum calibrator spectra pre-averaged in time. If this strategy

is to be successful the phase slopes introduced by residual group-delays and

fringe rates must be removed as accurately as possible before averaging the

calibrator spectra together. Thus fringe fitting was performed after the visi-

bility editing took place.

The task BPASS was used to estimate the net bandpass response using

78



IF 1(R)

 Channels
0 20 40 60 80 100 120

1.0

0.8

0.6

0.4

0.2

0.0

10
5
0

-5
-10

BR  1

(a) Without Smoothing

IF 1(R)

 Channels
0 20 40 60 80 100 120

1.1

1.0

0.9

0.8

0.7

0.6

0.5

0.4

10
5
0

-5
-10

BR  1

(b) With Smoothing

Figure 3.5: The bandpass responses of the right-circular receiving system at
the Brewster antenna determined by BPASS, before and after smoothing was
applied.

the Los Alamos antenna as the reference antenna. As BPASS solves for each

spectral channel separately the bandpass solution estimated by BPASS was

smoothed using a Hanning smoothing function with a function diameter of

10 channels.

3.8.2 Group-delays

The group-delays, τR
m(t), τL

m(t), for the stronger, blue-shifted spectral win-

dows were obtained by a linear interpolation of the matching continuum

calibrator delays. These delays were determined via a straightforward fringe

fit of the calibrator data. This fringe fit was performed after the data had

been edited and bandpass calibrated. The resultant calibration table was

smoothed and any outliers were deleted from the table before proceeding

to interpolate these results in time in order to apply them to the source

visibilities.

3.8.3 Spectral window group-delay offsets

Unfortunately the signal from the red-shifted emission was so weak as to

prevent a successful self-calibration of the phase gains. Thus the phase gains

of this spectral window were determined by adopting the phase solutions

of the spectral window containing the stronger emission but modified by the

79



phase and delay offsets between the two spectral windows. These offsets were

also determined from the continuum calibrator cross-power spectra. Thus the

delay solution for the red-shifted spectral window was constructed from the

blue-shifted spectral window as

τ 1
m = τ 2

m + δτ 1−2
m , (3.2)

where δτ 1−2
m is the delay offset between the two spectral windows.

This offset was determined by first applying the phase and delay solutions

already obtained from the continuum calibrators in spectral window 2 to the

calibrator data in spectral window 1 and then performing another fringe fit

for the residual. The results of this second fringe fit were the time-dependent

group-delay, fringe rate, and phase delay offsets between the two spectral

windows. The fringe rate offset was found, as expected, to be approximately

zero. The remaining offsets determined from the calibrators were then lin-

early interpolated in time to determine the appropriate offsets for the source

data.

3.8.4 Polarisation group-delay offsets

There is also a group-delay offset between the two polarisation hands as

discussed in section 2.7. This was determined by fringe fitting the cross-

hand calibrator data in the Los Alamos to Pie Town baseline. This fringe

fit was only performed after the phase gain solutions, determined from the

previous round of fringe fitting, were applied to the data. As indicated by

equation 2.34, the residual delays in the RL, LR cross-hand spectra, after

the application of the parallel hand delay corrections, are equal to the delay

offsets (but with opposite sign in LR and RL). Fringe fitting the cross-hand

data thus determined two independent estimates of the delay offset over time

which were subsequently averaged together and averaged over time. This

procedure calculated a delay offset δτR−L of −68.3±65.3 and 224.7±53.3 ns

for spectral windows 1 and 2 respectively.

80



1R BR274

273

272

2R FD143
142
141
140

3R HN60
58
56
54

4R KP
60

59

58

6R MK

D
eg

re
es

148
146
144
142
140

7R NL235

234

233

232

8R OV98

96

94
9R PT334

332

330
10R SC

TIME (HOURS)
18 20 22 1/00 1/02 1/04

-54

-56

-58

(a) The phase-delay offsets between Spectral Windows 1 and 2

1R BR
-300

-310

-320

2R FD90

80

70

60

3R HN
-300

-350

-400

4R KP-160

-170

-180

6R MK

N
an

o 
S

ec
on

ds

0

-20

-40

7R NL-80

-100

-120

8R OV-360

-380

-400

9R PT-40

-60

-80

10R SC

TIME (HOURS)
18 20 22 1/00 1/02 1/04

-180
-200
-220
-240
-260
-280

(b) The group-delay offsets between Spectral Window 1 and 2
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3.8.5 Phase delay offsets

The determination of the phase delay offset between the two spectral windows

was determined using a fringe fitting procedure as described in the previous

section. This section with therefore only deal with the method employed to

determine the phase offset between the two hands of polarisation.

The first step in the procedure was to apply the group-delay solutions

obtained from fringe fitting. This step was a prerequisite for the next step

which involved splitting out all the baselines to the reference antenna and

then averaging these parallel hand spectra in frequency across the entire ob-

serving bandwidth. Taking the difference between the parallel hand phases

of these averaged visibilities determines, according to equation 2.37, the fol-

lowing quantities:

ΦRR
m0 − ΦLL

m0 = δθR−L
m − δθR−L

0 ,m ∈ 1 . . . Na,m 6= 0 (3.3)

Thus this procedure determined the phase offset up to an additive constant,

a constant which is equal to the phase offset at the reference antenna. The

phase offset is expected to be fairly constant throughout the observation and

as such the phase offset solutions were examined to determine if they were

fairly stable. Large variations in the phase offset were determined at the Pie

Town antenna consequently some of the data at this antenna was flagged.

A rapidly changing phase offset between the two polarisations may be the

result of ionospheric Faraday rotation. An attempt was made to correct

for ionospheric Faraday rotation using the AIPS task FARAD. This task

calculates the appropriate ionospheric Faraday rotation correction using a

phenomenological model of ionospheric electron density. This model, devised

by Chiu (1975), takes the Zurich sunspot number as an input. It predicted a

peak ionospheric phase rotation of ∼ 9 degrees for an input Zurich sunspot

number of 44, which was the appropriate sunspot number for Oct 1994.
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3.9 OH 0.9+1.3 crosscorrelation data

3.9.1 Phase-delay rate and phase-delay

An initial estimate of the fringe rate and phase is obtained by fringe fitting

the source cross-power spectra. This fit was only performed once the results

of the amplitude, bandpass and group-delay calibration procedures had been

applied to the data. This preliminary fringe fit was performed on channel 74

with VLSR= -123.3 km.s−1, and its primary purpose was to to remove residual

fringe rates from the data as the self-calibration procedure is a phase-only

correction.

In spectral window 2 the final phase-delays and phase delay rates were

estimated via self-calibration on the reference channel (channel 74) in the

RR parallel hand data. The details of this procedure are outlined in sec-

tion 2.14. The self-calibration procedure was implemented by alternately

using the CALIB and IMAGR tasks in AIPS. The CALIB task compares

(u, v) data with visibilities derived from the source model and calculates the

antenna-based phase gains. The phase gains are applied to the data which is

subsequently imaged by IMAGR and this image serves as the source model

for the next iteration of the algorithm. The initial source model adopted in

this procedure was that of a point source and a total of 10 iterations of the

algorithm were performed. The first three iterations halted the IMAGR de-

convolution at the first negative CLEAN component, thereafter the CLEAN

was halted after a specified number of CLEAN components had been removed

from the image. The limiting number of CLEAN components removed from

the image was increased at each iteration starting from 300 components in

the fourth iteration and ending with 4000 components in the final image.

In all cases all the CLEAN components found by IMAGR were used in the

starting model for the subsequent iteration of CALIB. The solution interval

used in CALIB was held constant at approximately 3 minutes for the first

three iterations and subsequently the solution interval was linearly reduced

at each iteration to yield a final solution interval of approximately 20s.

The final rms noise in the image should be a small multiple of the thermal
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noise S:

S =
SEFD

ηs

√
Nvisδtcorr∆ν

, (3.4)

where ηs is the quantisation efficiency, assumed to be unity, Nvis is the total

number of visibility data points, δcorr is the correlator integration time and

∆ν is the bandwidth of the channel. SEFD is the system equivalent flux

density which is the system temperature of the array in units of Jansky. It

can be obtained by multiplying the system temperature of the array with its

point source sensitivity. Using a nominal SEFD of 303 Jy at 18 cm (Ulvestad

and Woebel, 2006), a correlator integration time of 9.4 s, a channel bandwidth

of 1.9 kHz and a total number of imaged visibilities of 37380 yields a thermal

noise of 0.012 Jy. This compares well with off-source rms in the final image

of 0.028 Jy.
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Figure 3.8: The off-source rms versus iteration number.

The fit to the reference channel in closure phase is shown in figure 3.9.

After self-calibration the antenna gain phases for the LL parallel hand data

were then constructed from the RR solutions as indicated in equation 2.35.

The antenna phase gains for spectral window 1 were then constructed

from the phase solutions for spectral window 2 as follows:

φ2
m(ν, t) = φ1

m(ν, t) + δτ 2−1
m (ν − ν0) + δθ2−1

m , (3.5)
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predicted by the source model is plotted as a solid line.

where δτ 2−1
m is the group-delay offset and δθ2−1

m is the phase-delay offset

between spectral windows 1 and 2.

3.9.2 Imaging

The derived antenna gain phases were applied to the data cube to obtain the

calibrated data set suitable for generating the Stokes Iand V images. The

images were generated by the AIPS task IMAGR which implements the non-

linear deconvolution algorithm CLEAN, a uniform weighting scheme was

applied to the (u, v) data points before Fourier transforming to the image

domain. A restoring beam with dimensions 33.2× 12.6 mas was used for all

the final maps. The final maps have 1024 × 1024 pixels and a pixel spacing

of 1.7 milliarcseconds
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3.10 Polarisation calibration

3.10.1 D-term calibration

The phase and amplitude calibrated data were used to determine the D-

terms, representing the degree of instrumental feed contamination. This was

achieved by using the spectral line source as a polarisation calibrator where

each channel was assumed to be an independent linearly unpolarised source.

As explained in section 2.16 the D-terms and the source structure are si-

multaneously determined from the source cross-power spectrum in a fit to

equation 2.39. This fit was implemented using the AIPS task SPCAL where

only the channels in the velocity range VLSR = −118.2 to −125.5 km.s−1

were used in the calibration of spectral window 2. A solution interval of 10

minutes was used in the fit and the results of this procedure are given in

the table 3.2. These D-terms are within the expected range for the VLBA.

The D-terms determined from spectral window 2 were also used in the in-

strumental feed calibration for spectral window 1. This step is justifiable

because the frequency dependence in the D-terms is usually only significant

over frequency intervals much larger than the separation between the spec-

tral windows in this observing configuration. Since the emission in spectral

window 2 is much stronger and persists over a larger range of channels it

yields a more robust D-term estimation.

After applying a correction for the instrumental polarisation, the Q and

U Stokes parameters of the source emission were imaged using the same

imaging parameters described above.

3.10.2 Absolute electric vector position angle determi-

nation

The absolute position of the source polarisation vector was derived from

an associated VLA observation of the polarisation calibrator source 3C286

which has a known polarisation angle of 33◦. The observation in question

took place on 11 November 1994 and the observing schedule included obser-

vations of the continuum source J1613+3412. The VLA observations were
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Antennas DR DL

| DR | arg(DR) | DL | arg(DL)
(deg) (deg)

Brewster 0.0230 -11.1 0.0355 112.7
Fort Davis 0.0197 -81.1 0.0057 117.1
Hancock 0.0285 38.5 0.0281 59.2
Kitt Peak 0.0044 116.2 0.0104 -152.3
Los Alamos 0.0011 166.1 0.0265 128.8
Mauna Kea 0.0000 0 0.0000 0
North Liberty 0.0217 147.4 0.0227 -62.7
Owens Valley 0.0062 -168.6 0.0144 136.5
Pie Town 0.0115 -108.2 0.0129 151.5
St Croix 0.0236 -115.7 0.0168 179.8

Table 3.2: D-terms solved for in the polarisation calibration step.

reduced in AIPS and the standard calibration for VLA polarisation data was

followed. Upon imaging it was determined that 3C286 and J1613+3412 had

apparent polarisation angles of ∼ −72◦ and −53◦ respectively. This implies

that the polarisation angles in this set of VLA observations are offset from

their absolute values by 105◦. Adding this offset to the polarisation angle of

the VLA observations of J1613+3412 resulted in a final angle of 52◦.

As J1613+3412 was observed as a continuum calibrator in the original

set of observations by the VLBA it was possible to compare this true polar-

isation angle of J1613+3412 with the apparent angle derived in the VLBA

observations. The VLBA observations gave an apparent polarisation angle

of 54◦ and as such it is clear that a correction of −2◦ should be applied to

all polarisation vectors derived from these observations.
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J1613+3412 derived from the observations with the VLA.

89



Chapter 4

Review of Source Properties

4.1 Introduction

It is widely held that OH/IR stars are the precursors of planetary nebulae.

These sources undergo a period of intense mass loss which results in a slowly

expanding cool gaseous envelope surrounding the central star. This envelope

can produce an OH maser line that is detectable throughout the galaxy.

There are many complexities in the evolutionary path of these objects. In

the transition from AGB to planetary nebula the central star will ultimately

ionise the surrounding envelope to form a planetary nebula. This leads to

a period where the inner region of the envelope is ionised, resulting in radio

continuum emission, while the outer regions remain neutral and as such will

continue to exhibit OH maser emission. This transitional period is expected

to last only a few thousand years and thus such objects would be relatively

scarce. The source OH 0.9+1.3 has been identified as a possible candidate

for this evolutionary phase.

The source OH 0.9+1.3 was initially identified as a strong 1612 MHz OH

maser emitter by Kerr and Bowers (1974), it was only some time later that the

detection of it’s associated radio continuum emission by Pottasch et al. (1987)

led to speculation that this object may provide an evolutionary link between

OH/IR stars and planetary nebulae. The source has no optical counterpart

but is a strong infra-red emitter; this is typical of OH/IR stars and young
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planetary nebulae as the dust in the circumstellar envelope absorbs much of

the stellar radiation and causes a high degree of optical extinction. The dust

then re-radiates the emission at infra-red wavelengths (Zijlstra et al., 1989).

This object’s unusual evolutionary status requires further investigation

and the VLBI maps of the OH masers of this source presented in this thesis

will hopefully prove illuminating in this regard. This chapter presents a

review of the current literature on OH 0.9+1.3 with a view to interpreting

the observations presented in this thesis.

4.2 Maser emission

4.2.1 1612 MHz emission

The 1612 MHz OH emission spectrum has a highly asymmetric double peak

profile with a weak red-shifted component at −93.3 km.s−1 of 0.5 Jy and sev-

eral blue-shifted components around 120 km.s−1. The blue-shifted emission

consists of four closely spaced components at −123.5,−122.3,−121.2 and

−116 km.s−1 which have varied considerably in relative strengths over the

course of several observations (Shepherd et al., 1990; Zijlstra et al., 1989),

thus it has been concluded that the source is variable on a timescale of

months. This spectral profile can be observed in the spectra obtained by Zi-

jlstra et al. (1989), these spectra are presented in figures 4.1 and 4.2. Single

dish observations of the source by Shepherd et al. (1990) in 1988 revealed

that the blue-shifted emission underwent a steady increase in flux density at

a rate of approximately 1 Jy per year since it was first observed in 1973. The

most recent observations by Szymczak and Gérard (2004) using the Nancay

radio telescope in 2004 indicate that this trend of increasing flux has per-

sisted over the intervening period and the peak blue-shifted flux density is

now in the region of 70 Jy . In contrast the red-shifted emission appears to

have remained constant over the same period of time (Szymczak and Gérard,

2004).

The very high velocity of the source combined with its position near the

galactic centre indicates that it is part of the galactic bulge which places it
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at a distance of approximately 8 kpc.

OH/IR stars typically have a double-peaked spectrum whose components

have steep outer and shallow inner slopes. This profile is explained as arising

in a spherical uniformly expanding shell where the longest pathlength at

a constant velocity occurs along the line of sight through the centre of the

nebula. Thus the blue-shifted peak arises from the front of the nebula and the

red-shifted peak from the rear. In this scenario the circumstellar envelope is

expanding at rate equal to half the velocity separation of the two components

which in the case of OH 0.9+1.3 would indicate an expansion velocity of

approximately 15 km.s−1. As the inner envelope has high densities, an ionised

region of the nebula would rapidly become optically thick at 18cm and as

such would absorb much of the emission arising on the far side of the nebula.

Hence the relative weakness of the red-shifted peak in OH 0.9+1.3 ’s spectrum

provides further possible evidence of its transitional status.

The presence of three or four separate velocity components in the blue-

shifted emission combined with the observation that parts of the same maser

group experience different time variations represents a significant departure

from the typical OH/IR star. It has been shown that multiple peaks can be

caused by strong bipolar outflows (Chapman, 1988), alternative explanations

for this structure include an irregular density structure, where individual lines

correspond to a density enhancement, and the presence of a velocity gradient

in the emitting shell. Work done by Nedoluha and Watson (1988) indicates

that a velocity change of a few km.s−1 is sufficient to break the spectrum

up into multiple narrow lines. This final scenario is deemed particularly

attractive in the case of OH 0.9+1.3 by Zijlstra et al. (1989) as the high

intrinsic luminosity of this source indicates that the shell is likely to be quite

thick.

4.2.2 OH main-line emission

Preliminary observations by Pottasch et al. (1987) indicated the presence

of weak 1665 MHz emission at the level of 200 mJy. This result was con-

firmed by Zijlstra et al. (1989) who also observed 1667 MHz OH emission.
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Figure 4.1: The 1612 MHz spectrum of OH 0.9+1.3 obtained by Zijlstra et al.
(1989). This spectrum is of the right circularly polarized emission only.

-120 -100

-20

0

20

40

60

80

F
lu

x
(J

y
)

Velocity (km.s−1)

Figure 4.2: The 1612 MHz spectrum of OH 0.9+1.3 obtained by Zijlstra et al.
(1989). This spectrum is of the left circularly polarised emission only.
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Figure 4.3: The 1667 MHz spectrum of OH 0.9+1.3 obtained by Zijlstra et al.
(1989). This spectrum is of the right circularly polarised emission only.

The emission spikes in the 1667 MHz spectrum are coincident in velocity

with the 1612 MHz emission and the strongest of these has a flux density of

approximately 1.3 Jy. Additional features in the spectrum include a weak

plateau of emission extending from -125 to -93 km.s−1 and an absorption

feature at -125.9 km.s−1 coinciding with the edge of the 1612 MHz profile.

The 1667 MHz spectra obtained by Zijlstra et al. (1989) are reproduced in

figures 4.3 and 4.4.

The 1665 MHz emission is by far the weakest of the three maser lines with

a peak flux density of 150 mJy in a maser feature centred on -124 km.s−1.

Unfortunately no observations have been done to determine whether there

is a 1665 MHz counterpart to the emission feature at -93 km.s−1 seen in

1612 MHz emission. A comparison between the blue-shifted emission of

the 1665 MHz and 1612 MHz emission reveals a clear correlation between

these features with a peak in the 1612 MHz emission corresponding to a

dip in the 1665 MHz profile. This is illustrated in figure 4.5 where the

spectra of these two lines of emission, obtained by Zijlstra et al. (1989),

are overlaid in the same plot. This interesting feature can be explained
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Figure 4.4: The 1667 MHz spectrum of OH 0.9+1.3 obtained by Zijlstra et al.
(1989). This spectrum is of the left circularly polarised emission only.

when one considers that the two frequencies share a common upper level

but have different ground levels, thus they compete for the same inverted

OH population as they saturate the medium. This process is known as

competitive gain. Field (1985) has performed some calculations on the effects

of competitive gain in the relative amplitudes of maser lines. In the scenario

where the 1612 MHz line saturates before the 1665 MHz line has reached

sufficient intensity to do so the latter frequency is strongly suppressed as each

1665 MHz and 1612 MHz photon which gets absorbed by OH will be rapidly

picked up by the saturated 1612 MHz maser. This line locking between the

two maser lines can explain the observed correlation between the spectra.

It has been proposed that the presence and relative strengths of main-

line masers may be used to classify an OH source. An early classification

scheme proposed by Turner (1970) indicates that sources where the main-line

emission is stronger than the 1612 MHz satellite-line emission are likely to

be HII regions, these are classified as Type I maser objects. Objects where

the reverse is true, classified as type IIb objects, are then thought to be

evolved objects such as OH/IR stars. With a 1612 MHz emission line that is
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Figure 4.5: The 1612 MHz spectrum of OH 0.9+1.3 with the 1665 MHz
spectrum overlaid taken from (Zijlstra et al., 1989). This figure illustrates
the phenomenon of line-locking in this source.

approximately 100 times the strength of the 1665 MHz emission OH 0.9+1.3

is an object which is placed firmly in the latter catergory. However Zijlstra

et al. (1989) have warned that such a scheme should be used with caution as

there are several objects which do not conform to these norms.

Lewis (1989) has proposed an evolutionary sequence for the transition

from the AGB to the planetary nebula stage. In this sequence OH main-

line emission appears at the early stage of the formation of the circumstellar

envelopes and in its terminating proto-planetary emission but doesn’t appear

nearly as predominantly at the intermediate stages of the envelopes evolution.

It has been suggested that competitive gain with the 1612 MHz emission in

the thick outer shell may be responsible for the disappearance of the main-line

emission at the intermediate stages a situation which is reversed when the

shell is no longer renewed. Thus the detection of this emission in OH 0.9+1.3

could be an indicator of its evolved status.
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4.2.3 Other maser lines

A search for SiO and H2O maser emission at 43 GHz and 22.2 GHz respec-

tively by Gomez et al. (1990) did not detect any emission associated with

the source. More recent searches for SiO emission at both 43 and 86 GHz by

Mauersberger et al. (1988),Nyman et al. (1993) and Nyman et al. (1998) were

similarly unsuccessful. The lack of SiO masers could indicate that the fast

stellar wind has recently turned on as this wind would destroy SiO masers

in the inner shell. As SiO masers exist in a region that is closer to the cen-

tral star than any other type of maser they are the first to be affected by

changes in the stellar wind. Interactions between the more recent wind and

older slower winds result in turbulent conditions which destroy the velocity

coherence required for maser emission as a result the maser emission ceases.

No 6.7 GHz methanol masers were detected in surveys conducted by van

der Walt et al. (1996) and Walsh et al. (1997).

4.3 Thermal molecular emission

Mauersberger et al. (1988) detected CO emission in the J=1-0 and J=2-1

lines. These emission lines were determined to have peak main-beam bright-

ness temperatures of 0.19 and 0.26 K respectively and used to determine

the mass loss rate of the central star as being 2×10−4M¯.yr−1. It should be

noted that the estimation of mass loss rates assumes a spherically symmetric

outflow and many PNe and PPNe have bipolar or irregular outflows.

The CO emission spectra affords two additional methods for determining

the expansion velocity, in the first instance it can be derived as half the line-

width in the emission spectrum. Alternatively the difference between the

centroid velocity of the CO, measured as -107 km.s−1, and the OH maser

velocities should also equal the expansion velocity. Both these methods yield

values of approximately 15 km.s−1 which is in good agreement with the value

derived solely from the OH velocity profile.

A survey by Bronfman et al. (1996) for the CS(J=2-1) rotational transi-

tion line at 98 GHz did not detect any emission.
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4.4 Continuum observations

The radio continuum emission was first detected by Pottasch et al. (1987)

who observed the object using the VLA in the B configuration at 2 cm and

in the C configuration at 6 cm. These measurements yielded flux densities of

3 and 1.4 mJy respectively. Continuum emission was also detected at 2 cm

by Zijlstra et al. (1989) and at 3.6 cm by Yusef-Zadeh et al. (1996) using the

VLA thus confirming the PPNe status of this object.

4.5 Infra-red emission

The source is designated as IRAS 17393-2727 in the IRAS point source cat-

alogue, it has a low variability index and the flux densities are as listed in

table 4.1.

12 µm 25 µm 60 µm

1.83 Jy 17.83 Jy 36.85 Jy

Table 4.1: IRAS flux densities of OH 0.9+1.3.

There have been various attempts to use the IRAS two color diagram

to describe stellar evolution from the AGB to the planetary nebulae phase

(Bedijn, 1987; van der Veen and Habing, 1988) and these measured flux

densities place OH 0.9+1.3 in the region of the diagram which is largely, but

not exclusively, occupied by planetary nebulae (Sevenster, 2002). In general

OH/IR stars have a much higher ratio for the 12 to 25 micron flux, the lower

value that OH 0.9+1.3 exhibits indicates the presence of a cool evolved dust

shell (Pottasch et al., 1987).

More recent measurements of this source’s infra-red emission are given

in the MSX Infra-red Point Source Catalog. The flux densities measured by

this satellite are given in table 4.2.

Both Zijlstra et al. (1989) and Pottasch et al. (1987) used IRAS fluxes to

estimate the total observed far infra-red flux of this object. These estimates
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4.29 µm 4.35 µm 8.28 µm 12.13 µm 14.65 µm 21.34 µm

-10.30 Jy -0.56 Jy 0.25 Jy 1.05 Jy 2.96 Jy 10.72 Jy

Table 4.2: MSX flux densities of OH 0.9+1.3.

combined with the source flux density at the shortest observed wavelengths

were subsequently used to calculate an upper limit for OH 0.9+1.3’s infra-

red Excess (IRE). The IRE is defined as the ratio of the observed total far

infra-red flux, F obs
FIR, over the expected far infra-red flux due to absorption

by dust of nebular Lyman-α photons, F exp
FIR. The expected far infra-red flux

is derived from the optically thin radio flux density. Since it is not known

whether the radiation at the shortest observed wavelength is optically thin

or not the calculated IRE can only be regarded as an upper limit.

It is thus possible to use the updated MSX flux measurements to obtain an

improved estimate of the observed total far infra-red flux and IRE. Integrat-

ing over the MSX flux measurements as well as IRAS measurements at the

longer wavelenghts determined a total far infra-red flux of 2.70×10−12 W m−2

and an IRE of 96. These values compare very well with those calculated by

Zijlstra et al. (1989). They calculated an IRE of 73 and a total far infra-red

flux of F obs
FIR = 2.12×10−12 W m−2. This is a very high IRE and fully evolved

PNe generally have much lower IRE of less than 3. Thus this high IRE would

seem to indicate that this source is still undergoing a transition process.

The luminosities of the central star was found by Pottasch et al. (1987)

under the assumption that it was equal to the total infra-red luminosity

derived from the total infra-red flux. This luminosity of 6.7× 103 L¯ gives a

corresponding momentum rate of L
c

= 8, 6× 1026 erg.cm−1. This momentum

rate can be compared to the momentum of the molecular outflow ṀVexp =

3 × 1027 erg.cm−1 which is calculated using the mass loss rate derived from

CO measurements (Mauersberger et al., 1988). Thus the momentum of the

molecular flow is a factor of β > 3.5 larger than the momentum of the stellar

photons. This result is consistent with the recent assertion of Bujarrabal

et al. (2001) that many PPNe have outflow momenta too large to be driven
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FOH/F25 µ FOH/F60 µ

OH 349.2-0.2 0.03 0.006
OH 0.9-1.3 1.4 0.68
Vy 2-2 0.05 0.14

Table 4.3: Ratios of OH maser flux to far infra-red flux calculated by Pottasch
et al. (1987).

by radiation pressure from the central star. It also fits in with the result

by Knapp (1986) which indicates that while most evolved AGB stars have

β ≤ 1 the opposite is true for PNe and PPNe. Thus this ratio provides

further evidence that OH 0.9+1.3 is evolving beyond the AGB.

It is worth noting that as the OH satellite masers are pumped by IR

emission in the envelope the ratios of the OH flux to the 60 and 25 µm IR

flux provide rough lower limits to the 53 and 36 µm pumping efficiencies.

Pottasch et al. (1987) calculated these ratios, presented in table 4.3, for

OH 0.9+1.3 and two other PPNe candidates.

As discussed previously, Elitzur et al. (1976) calculated that the average

pumping efficiency in OH satellite maser lines is approximately 25%. Upon

examining table 4.3 it is thus clear that the ratios obtained for OH 0.9-1.3 are

extremely high and do not appear to be completely consistent with infra-red

radiative pumping. This may imply that a different or additional pumping

mechanism is present in this system (Pottasch et al., 1987).

4.6 Radio interferometry at 1612 MHz

The 1612 MHz masers were resolved for the first time by Shepherd et al.

(1990) using the MERLIN radio interferometer. They presented maps of

both red and blue-shifted emission with a velocity resolution of 1.3 km.s−1

and a restoring beam of 0.2×0.4 arcseconds. These maps are presented in

figure 4.6. In these observations the source showed evidence of the thin-shell

structure characteristic of OH/IR stars and thus it seems very likely the OH
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emission is indeed a fossil remnant of the OH/IR phase.

Fitting the thin-shell model to the emission yielded the estimates of

0.24±0.03 arcseconds for the shell radius which at an inferred distance of

8 kpc gives an absolute radius of 2.9×1014 m. This compares very well with

the radius of 3.9×1014 m determined from the mass loss rate and the assumed

strength of the ambient ultraviolet radiation field.

The fit also estimates 15.2±0.5 km.s−1 for the expansion velocity and

a central velocity of -107±0.5 km.s−1 which is in excellent agreement with

values obtained from the CO observations.

A final point of interest was that not all of the emission followed the thin-

shell model and some of the powerful blue-shifted emission near -120 km.s−1

came from a compact region nearer the line of sight to the star. This may be

associated with a disruption of the molecular envelope by stellar ultraviolet

radiation of a fast stellar wind.

Further observations of the red-shifted emission of this source are pre-

sented by Migenes et al. (1995). These observations were also made using

MERLIN but an improved signal-to-noise ratio on the longest baseline af-

forded better resolution.

4.7 Polarisation

The polarisation properties of OH maser emission provides one of the most

important tracers of magnetic fields in the outer circumstellar regions of

post-AGB stars and can provide information of the direction, strength and

orientation of the magnetic fields (Szymczak and Gérard, 2004). Circular

polarisation from OH 0.9+1.3 was first detected by Zijlstra et al. (1989) at a

level of approximately 10% in the 1612 MHz maser line. A more recent study

by Szymczak and Gérard (2004) investigated the polarisation properties of

47 PPNe candidates, including OH 0.9+1.3, at 1612 and 1667 MHz using

the Nançay Radio Telescope. The properties of the strongest polarised OH

emission feature detected in OH 0.9+1.3 by this survey are listed in table 4.4.

The paper by Szymczak and Gérard (2004) noted two interesting fea-

tures of the polarisation observations of this source. The first of these is
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Figure 4.6: Maps of OH 0.9+1.3 made by Shepherd et al. (1990) using the
MERLIN array. Contours are plotted at -0.05 (dashed), 0.05, 0.1, 0.2, 0.4,
0.8, 1.6, 2.4, 3.2, 6.4, 12.8, 25.6 Jy per beam.
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Line Vc mc(σ) Vl ml(σ) χ(σ)
(MHz) (km.s−1) (%) (km.s−1) (%) (◦)

1612 -120.5 12.9 (0.8) -123.5 4.2 (0.2) -60.8 (3.3)
1667 -124.5 -13.5 (3.2) -124.5 24.3 (4.3) 6.6 (13.8)

Table 4.4: The strongest polarised feature in OH 0.9+1.3. Here Vc is the
velocity of the most circularly polarised feature and mc is the percentage of
circularly polarised emission in this feature. Similarly Vl is the velocity of
the strongest linearly polarised emission feature and Vl is the percentage of
linearly polarised emission.

that the polarisation angle varies considerably across the polarised frequency

spectrum. The source OH 17.7-2.0 also displays this feature and has been

revealed to have a large scale regular magnetic field structure (Bains et al.,

2003). As such the author speculates that large variations in polarisation

angle with frequency may be an indicator for structured magnetic fields and

if this is the case identifies OH 0.9+1.3 as the best candidate in the sample

in which to map such a field. This is because the source has a polarised flux

density of greater than 1 Jy over a velocity extent of greater than 6 km.s−1

and the polarisation angle varies from -90◦ to 90◦ in a characteristic way.

The second point of interest is that the source exhibits a decreasing degree

of polarisation with increasing intensity. This effect was observed in the linear

polarisation spectra of two other sources and could be described by a power

law mL = AIα where α = −0.57± 0.05 effectively characterises all the data

from these three sources. This depolarisation effect is also observed in the

circularly polarised emission of the source, no depolarisation is observed in

the circularly polarised emission of sources which did not display this effect

in the linear polarisation. This suggests that the mechanism which causes

depolarisation is common to both the linear and circular emission (Szymczak

and Gérard, 2004).

In searching for an explanation for this depolarisation effect the authors

noted that sources which do not show depolarisation have an extremely low
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dispersion, (◦), in the position angles of their linear polarisation vectors, be-

tween 1◦.2 and 2◦.3. In contrast depolarised sources typically have a much

higher dispersion of between 4◦.3 and 12◦.5. Thus it was suggested that de-

polarisation depends on the global magnetic field structure in the envelope

where sources without depolarisation have magnetic fields whose projections

are well aligned along specific polarisation angles and those with depolarisa-

tion have a far more complex arrangement of magnetic fields.
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Chapter 5

Results and Analysis

5.1 Introduction

The final imaging process resulted in an image cube for each of the four

Stokes parameters for both the red- and blue-shifted emission of the source.

The velocity profiles of the integrated flux from the deconvolved image in

each channel in the Stokes I, V and P parameters are given in figure 5.1. It

is clear that the Stokes I profile of the blue-shifted emission is very strong

(∼50 Jy) and irregular, it consists of four separate emission features each

centred at approximately -124, -123, -122 and -119 km.s−1. The red-shifted

emission is considerably weaker than the blue-shifted emission with a peak

emission feature of 600 mJy. It consists of three emission features at -93, -92.5

and -92 km.s−1 and it is thus consistent with the red-shifted emission feature

reported by Zijlstra et al. (1989). This spectral profile was explained by

Zijlstra et al. (1989) as originating in a shell structure expanding at constant

velocity where the red-shifted emission is absorbed by a small ionised region

in the centre of the expanding envelope.

The Stokes V profile of the blue-shifted emission consists of five separate

features with only one of these being positive. The blue-shifted emission

of the linearly polarised flux consists of four distinct emission peaks which

are easily identified with the four emission features visible in the Stokes I

profile. It is interesting to note that the second strongest peak in the linearly
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polarised emission is associated with the weakest feature in the total intensity

profile.
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Figure 5.1: Velocity profiles of the integrated flux in the final CLEANed
maps.

The total-power autocorrelation spectrum of the observed OH emission

is given in figure 5.2. A comparison of the total flux in this spectrum with

the recovered total flux density in the final Stokes I image reveals that a

substantial amount of flux has been lost because of the lack of intermediate

baselines in the VLBA. The flux recovered in the synthesis image is approx-

imately 67% of the total power in the autocorrelation spectrum. The spatial

distribution of this missing flux is unknown.
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Figure 5.2: Single-dish autocorrelation spectrum in Stokes I of the OH maser
emission of OH 0.9+1.3 taken from the Los Alamos antenna.

5.2 Maser components

The individual Stokes I components were fitted by elliptical Gaussian compo-

nents in relative right ascension and declination. This was achieved using the

AIPS task JMFIT which uses a least-squares minimisation to fit an elliptical

Gaussian to an interactively defined rectangular region. This rectangular

region is selected such that it tightly encloses the fitted component in the

image plane. This process resulted in a total of 72 believable components.

The individual channels in the Stokes I, Q, U and V cubes are subject

to a non-Gaussian noise distribution resulting from systematic calibration

and imaging errors. These are caused by inadequate (u, v) sampling as well

as calibration and deconvolution errors which typically add a non-Gaussian

tail to the noise distribution. In practice these errors vary across the map

and are most dominant in the central region of the image. Consequently

the measured off source rms in each channel, denoted by σ0
I , systematically
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underestimates the noise variance of the central regions of the map. Negative

values in the Stokes I maps, which have no physical interpretation, provide

some measure of these systematic errors and were thus used to broaden the

rms noise estimates. The broadened noise rms estimates were obtained by

the method outlined in Kemball (1992). Following this method the noise

rms is broadened by assuming that the deepest negative is obtained with a

probability of 1
1024×1024

in a map with 1024 × 1024 pixels. The broadened

rms is calculated by multiplying the off-source rms, σ0
I , by a factor β where

β = |Ineg |
4.768σ0

I
. The deepest negative and the off source rms in each channel was

found using the AIPS task IMSTAT. The value 4.768 is the value X such that

the integral from minus infinity to X of the standard normal distribution is

equal to a probability of 1
1024×1024

. Thus 4.768 is the solution to the equation:

1

1024× 1024
=

∫ X

−∞

1√
2π
e
−t2

2 dt (5.1)

Each OH maser component extends over multiple channels. Thus the

fitted Stokes I components were grouped into a single spectral feature if they

occurred in 2 or more adjacent channels with positions within 30 milliarc-

seconds of their occurrence in each consecutive channel. This coincidence

requirement ensures that each of the grouped maser components are co-

located within the CLEAN beam size. This process resulted in 18 maser

features, the details of which are given in table 5.1. The spectral channels

have a nominal velocity separation of 0.363 km.s−1, this separation does not

correspond to the spectral resolution of the observations as this depends on

the fast Fourier transform weighting in the correlator. The velocity width

of each Stokes I feature was determined from a one-dimensional Gaussian fit

over velocity. This field is left blank for those cases where a reliable fit could

not be obtained. The right ascension and declination quoted in this table

is the peak position, derived from the two dimensional elliptical Gaussian

fit, of the component with the highest intensity in the group. The quoted

positions are relative to the centre of the map. The errors in the component

positions were found using the method of Condon (1997) which deals with

errors in elliptical Gaussian fits. These were transformed into a convenient
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form for right ascension and declination measurement by Kogan (1996) as

given below:

σ2
α =

2

ρ2

1

8ln(2)
(θ2

Msin
2φ+ θ2

mcos
2φ)

σ2
δ =

2

ρ2

1

8ln(2)
(θ2

msin
2φ+ θ2

Mcos
2φ) (5.2)

Here σα and σδ are the errors in right ascension and declination, θM and θm

are the major and minor axis of the fitted Gaussians and φ is the position

angle of the major axis. The parameter ρ is a measure of the overall signal-

to-noise ratio of the Gaussian fit. Kogan (1996) evaluates ρ in two limiting

cases: that of an extended source and a point source. In the intermediate case

of a partially resolved source this becomes a difficult quantity to evaluate and

it is suggested that an interpolation of the results at the two extremes might

be appropriate. As the observations in this work fall into this intermediate

category the factor 2
ρ2 is given by the expression:

2

ρ2
=
σ2

I

I2

[
0.8 +

1

4

(
θbMθbm

θMθm

− 0.1

)]
if 0.1 ≤ θbMθbm

θmθm

< 0.9, (5.3)

where the θbM and θbm are the major and minor axis of the CLEAN restoring

beam and σI is the broadened noise variance (Kogan, 1996). The formal

error estimates need to be adjusted using the Kogan (1996) expressions to

adjust for the fact that the noise in adjacent pixels is not independent in the

deconvolved image.

5.3 Polarised maser components

The polarisation state of the source radiation can be most conveniently quan-

tified via the fractional linear polarisation ml and fractional circular polarisa-
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tion mc. These quantities are derived from the Stokes parameters as follows:

ml =

√
Q2 + U2

I
=
P

I

mc =
V

I
(5.4)

These quantities were calculated for the individual maser features by extract-

ing the values of the Stokes parameters at the pixel position where the peak

of the strongest maser component in the feature occurred. Both mc and ml

are drawn from non-Gaussian probability distributions and the significance

of a detection should be carefully considered. This work adopted the criteria

for the rejection of false detections developed by Kemball (1992). Here the

measured off-peak RMS noise in each image, σ0
I , σ

0
V , σ

0
U , σ

0
Q, was found in an

off-source box in the corner of the image. These values were broadened using

the assumed Stokes I noise variance to give σV = βσ0
V , σU = βσ0

U , σQ = βσ0
Q,

where β is given by β = |Ineg |
4.768×σ0

I
. Kemball (1992) asserts that a non-zero frac-

tional linear or circular polarisation can be established with 95% confidence

if ml > ul and mc > uc where ul, and uc are given by:

uc ∼1.96σV

I

ul ∼1.65√
2

[
P + σP

I − σI

− P − σP

I + σI

]
, (5.5)

where σP =

√
Q2σ2

Q+U2σ2
U

P
. Consequently ul and uc were adopted as the frac-

tional linear and circular polarisation thresholds above which a detection was

considered to be genuine. In cases where the determined percentage polarised

emission was found to be below the calculated threshold the appropriate ul

or uc value for the feature is quoted instead of the percentage circular or

linear polarisation in table 5.1. To distinguish these two circumstances ul

and uc values are quoted in italics.

The fractional linear polarisation has a Rice probability distribution for

symmetric Q and U distributions and the calculated value of ml needs to

be corrected for bias so as not to overestimate the true linear polarisation
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(Wardle and Roberts, 1988). Thus the true fractional linear polarisation m′
l

was calculated using:

m′
l =

√
Q2 + U2 − σ2

QU

I
, (5.6)

where σQU =
√
σQσU for σQ ≈ σU (Kemball, 1992). This correction is

negligible in the case of a strong signal to noise ratio, the corrected m′
l are

the values quoted in table 5.1. The random probability distribution for the

fractional circular polarisation mc is symmetric about zero and therefore does

not need to be corrected for bias.

For ml > 0 the position angle χ for the linearly polarised emission was

calculated as:

χ =
1

2
arctan

(
U

Q

)
(5.7)

The probability distribution for χ is symmetric and thus no correction for

statistical bias is necessary (Wardle and Roberts, 1988). The position angle

listed in table 5.1, is measured from north through east. The calibrated,

imaged visibilities have a polarisation angle which is offset from the true

polarisation angle. Using the process outlined in section 3.10.2 this offset

was determined to be −2◦. The polarisation angle quoted in table 5.1 is the

angle determined from the final Stokes Q and U image cubes corrected for

this offset.

For those features with non-zero fractional linear and circular polarisation

the uncertainties in these quantities as well as the uncertainties in polarisa-

tion angle were calculated according to the relations below (Boboltz, 1997):
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√
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2
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I
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σ2
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2
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σχ =
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2P 2
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Q +Q2σ2
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5.4 The total intensity contour maps

The contour maps of most of the data-cube channels containing believable

emission are presented in figures 5.4, 5.3 and 5.5. The emission is mostly

found at velocities clustered around the two emission peaks seen in figure 5.1.

The extreme blue-shifted emission consists of a single round blob of emission

which at more intermediate velocities (between -122.9 and -121.1 km.s−1)

splits up into three distinct components. These components are aligned along

an axis of ∼ 135◦ with no emission in the north-eastern and south-western

regions of the map. In the standard explanation for the double-peaked profile

of 1612 MHz maser emission the blue- and red-shifted emission peaks are

interpreted as arising from the front and back of a uniformly expanding shell.

In this case one expects to see a single round blob of emission in the extreme

blue- and red-shifted velocities which opens into a ring of emission at more

intermediate velocities. Such ring-like structures are conspicuously absent in

the emission maps of OH 0.9+1.3. The red-shifted emission consists of three

components two of which exist to the north east of the blue-shifted emission

and one which is placed to the south west of it. These contour maps can

be compared to the contour maps obtained by Shepherd et al. (1990) using

the MERLIN array. In these maps the source emission is largely confined to

a single circularly symmetric feature and the blue- and red-shifted emission

appear to be located at quite similar positions. In contrast in the VLBA

maps, which have a much higher spatial resolution than the MERLIN maps,

the blue- and red-shifted emission are found at distinct locations and the blue-

shifted emission appears to be preferentially distributed along a preferred

axis.

Examining the MERLIN maps in figure 4.6 and comparing them with the

images presented in this thesis it is clear that the emission features in the

MERLIN maps are considerably larger than those mapped by the VLBA.

The largest features in the VLBA maps are of the order of a 100 mas in full

extent while most of the features in the MERLIN maps are at least 1000 mas

in extent. This discrepancy can be accounted for by the difference in u, v

coverage afforded by these two instruments. The MERLIN telescope in the
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Shepherd et al. (1990) experiment provided a maximum baseline of 234 km

whereas the VLBA has a longest baseline of 8611 km. The higher resolution

of the VLBA affords a more detailed view of the source emission consequently

the maps provided by this instrument reveal more complex structure than

those provided by MERLIN. However the shorter u, v spacings are poorly

sampled by the VLBA consequently it is less sensitive to extended emission

features and it is likely that the VLBA observations have failed to detect

the extended maser emission mapped by MERLIN. This lack of sensitivity

to extended emission may also explain why MERLIN detects emission at all

velocities ranging from -91 km.s−1 to -125 km.s−1 and the VLBA emission is

detected only at the extreme red- and blue-shifted velocities.

5.5 Stellar position

Knowledge of the stellar position is crucial in analysing and interpreting

the OH data. Several different methods for determining the inferred stellar

position are advocated in the literature.

• Zijlstra et al. (2001) uses the unweighted centroid of the OH emission

for those sources whose stellar position is unknown.

• Alternatively the mean position of the extreme blue- and red-shifted

emission can be used.

• If the source is believed to closely resemble a thin uniformly expanding

shell then a least-squares fit of the radius-velocity function of such a

shell can be performed to obtain the stellar position.

• Finally if the peak feature in the blue-shifted emission is believed to be

amplifying the stellar emission then the position of this feature may be

adopted (Nedoluha and Bowers, 1992).

In the case of an expanding shell all these methods would ideally yield the

same result. Deviations in the source geometry or velocity field from this

idealised case will make the determination of this quantity difficult and none
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Center at RA 17 42 33.1313394  DEC -27 28 25.059600

CONT: OHPN9  -118.5 KM/S  IPOL  IF-1.FIN.ICL001.1

Cont peak flux =  1.2295E+01 JY/BEAM 
Levs = 2.213E-01 * (1, 2, 4, 8, 16, 32, 64, 128)
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Figure 5.3: Contour maps of the Stokes I emission of the blue-shifted emission
from OH 0.9+1.3.
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Center at RA 17 42 33.1313394  DEC -27 28 25.059600

CONT: OHPN9  -121.5 KM/S  IPOL  IF-1.FIN.ICL001.1

Cont peak flux =  1.2295E+01 JY/BEAM 
Levs = 2.213E-01 * (1, 2, 4, 8, 16, 32, 64, 128)
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Figure 5.4: Contour maps of the Stokes I emission of the blue-shifted emission
from OH 0.9+1.3.
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Center at RA 17 42 33.1313394  DEC -27 28 25.059600

CONT: OHPN9  -92.6 KM/S  IPOL  IF-2.FIN.ICL001.1

Cont peak flux =  1.9376E-01 JY/BEAM 
Levs = 2.131E-02 * (-10, -9, -8, -7, -6, -5, -4,
-3, -2, -1, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10)
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Figure 5.5: Contour maps of the Stokes I emission of the red-shifted emission
from OH 0.9+1.3.
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Method ∆α ∆δ
(mas) (mas)

Blue-shifted 10.3 -36.3
Centroid 30.3 -47.5
Mid-point 53.0 -57.7
LSQ fit 3.6 -79.1

Table 5.2: Stellar position as offsets from the phase centre of the map.

of the methods outlined above is reliable for all cases (Nedoluha and Bowers,

1992).

VLBI astrometry of OH masers has revealed that in several sources the

bright blue-shifted maser emission is co-incident with the stellar position

and is thus amplifying the stellar continuum emission (Vlemmings et al.,

2003). In light of these observations the position of the brightest blue-shifted

component is listed as a possible stellar position in table 5.2, along with the

stellar positions obtained via the other three suggested methods. It is clear

that these four methods yield quite widely varying results.

5.6 Expanding shell model

The simple uniformly expanding shell model proposed by Reid et al. (1977) is

easy to understand in terms of its expected behaviour in a maser map. Since

maser intensity increases when the absolute rate of change of velocity along

the line of sight decreases, the emission associated with this model will be

strongest at two small caps at the front and the back of the star. The maser

components which are Doppler shifted to the extreme edges of the spectrum

originate from these caps which are directly in front of, or behind the star in

the shell. Maser emission from intermediate concentric shell radii will occur

in projected circular shells whose radii increase as the line-of-sight velocity

of the emission approaches the stellar velocity. Thus the expected radial

distance from the stellar position is larger at the centre of the spectrum. For

an infinitely thin shell with radius R, the expected radial displacement θ of
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the maser components at Doppler velocity v is given by (Reid et al., 1977):

θ = R

√
1− (v − v∗)2

v2
exp

(5.9)

Here vexp is the expansion velocity of the envelope and v∗ is the stellar ve-

locity with respect to the local standard of rest. This thin shell model is an

idealisation and many observed circumstellar masers distributions are not ad-

equately described by it. The original proponents of this model (Reid et al.,

1977) highlighted two possible scenarios whereby an AGB star might depart

from this idealised case. The first of these is that the circumstellar shell may

not be homogeneous. Such inhomogeneities may explain the apparent prefer-

ence for masers to form in localised spots rather than the predicted ring-like

structures. Secondly CSE’s may not be ejected in a continuous and uniform

manner but are ejected episodically. Thus the OH masers may arise from a

series of circumstellar shells each with a slightly different velocity. In this

case the OH masers would still be confined to a region much smaller than

the diameter of the shell but would distributed in a more random fashion.

In order to determine whether the emission from OH 0.9+1.3 is consistent

with the thin shell model, a least-squares fit of this model to the component

data was performed. This fit was performed for each of the four inferred

stellar positions in table 5.2. Plots of these fits are given in figure 5.6 and

the estimates of stellar velocity, expansion velocity and shell size obtained

from the fitting procedure is given in table 5.3. These parameters don’t

appear to be particularly sensitive to the choice of stellar position and are

consistent with previous estimates obtained by Shepherd et al. (1990) using

the MERLIN array. The stellar velocity also agrees well with the -107 km.s−1

estimated from CO observations by Mauersberger et al. (1988).

Although the red-shifted emission appears to be reasonably shell-like in

these plots the more powerful blue-shifted emission is not. Observations

of this source by Shepherd et al. (1990) also indicated that the blue-shifted

emission was not particularly well modelled as a thin shell and suggested that

some of this emission may instead be associated with the disruption of the
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Method R Vexp V∗ Nebular Size
(mas) (km.s−1) (km.s−1) (×1014 m )

Blue-shifted 248 15.92 -107.0 2.93
Centroid 218 16.13 -107.1 2.58
Mid-point 220 15.97 -107.5 2.60
LSQ fit 187 17.89 -106.2 2.21

Table 5.3: Results of a least-squares fit of an expanding shell model to the
maser components. The method column indicates the inferred stellar position
used in the fit.

inner parts of the molecular envelope by stellar ultraviolet radiation or by a

fast stellar wind. It is certainly feasible that the envelope of this transitional

object is undergoing some degree of disruption however the emission from

these observations may also possibly be interpreted in a more conventional

manner as arising from a thick expanding shell.

It is also possible that the brighter emission in this object arises from a

compact inner shell physically distinct from the outer expanding shell where

most of the weaker maser emission arises. This possibility is most attractive

if the brighter emission is amplifying a central radio source as such a maser

turns on much faster than masers in the outer circumstellar envelope and

is therefore likely to be located closer to the central star. The plots in fig-

ure 5.6 indicate that if this is the case then these two shells must have similar

expansion velocities as the brighter emission does not occur at a distinct ve-

locity. The plots in figure 5.6 cannot provide conclusive support for such a

scenario. Thus in the absence of further compelling evidence in favour of two

physically distinct emitting regions the simplest explanation for the source

emission profile is that it arises from a single expanding shell.

When considering the fits in figure 5.6 it is useful to note that the red-

shifted emission should be absent at the location of the central radio source

as the emission will be attenuated by this source. Thus there should be a gap

in the emission at the extreme velocity of the red-shifted emission located

immediately behind the blue-shifted peak. This phenomenon is visible in all
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Figure 5.6: An expanding shell model fit to the maser components for four
different assumed stellar position. The x-axis is velocity and the y-axis is
radial displacement from the stellar position. The fitted expanding shell
model is indicated by the solid line.

of the plots except plot (c) in figure 5.6. Thus it would seem that scenario

(c) can be deemed the least likely of the four proposed stellar positions.

5.7 Bipolar outflows

Bipolar fast stellar winds and collimated jets are frequently cited as promis-

ing mechanisms for producing asymmetric structure in planetary nebulae.

Masers provide observers with an important probe of the kinematics of these

environments and H2O masers have been observed to trace high velocity
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outflows in shocked regions of the so-called ’water fountain’ nebulae. Obser-

vations of OH maser emission in several proto-planetary nebulae and post-

AGB stars have also been suggestive of a bipolar outflow. These include OH

37.1-0.8 (Gómez and Rodŕıguez, 2000) and IRAS 16342-3814 (Sahai et al.,

1999).

Objects with irregular OH emission profiles which extend over a larger

velocity range than is typical for AGB stars (> 50 km.s−1) are often assumed

to be more likely to be associated with a fast stellar wind or bipolar outflow

(Zijlstra et al., 2001). However this is not a pre-requisite for the presence of

bipolar structure as the OH masers of OH 37.1-0.8 exhibit the typical double-

peaked 1612 MHz profile and yet have a clear bipolar spatial distribution.

It is interesting to note that it has been suggested that OH masers and

H2O masers trace bipolarity in different parts of the envelope in these two

sources. In both OH 37.1-0.8 and IRAS 16342-3814 the velocity range of

the H2O emission is much larger than that of the OH emission. It has been

proposed that this phenomenon occurs because the H2O masers arise in the

poles of the wind as a result of shock excitation whereas the OH emission

probably comes from a lower latitude region (Gómez and Rodŕıguez, 2000).

In light of the potentially significant role of such outflows, and the previ-

ous detection of bipolar structure in a proto-planetary nebula with a double-

peaked spectral profile, the maser components of OH 0.9+1.3 were examined

for any sign of a bipolar outflow. Depending on the angle of inclination of

such an outflow one would expect that the maser emission would be aligned

along a linear axis and that the blue- and red-shifted emission would be lo-

cated on opposite ends of this axis. The plot in figure 5.7 provides convincing

evidence that this is not the case for OH 0.9+1.3.

A further mechanism whereby one might discern the presence of a bipolar

flow is by examining the radial displacement versus velocity plots of the maser

components. Zijlstra et al. (2001) investigate the development of bipolar

flows during post-AGB evolution. Their paper models the interaction of a

slow outer wind with a fast inner wind with either of these two winds being

non-spherically symmetric. The predicted velocity radius relation for the

model of an hourglass shaped bipolar outflow is given in figure 5.8. The
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Figure 5.7: Plot of the position of the maser components relative to the map
centre. The blue-shifted maser components are represented as the crosses
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shifted maser component is represented by the filled square.
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elliptical distribution of points arises from the remnant AGB shell and the

linear radial features arise from the bipolar outflow. They reported linear

features of this type in several post-AGB objects including OH231.8+4.2

and IRAS 11385-5517. There is no clear evidence of such linear features

in the velocity-radius plots in figure 5.6 nor is there any evidence of maser

emission whose velocity increases with distance from the star as would be

expected in the case of a linear outflow from the star.

Another model of OH emission from a bipolar nebula was proposed in

Chapman (1988). In this model the OH masers are located in two rings of

uniform width on the front and back of expanding cones. The predicted spec-

tral profile from the tilted rings has two double-peaks symmetrically placed

about the stellar velocity. It is clear that the spectral profile of OH 0.9+1.3 is

not consistent with this prediction. Thus the final conclusion of this section

is that there is no evidence of an orderly bipolar outflow in the OH emis-

sion of this source. However this does not rule out the possibility that the

overall morphology of this object is axisymmetrical as there are objects with

a spherical OH maser shell whose reflection nebulae are bipolar, e.g., IRAS

17150-3224 (Hu et al., 1993).

5.8 Disks or torii

OH masers in several proto-planetary nebulae have been identified as ema-

nating from an expanding disc or torus. These objects include OH 231.8+4.2

(Morris et al., 1982), M1-92 (Seaquist et al., 1991), and the young planetary

nebula K3-35 (Gómez et al., 2006). In K3-35 the 1665 MHz OH maser

emission is confined to a small band at the equator whose orientation is

perpendicular to the bipolar outflow of the nebula. Interferometric maps

indicate that there is some evidence of orbital rotation in these masers and

that they are circularly polarised suggesting the action of a magnetic field

(Gómez et al., 2006). It has been suggested that this magnetised disk is

responsible for driving bipolar outflows in this nebula. The 1667 MHz OH

masers of M1-92 are also situated in a torus structure which is parallel to the

bipolar outflow of the source (Seaquist et al., 1991).
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Figure 5.8: Predicted velocity radius relations for a bipolar outflow from
Zijlstra et al. (2001). The geometric model consists of a remnant spherical
AGB shell and a symmetric biconical outflow.
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Examining the OH emission from OH 0.9+1.3 there are several reasons

for rejecting the torus or disk-like structures that characterise the sources

described above. The first is that Reid et al. (1977) have already established

that in order for a rotating disk to produce the typical double-peaked profile

of an OH/IR star, an unrealistically high stellar mass must be assumed. The

second is that the OH spectral profiles of all stars that have been identified as

expanding, rotating disks differ considerably from the double-peaked profile

exhibited by OH 0.9+1.3. These sources have a single irregularly shaped

emission feature which extends over a large velocity range (between 20 and

40 km.s−1). Finally in the case of a disk-like emission one would expect to

see that the maser emission is confined to a narrow equatorial band and that

the blue- and red-shifted emission would be located at opposite ends of this

band. An examination of figure 5.7 reveals that this is patently not the case

for this source.

5.9 Polarisation

Polarised emission above the detection thresholds was measured in the eight

strongest maser features of the blue-shifted emission and in only one of the

red-shifted features. Upon examining table 5.1 it is clear that all of the po-

larised features were elliptically polarised with the exception of feature 11B

which was purely linearly polarised. In all cases the percentages of linear

and circular polarisation were small, with average values of ml = 5.54% and

mc = 7.11% while the maxima are ml = 20.0% and mc = 23.4%. The

maximum total percentage polarisation mT =
√
m2

l +m2
c was 30.8%. The

maximum percentage circular and linear polarisation was detected in fea-

ture 1B which is centred at a velocity of -118.91 km.s−1. In a survey of the

polarisation properties of 47 proto-planetary nebulae Szymczak and Gérard

(2004) concluded that the percentage polarisation in these objects is usually

less than 15%. Thus with the exception of feature 1B the polarised emis-

sion in OH 0.9+1.3 is well within the expected range for a proto-planetary

nebula. It is clear from examining table 5.1 that the maser components are

predominantely negatively circularly polarised.
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There is some evidence that the polarisation properties of this source

have varied considerably over the last decade. More recent observations with

the Nançay Radio Telescope (NRT), made in 2003 by Szymczak and Gérard

(2004), determined the maximum linear and circularly polarised feature in

this source and these features are not coincident with the maximally polarised

feature in the observations presented in this thesis. The NRT measurements

determined the maximum linear and circularly polarised features to be at

-123.5 and -120.5 km.s−1 respectively. It is possible that these changes in

the polarisation properties of the source are related to missing flux in the

final source image caused by the lack of short and intermediate baselines

in the VLBA. However a comparison of figures 5.1 and 5.2 reveal that al-

though the final source image recovers only 70% of the source flux all four

of the source emission components are recovered. Furthermore the relative

strengths of these emission features are approximately maintained in the fi-

nal source image. Therefore it would appear that each component is affected

approximately equally by the phenomenon of lost flux and this effect should

not result in a significant change in the observed polarisation properties of

the source. The plots in figure 5.1 also clearly reveal that the component

at -119 km.s−1 is significantly more polarised than the other three spectral

components in these observations. Thus it seems likely that this variability

of the source polarisation properties is a real effect.

The polarisation morphology of the source is shown in figure 5.10 Here the

linear polarisation vectors are superimposed on a contour map of the total

intensity, the orientation of the vectors show the orientation of the electric

field vector and the length of the vectors is proportional to the linearly po-

larised intensity. The polarisation angle changes from ∼ 120◦ at -124 km.s−1

to ∼ 2◦ at 119 km.s−1. This represents a large change in polarisation angle

over the velocity range of the blue-shifted emission. Szymczak and Gérard

(2004) also noted a change in the polarisation angle of approximately 120◦

in the blue-shifted emission of this source and speculated that such a large

change might be indicative of complex magnetic field structure.

It is important to note that Faraday rotation in the intervening interstellar

medium can rotate the plane of the source polarisation vectors. However the
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Figure 5.9: The distribution of linearly polarised emission. The orientation
of the vectors show the electric field vector and the length is proportional to
the linearly polarised intensity. The contours show the distribution of the
Stokes I emission.
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Figure 5.10: The distribution of linearly polarised emission. The orientation
of the vectors show the electric field vector and the length is proportional to
the linearly polarised intensity. The contours show the distribution of the
Stokes I emission.
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small size of OH 0.9+1.3 means that the Faraday rotation will affect all the

polarisation vectors equally and thus the relative positions of the polarisation

vectors will be preserved but with an overall rotation.

The polarisation angle, θp, is expected to remain fairly constant or vary

smoothly with frequency across individual maser features (Bains et al., 2003).

However inspection of figures 5.10 and 5.9 indicates that in feature 3B the

polarisation angle changes rather abruptly at -121.45 km.s−1 by approxi-

mately 90 degrees. This anomaly may result from localised perturbations

in the magnetic and/or velocity field structure of the source. Vlemmings

et al. (2006) noted a similar phenomenon in a bright H2O maser feature in

W43A and interpreted this as indicating that the linear polarisation vector

changes its relative orientation from parallel to perpendicular with respect

to the magnetic field across the maser feature. It is also possible that the

VLBA beam size is unable to resolve the maser clouds fully so that features

of similar velocities are spatially blended along the line of sight.

5.10 Depolarisation

Szymczak and Gérard (2004) reported evidence of a reduced degree of polar-

isation in bright Stokes I features in OH 0.9+1.3. These observations were

performed with the NRT with a spectral resolution of at least 0.14 km.s−1.

This trend was observed in two other sources and was observed in both the

linear and circular polarised emission of OH 0.9+1.3. In order to deter-

mine whether this trend is visible in the VLBA observations the fractional

polarisation of the total integrated flux in each channel of the final decon-

volved image was determined. The percentage circular and linear polarised

flux was then plotted against the total Stokes I intensity in the channel.

Similarly the percentage polarisation of each maser component was plotted

against its maximum intensity. No clear evidence of a depolarisation trend

was observed in these plots, however these observations were performed at a

lower spectral resolution than the NRT observations. The NRT observations

detected polarised emission in over 30 channels whereas the VLBA obser-

vations only detected emission in 20 channels. It is thus possible that the
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Figure 5.11: Polarisation versus normalised intensity.

polarised emission is detected in too few channels to meaningfully imply such

a depolarisation trend.

5.11 Magnetic field

Polarised maser emission provides some of the most convincing evidence to

date of the presence of stellar magnetic fields in post-AGB stars. Maser

polarisation measurements can also be of considerable use in establishing

the morphology and magnitude of such fields. Polarised emission from OH

masers has been detected in several proto-planetary nebula candidates and

in some cases has been used to infer magnetic field strengths in these objects

(Szymczak and Gérard, 2004; Bains et al., 2004, 2003). These measurements

yield estimates of between 1 and 3 mG for the magnetic field strength at the

OH emitting radius. As many promising models detailing the morphological

evolution of late-type stars invoke the role of stellar magnetic fields it is

useful to examine the polarisation data of OH 0.9+1.3 in order to establish

whether such fields may be actively shaping this PPN. The presence of stellar

magnetic fields is inferred by interpreting the circularly polarised emission

from the source as arising from the Zeeman effect, thus for completeness a

brief introduction to this effect is given in the next section.
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5.11.1 Zeeman effect

OH is an open shell molecule with net electronic angular momentum and

thus has paramagnetic properties. In a paramagnetic molecule each unit of

angular momentum gives rise to a magnetic moment, the Bohr magneton,

µB = eh̄
2Mec

. In this expression e is the the electron charge, h̄ the Planck

constant, c the speed of light and me is the electron mass. Each molecular

level with overall angular momentum J contains 2J+1 magnetic sub-states

characterised by the magnetic quantum number m. In the absence of a

magnetic field all these sub-states have the same energy. This degeneracy

is lifted by the introduction of an external magnetic field which causes the

energy of a level with total quantum number F to split into 2F+1 levels, each

with energy given by:

E0 +BµBgFmF (5.10)

Here E0 is the energy in zero field, mF is the magnetic quantum number and

takes the values -J,-(J-1)...(J-1),J, and gF is the Lande splitting factor.

Transitions may now occur between the magnetic sub-states m2 and m1

of an upper state 2 and a lower state 1 with angular momenta J2 and J1

respectively. Thus the original single spectral line splits into a number of

Zeeman components whose line frequencies are given by:

ν(m2,m1) = ν21 +B(µBg2m2 − µBg1m1) (5.11)

The selection rule for electric dipole radiation is ∆mF = 0 or ±1. Lines

generated in ∆m = −1 and +1 transitions are called σ−and σ+-components

and these transitions generate left- and right-circularly polarised emission

respectively in the plane perpendicular to the magnetic field. For propagation

at an oblique angle to the magnetic field the circle is viewed in projection

and the polarisation if the emission in that direction is elliptical. The ratio

of the semi-major to semi-minor axis of the polarisation ellipse is given by

cosψ where ψ is the angle between the magnetic field and the line of sight.

Lines generated in ∆m = 0 transitions are called π-components. These lines

are linearly polarised parallel to the projected magnetic field and are zero for
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ψ = 0.

5.11.2 Maser polarisation theory

The propagation of an underlying Zeeman pattern along a maser amplifica-

tion path differs from the thermal case due to the intrinsic stimulated emis-

sion process. The transport of polarised maser emission is a complex prob-

lem influenced by many parameters including the degree of saturation, the

relaxation rate, Faraday rotation and the presence or absence of a magnetic

field along the maser path (Kemball, 2002). The details of this process are

outlined in Goldreich et al. (1973); Elitzur (1992) and Deguchi and Watson

(1986) which construct the density matrix evolution and the maser radiation

transfer equations including Zeeman terms. Observed maser polarisation in-

formation may be expressed in terms of the electric vector position angle χ

and the fractional linear, ml, and circular, mc, polarisation of the emission.

In general, mc can be used to estimate the magnitude of the magnetic field

and χ is used to infer the projected magnetic field orientation with respect

to the line of sight (Kemball, 2002).

An important parameter which defines the degree to which magnetic tran-

sitions overlap in frequency is the splitting ratio rz = ∆νz

∆νD
where ∆νz is the

Zeeman splitting width and ∆νD is the Doppler line-width. In the case of

large splitting, rz > 1, the individual Zeeman components are resolved and

should be clearly identifiable as separate components in the emission spec-

tra. In this case there are no theoretical ambiguities and the magnitude

of the magnetic field can be deduced from the velocity shift of the Zeeman

components.

In the alternative scenario, the small splitting case, rz < 1, the Zeeman

components significantly overlap in frequency and the Stokes V emission has

a characteristic S-shaped profile which is formed by the addition of two off-

set Gaussian line profiles of opposite circular polarisation (Kemball, 2002).

Polarised emission in the small splitting regime admits both a Zeeman and

a non-Zeeman theoretical interpretation. In the Zeeman interpretation the

magnitude of the magnetic field is proportional to the fractional circular
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polarisation and its orientation is either parallel or perpendicular to the pro-

jected B field depending on whether the viewing angle θ is< or> 55◦ (Elitzur,

1992). In the small splitting case the component separation can be estimated

using the approximation given by Troland and Heiles (1982):

V (ν) = α
dI(ν)

dν
+ βI(ν), (5.12)

where α is the splitting factor and β accounts for differential amplitude gain

between polarisations. A detailed statistical analysis of this estimation tech-

nique is outlined in Sault et al. (1990) which finds that the technique is

applicable when rz < 0.1 and there are more than ten samples per line-width

across the profile. In stellar OH masers the Zeeman splitting is intermediate

with a splitting ratio rz ∼ 1.

The Stokes V maps were examined in order to identify possible Zeeman

pairs. These maps are presented in figures 5.12 and 5.13. Further Zeeman

analysis was carried out with the MIRIAD task Zeemap. This task attempts

to measure the line shift due the Zeeman effect by fitting the derivative of the

intensity map to the Stokes V map as given in equation 5.12. The Zeemap

task did not detect any Zeeman pairs. The absence of a Zeeman pair in the

circular polarisation maps prevented an estimation of magnetic field strength

and any subsequent determination of the relative dynamical influence of such

a field on this PPNe.

The absence of Zeeman pairs in OH maser polarisation maps is not an

unusual phenomenon, indeed most observed circularly polarised features can-

not be interpreted as a Zeeman pair (Nedoluha and Watson, 1990). In many

cases where spatially coincident pairs are identified they do not conform with

the expected theoretical line ratios and intensities. The pairs are frequently

asymmetric in velocity or incompletely formed. This could be intrinsic to

the polarisation mechanism or could be caused by inhomogeneities in the

local masing conditions of each Zeeman component (Kemball, 2002). Veloc-

ity gradients have been proposed as one mechanism which may preferentially

amplify or suppress one half of a Zeeman pair and their effect on maser polar-

isation has been considered at some length by Nedoluha and Watson (1990)

134



and Deguchi and Watson (1986).

In the case of OH 0.9+1.3 it has been speculated that velocity gradients

may be partially responsible for creating multiple peaks in the blue-shifted

emission of the source (Zijlstra et al., 1989). This suggestion is based on

theoretical work by Nedoluha and Watson (1988) which suggests that ve-

locity gradients may cause a single spectral line to split into several narrow

components. An initial inspection of the data suggested that there was some

evidence of a velocity gradient in features 3B and 9B. The spectrum of

this region of the map indicates that there are two spectral features within

12 milliarcseconds of each other and this is consistent with the predicted line

splitting. In order to characterise this velocity gradient a linear relation was

fitted to the location of the two maser features. A χ2 minimisation found

the best-fit line through the components to have a P.A. of ∼ 40◦. Thereafter

the maser velocity was plotted as a function of projected distance along this

fitted positional axis. The plot of velocity versus projected distance along

the linear axis is shown in figure 5.14. There is an obvious trend implying

a monotonic change in velocity across these two maser features, however the

slope of this velocity gradient is quite different across the components in each

maser feature. If this velocity gradient is indeed representative of the source

dynamics it may be partially responsible for the paucity of identifiable Zee-

man pairs in the source. However such an observed velocity gradient may

not reflect the actual dynamics of the source as velocity gradients can easily

be caused by projection effects (Kemball, 1992).
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Figure 5.12: Contour maps of Stokes V emission.
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Figure 5.13: Contour maps of Stokes V emission.
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Figure 5.14: The triangles represent maser components from feature 9B while
the stars represent components from feature 3B. In the left-hand figure the
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Chapter 6

Conclusion

6.1 Synopsis of results

This thesis reports the production of VLBI synthesis maps of 1612 MHz

OH maser emission from the PPNe candidate OH 0.9+1.3. PPNe are rela-

tively short-lived objects that bridge the evolutionary gap between the largely

spherical post-AGB stars and fully fledged PN that exhibit a wide variety

of axisymmetric structure. The synthesis maps produced in this thesis are

the first full-polarisation VLBI maps of this source. These maps were used

to investigate the morphology and kinematics of this unusual transitional

object at VLBI resolution. The total intensity maser maps were found to

exhibit a considerable degree of asymmetry with the blue- and red-shifted

maser emission located in spatially distinct regions of the envelope. This is

in sharp contrast with the circularly symmetric ring-like structures which are

typically observed in their evolutionary predecessors, OH/IR stars. OH/IR

stars exhibit double-peaked OH maser emission consistent with a thin-shell

morphology in a large fraction of cases, > 85% (Sevenster et al., 1997; Dea-

con et al., 2004). Thus the highly asymmetric spatial structure of this source

argues strongly in favour of its status as a proto-planetary nebula.

An attempt was made to fit the standard OH/IR kinematic model of a

simple expanding shell to the maser components. This model was a poor

fit to the strong blue-shifted emission from this source but was a reasonable
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approximation of the more ring-like red-shifted emission. The fit was per-

formed using four different estimates of the stellar position which all yielded

broadly similar estimates for the stellar velocity, the envelope expansion ve-

locity and size of the envelope. The average of these four estimates was

-107 km.s−1 for the stellar velocity, 16.47 km.s−1 for the expansion velocity,

and 218 milliarcseconds for the envelope radius.

Bipolar outflows and jets are believed to be instrumental in creating ax-

isymmetric structure in circumstellar envelopes. Thus the data was compared

with a model of a bipolar outflow generated by a wind-wind interaction in

a post-AGB star (Zijlstra et al., 2001). Analysis of the kinematics of this

source did not reproduce the diagnostic features predicted by the bipolar

outflow model and no other evidence of a bipolar outflow was detected in the

source structure.

The source was imaged in all four Stokes parameters and the fractional

linear and circular polarisation of the maser components was derived from

the Stokes Q, U and V images. Polarised emission was detected from the

eight strongest maser components in the blue-shifted emission and in only

one component in the red-shifted emission. The maximum fractional linear

polarisation, 20.0%, was detected at the same component with the maximum

fractional circular polarisation, 23.4%. In all other components the detected

level of polarised emission was small with an average linear polarisation of

5.54% and an average circular polarisation of 7.11%.

In a survey of 47 PPN candidates Szymczak and Gérard (2004) detected

circularly polarised emission at 1612 MHz from about 80% of the targets.

In the past circularly polarised emission has not typically been detected in

OH/IR stars (Zijlstra et al., 1989), in this case the detection of several cir-

cularly polarised maser components towards OH 0.9+1.3 would provide fur-

ther confirmation of its PPN status. However, in a paper by Zell and Fix

(1991) circularly polarised emission was measured towards several OH/IR

stars using the Arecibo telescope. This leads Szymczak and Gérard (2004)

to conclude that insufficient sensitivity was the primary factor contributing

to the previous non-detection of circular polarisation in these objects. If this

is the case then circular polarisation may not provide a conclusive indicator
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of evolutionary status.

The polarisation structure of the source appears to have changed over the

period of 10 years between the observations reported in this thesis and those

presented by Szymczak and Gérard (2004), although it retains the feature

of a large variation in polarisation angle across the spectral profile of the

emission. Unfortunately the absence of a readily identifiable Zeeman pair in

the circularly polarised emission prohibited an estimation of the magnetic

field strength in this source.

6.2 Future work

Observations of PPNe offer a unique opportunity to gain insight into the

mechanisms which are responsible for producing asymmetries in planetary

nebulae. As with any astronomical object maximum insight into the mor-

phology and dynamics of a source can be obtained by combining information

obtained from several observational techniques. The localised nature of maser

emission means that maps of single maser transitions are not necessarily rep-

resentative of the global morphology of the source and kinematic models are

limited in their ability to reconstruct the source dynamics from the angular

distribution of maser components. It is therefore advisable to supplement

the current single epoch 1612 MHz maser emission map with proper motion

studies obtained from observations of the source at several epochs. This

will provide far more definitive information about the source dynamics, and

combined with information regarding the variability of the polarisation mor-

phology may indicate whether the magnetic field has any direct impact on

these dynamics.

In several late-type stars the 1665 MHz maser emission has been observed

to be located closer to the central star than the 1612 and 1667 MHz emission;

e.g., IRAS 18491-0207 and Roberts 22 (Zijlstra et al., 2001). It has also been

noted that a significant fraction of post-AGB objects have 1667 MHz emis-

sion whose velocity range is larger than the velocity range of the 1612 MHz

emission (Deacon et al., 2004). In K3-35 and IRAS 16342-3814 OH maser

maps have shown that the different OH lines trace distinct regions of the
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envelope (Miranda et al., 2001; Sahai et al., 1999). Thus there is some evi-

dence that the OH main-line emission does not necessarily occur in the same

region or probe the same kinematics as the OH satellite-line emission. In

light of this evidence it may be useful to image the 1665 and 1667 MHz OH

maser emission associated with OH 0.9+1.3 and attempt to establish the

relative location of this maser emission with respect to the location of the

satellite-line emission and the radio continuum emission.

As mentioned previously maser emission can only provide insight into the

morphology of the very localised region in which they occur. Thus in order to

obtain more information about the global properties of this object it might be

useful to attempt to map the radio continuum emission associated with this

maser source and also to attempt infra-red (IR) imaging of the circumstellar

envelope.

Finally it is important to note that this work should be viewed within

the larger context of trying to characterise the properties and kinematics

of PPNe in general. Thus future work should include further observations

of this class of object, and particularly further attempts to characterise the

magnetic field structure and strengths in these objects. This is particularly

important in light of the ongoing controversy surrounding the role of such

fields in shaping the overall nebula.
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Weigelt, G., Balega, Y. Y., Blöcker, T., Hofmann, K.-H., Men’shchikov,

A. B., Winters, J. M., 2002, Astronomy and Astrophysics, 392, 131

Werner, M., Beckwith, S., Gately, I., Sellgreen, K., Berriman, G., Whiting,

D., 1980, The Astrophysical Journal, 239, 540

Wiebe, D. S., Watson, W. D., 1998, Astrophysical Journal Letters, 503, L71

Yusef-Zadeh, F., Wardle, M., Roberts, D., 1996, The Astrophysical

Journal, 458, 21

Zell, P., Fix, J. D., 1991, The Astrophysical Journal, 369, 506

Zijlstra, A. A., Chapman, J. M., te Lintel Hekkert, P., Likkel, L., Comeron,

F., Norris, R. P., Molster, F. J., Cohen, R. J., 2001, Monthly Notices of

the Royal Astronomical Society, 322, 280

Zijlstra, A. A., Te Lintel Hekkert, P., Pottasch, S. R., Caswell, J. L., Ratag,

M., Habing, H. J., 1989, Astronomy and Astrophysics, 217, 157

156


