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Abstract

The ability to regulate gene expression allows bacteria to grow under diverse conditions, often in-

volving large regulatory networks. As gene expression is an inherently stochastic process, accurate

regulation will only be achieved if the molecules involved in the process adapt perfectly to the

different conditions and show low noise themselves. In Escherichia coli it has been reported that

high noise promoters are characterized by containing a large number of regulatory binding sites in

their sequences, suggesting that regulation and noise may be intimately coupled. However, little

is known about the extent by which this coupling determines high noise levels in bacteria or even

how individual promoters vary their noise in response to changes in the environment.

The work presented in this thesis aims to elucidate the main determinants of condition-dependent

noise in Escherichia coli, and to systematically investigate how noise properties vary across envi-

ronments. To do so, we have quantified the genome-wide variation in transcriptional noise across

8 diverse growth conditions using a combination of flow cytometry, high-throughput microscopy,

and computational modeling. We find that a promoter’s noise can be decomposed into two com-

ponents: a promoter-independent component, linearly decreasing as a function of growth rate, and

equally affecting all promoters in a given condition, and a noise propagation component resulting

from noise propagation from transcription factors. Using a simple linear model we identify a set

of TFs that contribute to condition-specific and condition-independent noise propagation. More-

over, the overall correlation structure of genome-wide expression properties uncovers that genes

are organized along two principal axes, with the first one sorting genes by their mean expression

and evolutionary rate, and the second one by their expression noise, number of regulatory inputs

and expression plasticity. Overall, the results of the thesis show that noise and regulation are

intimately coupled, and that this coupling is explained by noise propagation which has evolved

independently of a promoter’s expression level or evolutionary rate in its coding region. This work

provides the first systematic investigation of genome-wide noise properties across several growth

conditions and reveals that noise propagation is the main mechanism underlying the tight coupling

between gene expression noise and gene regulation.
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1

Introduction

1.1 Mechanisms of gene expression in bacteria

Gene expression is the most fundamental processes in biology, as it allows to ‘read’
the genetic code stored as DNA (deoxyribonucleic acid) and translate it into pro-
teins, which will ultimately perform all functions that cells require to grow, survive
and replicate. Since the discovery of DNA by Friedrich Miescher in 1869 [1], key-
stone discoveries set the grounds for our current understanding of the way genes
are structured and their expression mechanisms. James Watson and Francis Crick
with contributions from Rosalind Franklin and Maurice Wilkins solved the DNA
structure in 1953 [2], and in 1958 Crick postulated the central dogma [3, 4] in biol-
ogy, which describes the flow of genetic information in a cell. But it was not until
1963 that the genetic code (how to ‘read’ DNA and translate it into the aminoacids
that conform the proteins) was solved by Nirenberg [5, 6]. Much time has passed
since these early studies and today we have a clearer picture of the mechanisms and
molecules involved in gene expression. This section focuses on the current under-
standing of the molecular machinery that allows bacteria, specifically Escherichia
coli, express their genes and synthesize proteins.

The first step in the synthesis of proteins is the initiation of transcription, which
is the key process undergoing regulation and is believed to be one of the major de-
terminants of gene expression levels in bacteria [7]. The central molecule involved
is the multi-subunit DNA-dependent RNA polymerase (RNAP) [8]. The RNAP is
a protein complex that consists of a core enzyme of five sub-units ββ′α2ω [9] that
is capable of binding to the DNA and initiate transcription, but not to initiate a
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2 INTRODUCTION

‘controlled’ or promoter-mediated transcription initiation (i.e. under regulation)
[10]. The sub-units involved in the binding to the DNA and the conformational
structural changes they adopt have been extensively described (see, for example,
[11, 12]). However, for the core enzyme to be able to start promoter mediated tran-
scription initiation, it must form a ‘holoenzyme’ by interacting with small sub-units
named sigma factors, σ [13]. Bacteria contain different classes of sigma factors each
allowing the regulation of a different set of genes. In Escherichia coli, seven types
of sigma factors control the response to distinct environmental stimuli [14, 15], al-
though the main factor, σ70, allows the polymerase to recognize most promoters.
Other mechanisms, such as the binding from transcription factors (TFs), also con-
tribute to the control of the specific binding of the RNAP to different promoters
and the transcription of the genes they regulate. These mechanisms are described
in more detail in the section 1.3 of this chapter.
For the recognition between the holoenzyme complex and the DNA, four sequence

elements are necessary: an UP element (at position -37 and -58 from the transcrip-
tion start site +1), the -35 element (positions -35 to - 30), the - 10 element (positions
-17 to -14) and a discrimination element (-6 to -4), all of which are recognized by
the sigma factors, excepting the UP element which interacts with the C-terminal
domains of the RNAP α subunit [10]. The activity of a promoter (i.e. gene expres-
sion level) is often determined by these elements and the ‘strength’ by which the
holoenzyme complex binds to them. A classical way in which the strength of the
binding is determined is by describing the interaction between RNAP and DNA in
terms of sequence-dependent binding energies, in which each individual nucleotide
along the binding site contributes to the total energy independently [16–18]. In
Kinney et al. 2010 [17], for example, the sequence-dependent energy binding matrix
between the σ70-RNAP complex was quantitatively estimated using a combination
of computational and experimental techniques.

An important aspect of transcription initiation is that the number of free poly-
merase molecules is limited (∼ 2000-3000 molecules per cell, depending on the
growth rate [15, 19]), as well as the supply of sigma factors. These numbers are
small compared to the number of genes a typical bacteria contains (4694 in E.coli
as documented in RegulonDB [20] at the moment), and therefore promoters must
compete in order to attract the holoenzyme complex to their sequences [21]. It has
been proposed that promoters have evolved a pick-and-mix mechanism in their se-
quences that results in different promoter hierarchies when it comes to transcription
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initiation frequencies [22, 23]. Once a RNAP-holoenzyme is bound to a promoter, an
open complex is formed in which the double stranded DNA around the transcription
start site is unwounded. This allows the synthesis of a DNA-templated RNA chain
(mRNA) in a process termed elongation. Since promoters can only be occupied by
one RNAP at a time, the transition to elongation is rate limiting. For example,
it’s been observed that RNAPs are stalled in many promoters [24]. Around 28% of
RNAPs are non-specifically bound to the DNA (sliding through the DNA in a three
dimensional space), whereas only 12% of them are free [19].
Elongation is the final stage in transcription and it is well established that its ter-

mination is critical for the generation of different functional classes of mRNA [25]. In
bacteria, two main mechanisms have been described to achieve transcription termi-
nation: intrinsic sequence elements (GC-rich followed by a T stretch [26]) that dis-
sociate the RNAP-holoenzyme complex through the formation of sequence-specific
RNA secondary structures [27, 28] and rho-dependent elements that dissociate the
complex via a RNA helicase (termed Rho) [25]. Proteins are then synthesized via
translation from the produced mRNA chains through large macromolecular com-
plexes, called ribosomes, in intervals of few seconds [29]. In [30] all components
and processes involved in translation and protein synthesis have been reviewed.
Ribosomes are typically ensemble into polysomes, which consist of two or more
ribosomes together with an average spacing of 77 nucleotides between them [29].
The polysome-ensemble allows fast production of proteins from the same mRNA
molecule, although it has been proposed that queuing and collisions can have a
detrimental effect on translation efficiency [31]. Changes in translation efficiency
(i.e. how many proteins can be synthesized from one mRNA) are determined by
various factors. The ribosomal binding site (RBS) which is placed upstream of the
translation start site is a key element for translation efficiency [32], as secondary
structures and folding of the RNA around it are known to lower translation rates
[33]. Stability of mRNA [34], translation elongation speed or codon usage [35, 36]
also influence translation efficiency. The process of synthesis terminates with one
of the three stop codons (UAG, UGA, UAA) that are recognized by release factors
(RF1 and RF2), which induce peptide release. Ribosomes are then recycled for new
rounds of synthesis [37]. Apart from transcription and translation rates, expression
levels are also influenced by the number of proteins and mRNAs present in the cell
in a given moment, which is determined by their half-lives and degradation rates.
Proteins are stable and have, typically, longer half-lives (around 20h [38]) than the
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generation time in E.coli (around 20 minutes in nutrient rich environments [39]).
Therefore, protein levels are affected by dilution from growth rather than degrada-
tion. On the contrary, mRNAs have very short half-lives (between 3 and 8 minutes
[40]) and their levels are affected by degradation processes.

In the past years, great efforts have been made in the development of experimental
quantitative techniques to measure protein and mRNA levels, as well as gene expres-
sion dynamics in bacteria [41–45]. These methods have stimulated the development
of thermodynamic and rate-equation models that aim to mathematically model the
distributions of mRNA and protein levels in individual cells [46, 47].

1.2 The importance of gene regulation

Bacteria are often exposed to drastic changes in the environment they live in. These
can comprise changes in nutrient quality or availability, temperature changes, ox-
idative stress, etc. In order to survive, it is essential for them to be able to change
their transcriptional response according to the environmental stimuli they receive
and synthesize the proteins that are important under their current circumstances.
As explained in the previous section, the number of free RNAP molecules available
for transcription is small compared to the total number of genes. It is, therefore,
essential for bacteria to have regulatory mechanisms that attract the RNAP to the
genes that need to be expressed in a given moment. In bacteria, genes are organized
in operons, allowing genes involved in a specific function to be co-regulated. The
most well studied one in E.coli is the lac operon (discovered by Jacob and Monod in
1961 [48]), which coordinates the response to the switch from glucose to lactose as
main carbon source. Gene expression adaption to environmental changes is mainly
achieved by regulating transcription initiation and, specially, by guiding the binding
of the RNAP to the promoters of the important genes in each condition. In order to
achieve this, external stimuli need to be integrated by external sensors and transmit-
ted internally by response regulators, which will modify the transcriptional response
accordingly [49]. The next section focuses on the response regulators in E.coli that
allow cells to change their transcriptional program as a response to environmental
changes.
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1.3 Escherichia coli’s regulatory network

Transcription initiation can be controlled at different levels: either by regulating the
formation of the RNAP holoenzyme complex, facilitating/impeding promoter recog-
nition by the holoenzyme or by changing a promoter’s activity [10]. The factors that
interact with the RNAP to form the holoenzyme are, mainly, the sigma factors. In
E.coli, there are seven distinct types and each guide the RNAP to different promot-
ers, constituting the simplest layer of regulation [14]. The different factors compete
with each other for free RNAP, although under most conditions, the housekeeping
factor (σ70) outcompetes the others. σ70 regulates the vast majority of promoters,
including those of all essential genes [15]. However, under specific conditions, the
level of one or the other alternative σ factor increases and displaces σ70 [21]. These
alternative factors include: σ54 (rpoN), σ38 (rpoS), σ32 (rpoH), σ28 (rpoF; fliA), σ24

(rpoE), σ19 (fecI); and they play a role in different scenarios [20]. σ38 is essential for
transcription of stationary phase and general stress genes, σ54 for the response to
nitrogen deficiency, σ32 for the heat-shock response, σ28 for flagellar and chemotaxis
genes, σ24 for genes involved in the correction of misfolded proteins that may be
caused by different stresses and σ19 is involved in the activation of the fec operon,
which regulates the expression of genes for ferric citrate transport [15]. All factors,
except σ54, share a common ancestor [50]. The best well studied example of sigma
factors exchange is between the housekeeping factor σ70 and σ38 [51] and is known to
be facilitated by small molecules (Crl, Rsd and ppGpp), which respond to changes
in cellular state [10].
There are other small factors, apart from the sigma factors, that are known to

also interact with RNAP. In E.coli, DksA stabilizes or destabilizes the RNAP-DNA
complexes in cooperation with ppGpp as a response to certain metabolic stresses
[52]. Some factors, like 6S RNA, sequester the holoenzyme complex lowering the
number of available molecules to initiate transcription [53]. Another factor, SoxS,
is known to guide the RNAP to specific promoters by preventing the holoenzyme
to interact with the promoters UP elements, but instead with Sox-box sequences
only present in the promoters of genes involved in oxidative stress [54]. Moreover,
changes in NTP levels can also modulate the activity of RNAP. This modulation
has been shown to affect genes involved in pyrimidine biosynthesis, specially [55].
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The second most important layer of regulation is achieved by transcription factors
that directly target promoter sequences and activate or repress transcription initia-
tion. Repression is mainly achieved by blocking the access of the RNAP-holoenzyme
to the -10 and -35 elements. Activation, which facilitates the recruitment of RNAP
to the promoter, is typically separated in two distinct classes: in class I activation,
the activator binds to the promoter and recruits the RNAP through protein-protein
interactions, and in class II activation, the activator binds to the -35 element and
recruits the RNAP. Another class of activation involves the binding of the regulator
to sequence elements between the -10 and -35 elements to bring them closer and
facilitate the binding of the holoenzyme [10]. It should be noted that, in fact, many
factors can act both as repressors and activators (dual factors) [20]. Transcription
factors respond to external stimuli sensed by transporters and signal transduction
mechanisms [49]. Typically, transcription factors contain two domains: one that
senses external stimuli and another that interacts with the DNA through struc-
tural motifs that recognize specific sequences (being the helix-turn-helix motif the
most common element for DNA binding in bacteria) [56]. In many cases, binding is
achieved after oligomerization of the transcription factor and bounding of an effec-
tor molecule [57]. Other strategies for transcription initiation control include: DNA
methylation by Dam, DNA supercoiling control or transient DNA inversions which
reverse the orientation of promoters [10], but they will not be discussed in the scope
of this thesis.
Transcription factors regulate more than one promoter and promoters are reg-

ulated by more than one transcription factor. Moreover, the expression of many
transcription factors is regulated by other transcription factors, as well as by them-
selves [56], generating very complex regulatory dynamics. In E.coli, seven regulatory
proteins control the expression of around 51% of all genes (CRP, FNR, IHF, Fis,
ArcA, LrP and H-NS) and their control is amplified by addition of other transcrip-
tion factors in hierarchical layers [56, 58], adding more complexity to the regulatory
interactions within the network (Figure 1.1 illustrates the hierarchical structure of
E.coli’s regulatory network). Even though E.coli’s regulatory network is complex,
it has been shown that transcription networks contain a set of recurring regulation
patterns (network motifs) from which all interactions are built on. This network
motifs have been classified in [59] and cover most of the known regulatory inter-
actions in E.coli. Extensive experimental [60–62] and computational methods [18,
63–65] have been developed to identify transcription factors binding sites in genome
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sequences and infer regulatory interactions. Every year, more and more information
is available thanks to advances in the development of these methods. Databases,
such as RegulonDB [20] or Ecocyc [66], provide curated up-to-date knowledge of
identified binding sites, as well as information on the specific roles of the different
transcription factors (activator, repressor or dual).

Figure 1.1: TF-operon network downloaded from RegulonDB [20]. Illustration of
the hierarchy structure of E.coli’s regulatory network. As cited in RegulonDB [20]: “In this
transcriptional network, the nodes represent the transcription factors (TFs) and their regulated
genes; the edges represent the relation of the transcription regulation and the arrows indicate a
relation directed from the TFs to the operons they regulate”.

A fundamental aspiration in systems biology is the development of computational
methods that will ultimately allow the prediction of gene expression levels or reg-
ulatory interactions from any given input [65]. An example of such computational
methods are simple linear models [67, 68], which can be used to infer the effect of reg-
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ulatory binding sites in the promoter sequence of different genes on their expression
level. However, a limitation for the use of these models is the lack of understand-
ing of how some of the regulatory interactions act in vivo. At the moment, there
are roughly 215 transcription factors, 3355 regulatory interactions and 4694 genes
annotated in RegulonDB [20] for E.coli. Nevertheless, more than half of the genes
do not contain any regulatory annotations, implying that there is an underestima-
tion of all possible regulatory interactions in E.coli’s genome. Moreover, recent
studies also seem to indicate that our current understanding of E.coli’s regulatory
network is not enough to explain experimentally measured gene expression levels
[69]. Although recent efforts have been made in trying to experimentally quantify
the levels of different transcription factors across different conditions [43, 70] and
their genome-wide binding sites (both computationally and experimentally [18, 61],
to cite some examples), there might be major challenges in accurately doing so. One
of these challenges is the fact that for many of the different transcription factors we
do not really know in which conditions they may be active or bound to the genes
they regulate.

1.4 Noise in gene expression

In an ideal world, organisms would be able to precisely regulate the levels of gene
expression required at any given time and in any given condition. Being able to do so
would, nevertheless, require having a large arsenal of diverse molecular machineries
for each possible condition. This is of course impossible, as genome sizes are limited
and the energetic cost of maintaining the different machineries would be too high
and detrimental for an organism fitness. It is since long known now that gene
expression is highly stochastic (i.e. noisy), implying that identical cells growing
in homogeneous environments will show cell-to-cell differences in gene expression
levels [71, 72]. These differences arise from the inherent randomness and the low
copy numbers associated to the molecules involved in gene expression, unavoidably
limiting its precision [73]. Noise in gene expression has been proposed to help
organisms display a variety of responses in different environments without the cost of
having to express, in each environment, the precise molecular response to it [74–76].
This section focuses on the current understanding of the origins of gene expression
noise and its functional role.
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The first quantitative experimental measurements of gene expression fluctuations
across single-cells by the seminal work of [77] and [78] led to the development of a
new field in which researchers have combined experimental and theoretical efforts
to disentangle the origins and consequences of gene expression noise [79–81]. Since
then, it has been now experimentally [77], and theoretically [82] proved that varia-
tions in mRNA and protein levels arise from two independent noise sources: intrinsic
and extrinsic; both appearing across different taxa [41, 79, 83–86]. Intrinsic noise,
which is the result of the inherent stochasticity of the molecules involved in gene
expression, can be modelled by assuming Poissonian statistics in transcription and
translation rates (i.e. constant rates of expression), where the squared of coefficient
of variation in protein levels (CV 2 = σ2

p

µ2
p
) scales with 1

µp
[41, 87]. This model of gene

expression, however, is able to explain noise levels of low expressed genes only (<10
protein molecules per cell, according to [41]). The deviations in CV 2 that highly
expressed (>10 protein molecules per cell [41]) genes show, which scale with the
square of the mean, are more consistent with a model in which promoters switch
between on and off states in stochastic bursts [45, 88, 89]. Extrinsic noise sources,
such as cell-to-cell differences in copy numbers of the different molecules involved in
expression (transcription factors, ribosomes, polymerases, etc.), cell cycle dependent
changes or changes in DNA supercoiling have been attributed to affect the frequency
of bursts between different cells [45, 90–94]. However, making a clear distinction be-
tween all possible extrinsic noise sources remains challenging, mainly due to the
difficulty in isolating each of them from each other. Although both scaling entities
will contribute to some degree to the noise of promoters expressing at different lev-
els, there is now clear evidence that different genes exhibit different levels of gene
expression noise and that theses differences are to some extent highly dependent on
the specific features of their promoter sequences [90, 95–98], implying that noise is
an evolvable trait. If noise is subject to selection, what determines the noise level
of a promoter and how is it exploited by natural selection?

Noise has been classically seen as an undesirable effect of gene regulation, with
some studies arguing that natural selection may have acted to minimize noise levels
[99–101]. In E.coli, for example, essential genes tend to have lower noise levels
[95]. Still, there is now increasing experimental [74, 102–104] and theoretical [75,
76, 96] evidence showing that noise is another mechanism by which phenotypic
variability can arise across genetically identical individuals, increasing the chances
of survival under fluctuating environments via ‘bet-hedging’ or division of labor.
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This functional role is, thus, favorable for positive selection. In a recent study, a set
of synthetic E.coli promoters were evolved de novo based on their mean, but not
noise properties [96]. Surprisingly, all evolved sequences showed noise levels close to
the minimal noise displayed by some native promoters, implying that low noise is
the default state of promoters and that high noise promoters have been positively
selected by natural selection.

1.5 The relationship between gene regulation and
noise

Strikingly, in the same study, it was also shown that the major feature of native
high noise promoters in E.coli is that they are highly regulated (i.e. contain a
large number of binding sites for known transcription factors in their promoter
sequences). The observed link between regulation and noise was argued to emerge
from noise propagation from the transcription factors to the genes they regulate
[96]. Since transcription factors are themselves subject to experience noise (e.g.
through cell-to-cell differences in copy numbers [105] or binding dynamics [86, 97,
106]), their noise will unavoidably be transmitted through the regulatory cascade
to their targets [107]. Moreover, noise propagation also implies that noise is highly
condition-dependent, as transcription factors will also likely change their noise levels
in different conditions. In the context of a general theory, it was proposed that noise
propagation may have promoted the evolution of early regulatory mechanisms from
states without regulation [96]. The theory predicts that, whenever an unregulated
promoter couples to a transcription factor, both its mean and noise will become
correlated with the mean activity and noise of the transcription factor in a condition-
dependent manner. In the study, they investigated how the mean condition-response
and noise propagation coupling affected fitness. It was found that coupling to a
noisy regulator can improve fitness whenever regulation is imprecise, as some genes
will benefit from its noise propagation. Under some circumstances, the coupling
may even be more beneficial than evolving a highly precise regulation, what may
result in positive selection to keep certain transcription factor’s noise levels relatively
high. However, to what extent noise propagation is shaping condition-dependent
genome-wide noise levels, and which transcription factors are most responsible of
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noise propagation across different conditions in E.coli’s regulatory network remains
largely unknown.

1.5.1 Noise propagation in regulatory networks

Considering the complexity of E.coli’s regulatory network (Section 1.3), noise prop-
agation from transcription factors is likely playing an important role in shaping
genome-wide noise levels. For example, the fact that co-regulated genes show cor-
related gene expression fluctuations in yeast [108], demonstrates that noise prop-
agation is an important source of variability. It has also been established that
transcription factor binding and unbinding constitutes another important source of
variability in eukaryotes [86, 97, 106]. The seminal work of Pedraza et al. 2005 [109],
where the expression of each gene of a synthetic regulatory cascade was monitored
in single-cells in E.coli, demonstrated that fluctuations in the expression of one gene
will affect the noise levels of all the other downstream genes as a consequence of noise
propagating through the regulatory cascade. Growth, for example, has also been
shown to be affected by noise propagation, as fluctuations in growth rate have been
linked to fluctuations in the concentration of metabolic enzymes across single-cells
in E.coli [110]. There has been extensive theoretical work analyzing how noise can
be propagated through regulatory networks [107, 111]. Notably, it has been mathe-
matically proved that there are fundamental molecular constraints in the ability to
suppress noise propagation in genetic networks as the amount of proteins required
to reduce it are very large [112]. Experimentally, it has been measured that in
synthetic regulatory networks, long regulatory cascades tend to amplify noise [113].
The amount of noise that will be propagated by a network is, also, strongly depen-
dent on its topology: positive regulatory feedback loops allow better noise buffering
[114] than negative feedback loops [115]. Some topologies favour noise propaga-
tion to happen through the entire network, while others use molecular circuits to
‘isolate’ the effects of noise propagation in sub-networks [116]. Other theoretical
studies have also investigated how noise propagation can help revealing underlying
regulation structures and dynamics [117, 118]. From a functional perspective, it
has been proposed that noise propagation through regulatory networks could, for
example, lead to differentiate states within homogeneous populations (such as the
well known two stable states in bacteria) via feedback loops or excitable systems
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[119] or, as previously discussed, serve as a rudimentary strategy for the evolution
of gene regulation from states without regulation [96].

1.6 Outline of the thesis

The work presented in this thesis explores the interplay between gene regulation
and gene expression noise. The main hypothesis the thesis is based on is that noise
propagation from transcription factors is a major source of noise explaining elevated
noise levels in E.coli’s promoters, and that it is highly condition-dependent. The
hypothesis is supported by evidence discussed in the previous sections, however, it
has not yet been systematically investigated. The main predictions of the noise
propagation hypothesis are: a) that highly regulated promoters will tend to be
more noisy, independently of the condition they are growing in, b) that individual
promoters will change their noise across different conditions, as a result of condition-
dependent noise propagation, and c) that the noise of a promoter can be explained by
its regulatory inputs. To test the noise propagation hypothesis, we’ve investigated
the following key questions during my PhD: How do individual genes in E.coli change
their noise levels in different conditions? Do individual genes display a certain noise
level by default across all conditions or do they change their noise, as a result of
noise propagation being highly condition-dependent? Does the previously observed
general association between high noise and regulation by transcription factors [96]
hold in different conditions? If so, which transcription factors are most responsible
for noise propagation in different conditions? And, finally, what is the default noise
level of genes that are not regulated and express with different means in different
conditions? Do they show systematic changes in noise across the conditions?

In Chapter 2, the systematic study of single-cell noise properties using flow cytom-
etry of a high fraction of native E.coli promoters is described in a set of 8 conditions.
Strong evidence for a general association between noise and regulation is presented.
As predicted, a strong positive correlation between high noise promoters and those
that contain a large number of regulatory sites is observed in all conditions, but indi-
vidual promoters show complex behaviours in terms of changes in their noise levels.
The condition-dependent noise level of each promoter is then modelled in terms of
regulatory binding sites and noise propagation strengths of the transcription factors
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that regulate them. The computational approach used [68], has already been suc-
cessfully employed to identify key regulators driving gene expression in mammalian
cells [67] and here, it is extended for the first time to identify key transcription fac-
tors driving gene expression fluctuations (i.e. ‘noisy’ transcription factors) in specific
conditions and on average in all 8 conditions. A genome-wide correlation between
sequence and expression properties is uncovered, in which E.coli genes are organized
along two principal axes: one sorting genes by mean expression and a second one by
noise properties. Finally, data showing that slow growth conditions tend to display
overall increased noise levels than fast growth conditions is presented, suggesting
that growth rate sets a minimal noise level which all promoters will display ‘by
default’.

In Chapter 3, the dependency between mean expression and transcriptional noise
across different conditions is analyzed in a set of constitutive synthetic and native
promoters expressing at different levels. Studying constitutive promoters is relevant,
as it allows to quantify the ‘default’ effect of general extrinsic sources to their noise
and mean levels. Physiological variations due to environmental changes are known
to affect these sources in different ways [120, 121], which will affect the expression
dynamics of constitutive promoters. Understanding how unregulated promoters re-
spond in mean and noise to these changes can help in disentangling the specific effects
of noise propagation from regulation on noise from more general physiological ef-
fects. Two independent high-throughput methods are employed: flow cytometry, as
in Chapter 2, and a custom developed microscopy method that uses convolutional
neural networks for image analysis. Both approaches confirmed that unregulated
promoters are among the lowest noise promoters in E.coli. All exhibit no deviations
from a minimal noise floor, likely arising from general condition-dependent extrinsic
noise sources that affect all promoters by the same amount. Remarkably, measure-
ments done using microscopy do not show a lower bound on variance as a function
of mean that measurements using flow cytometry do, indicating that flow cytome-
ters introduce a non-negligible shot-noise component affecting variance estimations
[122].

Both chapters are presented as individual stand-alone publications, with some
cross-references between them.
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16 QUANTIFYING NOISE PROPAGATION

2.1 Abstract

Although it is well appreciated that gene expression is inherently noisy and that
transcriptional noise is encoded in a promoter’s sequence, little is known about
how promoters vary their transcriptional noise across growth conditions. Using flow
cytometry we have quantified transcriptional noise genome-wide across 8 growth
conditions in Escherichia coli, and find that noise and gene regulation are intimately
coupled. Apart from a growth-rate dependent lower bound on noise, we find that
individual promoters show highly condition-dependent noise levels and that this
condition-dependent expression noise is shaped by noise propagation from regulators
to their targets. A simple model of noise propagation identifies transcription factors
that most contribute to noise propagation in specific and across all measured growth
conditions. The set of regulators that appear to consistently contribute to noise
propagation across all environments include H.NS, Sigma38, CRP, PhoB, GadX
and GadW. Moreover, the overall correlation structure of sequence and expression
properties of E. coli genes uncovers that genes are organized along two principal axes,
with the first axis sorting genes by their mean expression and evolutionary rate of
their coding regions, and the second axis sorting genes by their expression noise, the
number of regulatory inputs in their promoter, and their expression plasticity. This
study provides the first systematic investigation of genome-wide noise properties
across several growth conditions and demonstrates that noise propagation is the
main mechanism underlying the tight coupling between gene expression noise and
gene regulation.

2.2 Introduction

It is well established that isogenic cells growing in homogeneous environments show
cell-to-cell fluctuations in gene expression [77]. This is not surprising from a biophys-
ical point of view due to the small number of molecules involved in these reactions
and their inherent stochasticity [73]. Since the first experimental observation of
expression heterogeneity in 1957 by Novick and Weiner [71], seminal studies both
theoretically and experimentally have shed light upon the mechanisms by which
gene expression noise arises and its consequences for cellular physiology and sur-
vival (see, for example, [79, 80]). These studies have linked this heterogeneity to
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various sources including transcriptional and translational regulation [78, 89, 106],
chromatin state [98, 123, 124], promoter architecture [90, 97] or cellular growth [125,
126], among others.
In bacteria, several researchers have proved that different genes exhibit various

levels of expression noise [41, 90, 95, 96] and that part of these differences are to
some extent encoded in their promoter sequence. The role natural selection may
have had in shaping noise levels across different genes is an ongoing field of research
with some researchers arguing that expression noise has been minimized to ensure
optimal cell functioning [101] and others, that under fluctuating environments noise
has been positively selected as a bet-hedging strategy [75, 127].
A recent study in our group showed that in Escherichia coli genes with high noise

levels correspond to those that are highly regulated (i.e. contain a large number
of regulatory binding sites in their promoters) [96], suggesting that part of their
noise is coming from noise propagation of their corresponding transcription factors.
Noise propagation in biological networks is a well established phenomenon [107, 109,
111, 114, 115] and it has been theoretically proved that molecular control needed to
suppress it is limited [112]. E.coli’s regulatory network is large and complex, with
215 transcription factors and 3355 regulatory interactions documented in Regulon
DB [20] that can give rise to a mixture of simple regulatory mechanisms (e.g. neg-
ative and positive regulation) and feed-forward loops which generate more complex
regulation processes [59]. This complexity entails that noise propagation as a con-
sequence of regulation should be considered an important source of gene expression
variability. In eukaryotes, for example, it has been demonstrated that transcription
factor binding and unbinding amplifies transcriptional noise [86, 97, 106] and that
co-regulated genes show correlated gene expression fluctuations [108].
Under a noise propagation scenario, optimal gene regulation will only be achieved

if transcription factors activity adapt perfectly to each environment and show low
expression variability themselves. On the other hand transcription factor fluctua-
tions, which can arise from either the difference in their concentration among single
cells [105] or their bound/unbound dynamics [86, 90, 97, 106], will unavoidably be
transmitted to the genes they regulate. In turn, increasing expression noise as a
function of their noise propagation strength (i.e. what fraction of a promoter noise
can be explained by it). Therefore, a gene that is regulated by many transcription
factors will respond to many noise sources and will with a higher probability see its
variability increased.
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As the variability of individual transcription factors is likely to change across
environments [43], noise propagation should be considered a condition-dependent
mechanism. Following this assumption all targets of a given transcription factor
will exhibit noisier gene expression in a condition where its activity is variable and
its noise propagation is strong, while in a different condition their noise may be lower
or uncorrelated, as the transcription factor displays a less variable activity across
individual cells. This will result in a large noise plasticity between conditions across
its targets (Figure 2.1). However, so far there has been no systematic investigation
into how the noise properties of genes in E. coli vary across conditions.
We here systematically quantify how genome-wide gene expression noise in E. coli

varies across conditions by using flow cytometry in combination with a library of
fluorescent transcriptional reporters [128] in 8 different growth conditions, including
different nutrients, stresses, and in stationary phase. We investigate how global
noise properties vary across conditions and quantify noise propagation by modeling
the condition-dependent transcriptional noise of each gene in terms of annotated
regulatory inputs in their promoters. Using this modeling we infer which TFs are
contributing most to expression noise in each condition, and identify several TFs that
consistently contribute to noise propagation in all growth conditions. Our analysis
shows that gene expression noise and gene regulation are intimately coupled. In
particular, the number of regulatory inputs of a gene, its expression plasticity, its
gene expression noise, and also the plasticity in its gene expression noise, are all
highly positively correlated.

2.3 Results

Understanding how noise propagation from TFs shapes patterns of gene expression
noise is experimentally challenging as it is difficult to manipulate the activity of
TFs in a predictable way. However, since the state of gene regulatory networks is
known to change between conditions, TFs activity must vary in different conditions.
Therefore, if noise propagation is a key determinant of gene expression noise, we
expect noise levels across different conditions to exhibit certain general features, as
illustrated in Figure 2.1.
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Figure 2.1: Condition-dependent noise propagation. One mechanism by which noise prop-
agation can arise is from heterogeneous expression of transcription factors. A: Two independent
transcription factors (TF) represented each by an orange and a blue dot show differential single-cell
expression distributions across two conditions. TF1 (blue dots) is homogeneously expressed in con-
dition 1, but not in condition 2, whereas TF2 (orange dots) shows the opposite behaviour. B: As
noise propagation is a condition-dependent mechanism, in the condition where a given transcrip-
tion displays a heterogeneous expression, its targets will also show increased variability. If now, in
a different condition its expression is more homogeneous, its targets will also show a decrease in
variability. As shown in the illustration, since TF2 is noisier than TF1 in condition 1, its targets
show also higher noise than those of TF1, whereas in condition 2 the opposite occurs. C: Given the
condition-dependent nature of noise propagation, regulated promoters will show larger plasticity in
noise across conditions than constitutive ones, as the latter are not affected by condition-dependent
noise propagation. Here we define noise plasticity as the variance of relative noise levels of a given
promoter across conditions.

Let’s consider a simple case scenario where two individual transcription factors
show variable activities between cells and between conditions (Figure 2.1A). If in
a given condition (condition 1, Figure 2.1A, dark grey panel), transcription fac-
tor 1 shows little variation in activity compared to transcription factor 2; due to
unavoidable noise propagation, targets of transcription factor 2 will show higher
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variability than those regulated by transcription factor 1 (Figure 2.1B, dark grey
panel). Now, if in a different condition (Condition 2, Figure 2.1A, light grey panel),
the heterogeneity of the transcription factor activities is reversed and transcription
factor 1 shows larger variability in activity, its targets will be noisier than those of
transcription factor 2 (Figure 2.1B, light grey panel) in the new condition. This
condition-dependent noise propagation entails that highly regulated promoters will
display larger noise plasticity across conditions (Figure 2.1C, green line) than un-
regulated ones, as the latter are not affected by noise propagation coming from
regulation (Figure 2.1C, red line).
To prove this assumption we measured a fluorescent library comprising about 75%

of all native E.coli promoters [128] under a set of 8 different conditions (Figure 2.2A).
The library consists of each intergenic region inserted upstream a strong ribosomal
binding site and a fast-folding GFP in a low copy plasmid and has already been
extensively used to study noise properties in E.coli [95, 96, 129]. By using this
library we were able to measure differences in protein levels across promoters, which
we believe to originate mostly from changes in transcriptional regulation, as the
mRNAs of the different reporters are almost identical.
The conditions were chosen to span a wide range of growth rates and maximize di-

versity in regulatory states (Figure 2.2B; Supplementary Figure S2.1). They consist
of M9 minimal media with three different carbon sources (0.2% glucose, 0.2% glyc-
erol and 0.2% lactose), two stresses (sub-MIC antibiotic: Ciprofloxacin 1.5 ng/ml +
0.2% glucose and osmotic: 0.4M NaCl + 0.2% glucose), two time points in station-
ary phase (16h and 30h of growth in 0.2% glucose) and a MOPS based synthetic
rich media that contains all necessary metabolites (supplied with 0.2% glucose, Sup-
plementary Table S2.1). Cell sizes changed accordingly with the growth rate (Sup-
plementary Figure S2.2; Supplementary Figure S2.3) [130].
In each of these conditions, we measured GFP levels of single-cells during mid

exponential growth (except in both stationary phases) using high-throughput flow
cytometry (Figure 2.2A; Supplementary Table S2.1; Supplementary Figure S2.1).
We characterized each promoter by its mean and variance in log-fluorescence with a
method that identifies debris as outliers in the forward and side scattering and fits the
log-fluorescence distribution of the remaining cells with a mixture of a Gaussian and
a uniform distribution to further remove possible outliers (e.g. contaminants, non-
growing cells) [122]. Noise propagation can arise from two main mechanisms, which
are in turn binding/unbinding dynamics or fluctuations in single-cell concentrations
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(Figure 2.1A). However, given our experimental setup we do not distinguish in which
regime of noise propagation the cells are.
We found the measurements to be highly reproducible between replicates mea-

sured in different days (Supplementary Figure S2.4). Moreover, we performed a
time-course experiment in one of the conditions to determine whether the estimates
of gene expression noise were dominated by systematic measurement variations in-
troduced by the experimental setup (Supplementary Figure S2.5; Supplementary
Figure S2.6). During the time-course experiment, we measured GFP levels at dif-
ferent time-points of 95 individual strains growing in bulk and found that the corre-
lation between consecutive time-points both for the mean and variance was higher
than the correlation between replicates measured in different days. This indicates
that the differences we observed among replicates mainly reflect biological variability
and not technical measurement errors produced by the flow cytometer, validating
our estimations.
Figure 2.2B shows the variance as a function of mean for each promoter measured

in M9 minimal media + 0.2% lactose (see Supplementary Figure S2.7 for all con-
ditions). Note that the variance in log-fluorescence is equal to the square of the
coefficient of variation (CV 2) whenever fluctuations are small relative to the mean
[96]. This approximation applies in our data, as the majority of promoters (∼75%
across all conditions) have a variance smaller than 0.3 (Supplementary Figure S2.7).
As it has been observed in previous studies [41, 85, 86, 96] there is a clear lower

bound on noise as a function of the mean expression level of the promoter (Fig-
ure 2.2B). As explained in the Material and Methods section, we have previously
shown [96] that the functional form of the noise floor, equation (2.3), can be de-
rived assuming that GFP variance is the sum of two terms: one ‘multiplicative’
contribution with variance proportional to the square of the mean expression, and
one ‘Poissonian’ contribution with variance proportional to mean expression. The
former term, whose magnitude we denote by ac corresponds to the minimal vari-
ance of very high expressed promoters and likely results from global fluctuations in
transcription, translation, mRNA decay, and growth [41, 77]. This term is often re-
ferred to as an ‘extrinsic noise’ contribution. The latter term, whose magnitude we
denote by bc and is often referred to as the ‘intrinsic noise’ term, could in principle
derive from intrinsic expression noise whose magnitude scales proportional to mean
expression [41, 131]. However, by comparing microscopy and flow cytometry mea-
surements we have recently shown that, at these expression levels, the component bc
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Figure 2.2: Expression noise of native E. coli promoters under different growth con-
ditions. A: For each growth condition and E. coli promoter, we used flow cytometry to measure
the distribution of GFP levels across single cells of the corresponding fluorescent reporter. The 8
growth conditions comprised synthetic rich media, minimal media with different carbon sources,
an osmotic and DNA damage stress, and two time points in stationary phase. B: Mean (x-axis)
and variance (y-axis) of log GFP levels for all promoters with expression above a background level
for growth in M9 0.2% lactose (see Supplementary Figure S2.7 for results in all conditions). The
blue line shows the fitted minimal variance as a function of mean expression and the corresponding
minimal extrinsic noise ac is indicated with an arrow. The insets show distributions of log-GFP
levels for two example promoters. C: Minimal extrinsic noise ac as a function of the growth rate
in the respective condition (stationary phase at 30h not shown). The line indicates a linear fit
(0.95 confidence interval in grey) and annotated is the R2 Pearson correlation coefficient. D: To
compare noise of promoters with different means, we defined the noise level of a promoter as the
difference between its variance and the fitted minimal variance at its mean expression. Shown are
noise levels versus mean for promoters in M9 0.2% lactose. E: Noise distributions of the full library
in each of the measured conditions. The horizontal lines indicate the medians. The vertical scale
is clipped at 0.35 for better visibility (Supplementary Figure S2.8 has the full distributions).
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derives almost entirely from the measurement noise of the flow cytometer [122]. As
shown in Supplementary Figure S2.7, the same functional form describes the noise
floor in all conditions and we estimated the noise floor ac at high expression in each
condition.
Remarkably, we observed that the noise floor ac is an almost perfectly decreas-

ing linear function of growth-rate (R2 = 0.96, Figure 2.2C). Thus, the slower cells
grow, the higher the minimal cell-to-cell variability in gene expression. A simi-
lar anti-correlation between noise and growth-rate has been previously observed
in eukaryotes, but was proposed to derive from heterogeneity in cell cycle stage
[126]. However, our results show that this general anti-correlation between noise
and growth-rate also occurs in prokaryotes that do not have analogous cell cycle
stages.
In order to have a noise measure for each gene that does not systematically depend

on its mean expression, we defined the noise Npc of promoter p in condition c as
the difference between its variance in log-fluorescence and the minimal variance at
its mean expression level (Materials and Methods equation (2.4) and Figure 2.2D).
Figure 2.2E shows the distribution of noise levels Npc in each of the conditions,
sorted from high to low growth-rate. We see that not only the noise floor, but also
the distribution of noise on levels on top of this noise floor vary substantially across
conditions. Moreover, like the noise floor, both the median of the noise levels Npc

as well as the variability in noise levels increase as the growth-rate decreases, e.g.
the noise levels are lowest in synthetic rich conditions (p = 3 × 10−30, Wilcoxon
rank-sum test) and highest at 30h of stationary phase (p = 5 × 10−68, Wilcoxon
rank sum test). That is, not only do minimal noise levels increase as growth-rate
decreases, the variability in noise levels across genes increases as well. The only
exception to this general trend is the osmotic stress condition M9 + 0.4M NaCl,
which has relatively low variability in noise levels Npc compared to other conditions
with similar growth-rate (Figure 2.2E), even though its noise floor is not deviating
from the general dependence on growth-rate. These results show that growth-rate,
and more generally the physiological state of the cell determines the distribution
of noise levels. However, in this work we will focus on how the relative levels of
different promoters vary across conditions.
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Figure 2.3: Individual promoters show diverse patterns of changes in expression noise
across conditions. Each panel shows the noise as a function of mean across conditions (different
colors) for an individual promoter (in each panel the name of the immediately downstream gene
is annotated). Error bars denote standard-errors of the estimates. Each of the 4 pairs of panels
indicate different examples of behavior in mean and noise across conditions, as described on top
of each pair of panels.

If changes in noise levels across conditions were mostly driven by the overall phys-
iology of the cells, then we would expect different genes to exhibit coherent changes
in noise across conditions. For example, noise levels might rescale across conditions
as a function of the mean expression of the gene in the condition. In contrast,
we observe that different promoters show highly diverse changes in their noise levels
across conditions (Figure 2.3). Some promoters show consistently low noise at either
low or high mean expression (Figure 2.3A and B), some promoters show consistently
high noise that also strongly varies across conditions in a manner not correlated with
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mean expression (Figure 2.3C and D), some promoters show only plasticity in mean
(Figure 2.3E) or only plasticity in noise (Figure 2.3F), but many other patterns of
behavior were observed. For example, there are also promoters that show only low
noise when the promoter has high mean (Figure 2.3G), or only low noise when the
promoter has low mean (Figure 2.3H).
The growth media was not a predictor of how individual genes were going to

change their mean and noise. For example, while overall the whole library is shifted
towards lower noises in synthetic rich, individual genes can show higher noise in this
condition compared to other conditions (e.g. Figure 2.3A, E, and G). We highlighted
this particular condition as an example, but the same principle can be extrapolated
to others. These observations indicate that global changes in the cell physiology or
in the expression level only cannot explain how the noise of a promoter varies across
conditions. This implies that there is a promoter specific source of noise shaping
gene expression variability across the environments.
To confirm whether noise propagation coming from regulation could explain part

of their additional variance, we investigated if previously reported noise propagation
features still applied in our data. In particular, it has been demonstrated that there
is a correlation between high noise and large number of regulatory binding sites.
Applying a similar analysis as in Wolf et al. 2015 [96], we found that this relationship
still holds in all 8 conditions (Figure 2.4A; Supplementary Figure S2.9; Material and
Methods), confirming the hypothesis that transcription factor regulation constitutes
a significant source of noise.
Under a condition-dependent noise propagation scenario (Figure 2.1C), as the

noise propagation strength of individual factors is likely to change between environ-
ments, highly regulated promoters will display higher plasticity in noise between con-
ditions than constitutive ones. In Figure 2.4B we show that, as expected, highly reg-
ulated promoters showed increased noise plasticity compared to non-regulated ones,
supporting the condition-dependent nature of noise propagation (p < 3.7 × 10−10,
two-sided Welch’s t-test).
The presented data clearly demonstrates the strong association between noise and

regulation. The fact that high noise promoters show high noise plasticity between
conditions, indicates that the noise propagation strength of the individual transcrip-
tion factors varies across conditions and therefore, their noises are being transmitted
accordingly to their targets.
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Figure 2.4: Condition-dependent noise propagation features. A: There is a positive
association between number of regulatory inputs and noise level. We sorted promoters by their
average noise N̄p across the 8 conditions and calculated the mean (y-axis) and standard error (grey
area) of the average number of known unique regulatory inputs of all promoters with noise above
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plasticity than unregulated ones. Shown is the cumulative distribution of the variance in noise of
each promoter across the 8 conditions for promoters without known regulatory interactions (blue),
1 or 2 known regulators (yellow), and 3 or more known regulators (red).

If noise propagation is a key determinant of the condition-dependent changes in
the noise levels of promoters, then it should be possible to explain some of these
changes in terms of the regulatory sites occurring in the promoter sequences. We
have previously developed a model, called Motif Activity Response Analysis [67, 68]
that models gene expression patterns in terms of computationally predicted regula-
tory sites in promoters genome-wide and ‘activities’ of regulatory motifs. Here we
adapted this approach to model the condition-dependent noise levels of promoters in
terms of known regulatory inputs and ‘noise propagating activities’ of regulators. In
particular, we model the noise Npc of each promoter p in each condition c as a linear
function of its known regulatory inputs Spr, and the unknown noise propagating
activities Arc of each regulator r in each condition c:

(Npc − N̄c) = ε+
∑
r

(Spr − S̄r)Arc, (2.1)

where N̄c is the average noise level of all promoters in condition c, ε is a noise term
that is assumed Gaussian distributed with mean 0 and unknown variance. We used
the RegulonDB database [20] to set a binary matrix of known regulatory inputs, i.e.
Spr is 1 when promoter p is known to be regulated by TF r and 0 otherwise. In
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noise-propagators (with Ār > δĀr), sorted by significance (z̄r, x-axis), that consistently contribute
to explain noise levels in all 8 conditions. D: Condition-dependent noise propagation strengths
(Arc) and error bars (δArc) of the strongest 6 noise propagators. The dashed blue line indicates
the average noise propagation strength, Ārc.
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addition S̄r is the average of Spr across all promoters, i.e. the fraction of promoters
targeted by regulator r.
For each condition c we infer the noise propagating activities Arc by fitting the

model (2.1) using a Gaussian prior of the activities Arc to avoid overfitting, which
allows us to calculate a full posterior probability distribution over the activities Arc
[68]. It should be noted that this extremely simple linear model of course only
provides a caricature of the complex interactions between TFs and promoters, i.e.
we ignore the number, positioning, and affinities of the binding sites, the poten-
tial interactions between binding sites for different TFs, the non-linear dependence
on TF concentrations, and so on. We thus do not expect that this simple model
will accurately predict the expression noise of each promoter across the conditions.
Rather, the main aim is to test whether noise propagation can explain a significant
fraction of the variation in noise levels across promoters, and to identify which TFs
are most responsible for noise propagation in each condition.
As shown in Figure 2.5A (grey bars), a substantial fraction of the variance in noise

levels in each condition, i.e. between 9% and 29%, can be explained by the simple
model of equation (2.1). To confirm the significance of these fits we fitted the same
model to data in which rows of the noise matrix Npc were randomly shuffled, i.e.
the association between regulatory inputs and noise levels were randomized, and
observed that the fraction of explained variance on the randomized data was always
much lower (Figure 2.5A, yellow bars). By running the model assigning different
values of the Gaussian prior manually (in the range of the optimal one), we found
the inference to be almost identical in all conditions (Supplementary Figure S2.12)
Apart from estimating the noise propagating activities Arc of each regulator r in

each condition c, the model (2.1) calculates an error bar δArc for each of these activ-
ities and Supplementary Figure S2.10 shows, for each condition, all TFs for which
the noise propagating activity was larger than its error-bar, i.e. Arc > δArc. We first
focused on TFs that contributed to noise-propagation in a highly condition-specific
manner. As shown in Figure 2.5B, there were 5 TFs that had significant noise
propagating activity in only 1 condition. For example, the TF LexA contributed to
noise propagation only in the sub-MIC ciprofloxacin condition. LexA is a repres-
sor of the SOS response genes which responds to DNA damage by auto-cleaving in
recA polymers that form on DNA double-strand breaks [132]. Indeed, it is known
ciprofloxacin can induce DNA damage and induce the SOS response [133]. In par-
ticular, since we employed ciprofloxacin at a concentration well below the minimal
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inhibitory concentration, DNA damage likely only occurred in a subset of the cells,
leading to heterogeneity in lexA activity across the cells. A second example of a
condition-specific noise propagating TF is ArcA, whose activity was only significant
in M9 + 0.4M NaCl. ArcA is a general regulator that controls the aerobic/anaerobic
expression of respiratory proteins and diverges metabolism into fermentation [134].
It is known that under salt stress major adaptations in metabolism occur and fer-
mentation products increase [135], which is consistent with heterogeneous activity of
ArcA across these conditions. Third, we found that FlhDC, the master regulator of
the flagellar biosynthesis [136], was contributing to noise propagation only in early
stationary phase, i.e after 16h of growth in 0.2% glucose. It is known that flagel-
lar synthesis has a peak in expression during late exponential phase and decreases
shortly after entry in stationary phase [137]. Since the 16h condition is a transition
between late exponential growth and entry into stationary phase, it seems plausible
that some cells had entered growth arrest and were no longer expressing compo-
nents of the flagellar machinery, while others had not yet transitioned. Fourth, the
TF CytR was found to contribute to noise propagation in late stationary phase.
CytR regulates genes involved in nucleoside uptake and utilization [138] and it was
recently found that mutations in CytR have a fitness advantage during long term
stationary phase [139], which was hypothesized to result from an increased ability
to import and use nucleosides that occur in the stationary phase environment due
to cell death. Heterogeneity in CytR activation late in stationary phase is consistent
with this functional role. Finally, the TF Fur, which regulates genes involved in iron
homeostasis [140], had significant noise propagating activity only in the M9 + 0.2%
lactose condition. In contrast to the other four cases, we do not have a concrete bi-
ological hypothesis for which Fur activity might be especially heterogeneous during
growth on lactose.
In addition to these condition-specific noise propagators, it is noteworthy that

many of the most significant noise propagators were found in multiple conditions
(Supplementary Figure S2.10). To identify regulators that were consistently con-
tributing to noise propagation in all conditions we calculated, for each regulator r,
its average noise propagating activity Ār averaged over all conditions (Figure 2.5C
and Figure 2.5D and Material and Methods). The most significant noise propagating
factor was H.NS, a general transcriptional repressor that regulates around 5% of all
E.coli promoters. It belongs to the family of ’nucleoid associated’ proteins, acting
as a histone-like molecule, by binding to curved DNA and inhibiting transcription
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[141]. It is noteworthy that, in eukaryotes, histone positioning plays an important
role in determining noise levels [123, 124], although the gene regulatory mechanisms
are too different between prokaroytes and eukaryotes to imply a direct mechanistic
link between these observations.
The second most significant noise propagating TF is Sigma38(rpoS), which is

considered the central regulator of gene expression in stationary phase and under
environmental stress, as it interacts with the RNA polymerase and activates genes
involved in the overall stress response and genes required to survive long periods of
food starvation and growth arrest [142, 143]. It has been established that, in contrast
to rich media, rpoS levels in minimal media (the basis in 7 of our 8 conditions) are
also high during exponential phase, although the molecular mechanisms behind these
differences in rpoS activity are unclear [144]. Interestingly, it has been reported that
in a mutant strain unable to produce ppGpp, noise levels in a set of synthetic genes
were significantly reduced in stationary phase compared to a WT strain [145]. This
observation is in line with the prediction of Sigma38 playing an important role in
shaping genome-wide expression noise, as ppGpp is an ’alarmone’ responsible for
regulating genes upon entry into stationary phase [146] and promoters regulated by
Sigma38 require ppGpp for induction [147]. Moreover, it was recently shown that
rpoS activity is heterogeneous among single cells in M9 glucose [103].
Two further significant noise propagators are CRP and PhoB. CRP is a global

regulator of genes involved in carbon source catabolism and its activity has been
proposed to reflect carbon source influx [148]. PhoB regulates the response to in-
organic phosphate (Pi) starvation and binds to the DNA as a dimer after being
phosphorylated by a histidine kinase (PhoR) under Pi limited conditions [149]. We
hypothesize that, in our growth conditions, both carbon source influx and Pi con-
centration are sufficiently limiting that there are significant cell-to-cell fluctuations,
leading to fluctuations in the activities of CRP and PhoB. We also note that it
has previously been observed that promoters associated with carbon metabolism
regulation are over represented among high noise promoters [95].
Finally, the two last factors we find to be significantly contributing to noise prop-

agation across all conditions (GadX and GadW), belong to a family of regulators
involved in the response to acid stress [150]. The appearance of these factors may
also be explained by our experimental setup. Oxygen levels in microtiter plates can
easily become limiting and this oxygen deprivation leads to production of fermenta-
tion products [134], even when oxygen is still present [151]. Fermentation products
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are known to acidify the medium [152], which can activate the response to acid stress
in some cells. Moreover, the fact that we find GadX and GadW as noise propagators
is in accordance with a recent publication, where it was shown that heterogeneous
expression of the gadBC operon (heavily regulated by GadX and GadW) correlated
with single-cell survival to high acid induced by an antibiotic [104].
Together our results show that noise propagation by TFs plays a major role in

shaping noise levels across genes, and that TFs have different noise propagating
activities in each condition, leading to highly condition-dependent noise levels across
genes.
Above we have shown that, through noise propagation, gene regulation and gene

expression noise are intimately coupled, such that highly regulated genes tend to
be more noisy and also vary their noise levels more across conditions. We next
set out to understand how regulation and expression relate to other properties of
genes on a genome-wide scale. For example, previous analysis of gene features have
uncovered that, on a genome-wide scale, genes are organized along a one-dimensional
axis that relates evolutionary rates, codon bias, and gene expression [153–156], i.e.
highly expressed genes tend to have strong codon bias and slowly evolving coding
regions, whereas lowly expressed genes tend to have weak codon bias and evolve
more rapidly. To investigate how gene regulatory and expression noise properties
relate to other gene features we collected a set of features for E. coli genes on a
genome-wide scale from the literature including the absolute expression levels at
both the RNA [41] and protein level [157], sequence properties such as codon bias
and evolutionary rates at both synonymous and nonsynonymous sites [155] and the
number of regulatory inputs of each gene [20]. We then complemented these features
with gene regulatory annotations and gene expression levels that we measured here
including mean expression level, expression plasticity across the 8 growth conditions,
mean expression noise, and noise plasticity across the 8 growth conditions.
In total we gathered 10 different gene features and then calculated an overall nor-

malized covariance matrix C of correlations between these features, i.e. with Cij the
squared Pearson correlation between features i and j. We then performed Principal
Component Analysis (PCA) of the matrix C to characterize the overall genome-
wide correlation structure of these gene features. As shown in Supplementary Fig-
ure S2.11, the first two principal components capture significantly more of the total
variance than the other 8 components, and more than 50% of the variance. That
is, genes are mainly organized along two PCA major axes in the the 10-dimensional
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Figure 2.6: PCA analysis of the genome-wide structure of gene features. A: Relative
contribution of 10 gene features to the first PCA component, sorted from top to bottom. The
features in bold together account for 94% of the vector. In green are expression measurements
obtained from previous studies, sequence features are in blue, and features measured in this study
are in red. B: As in panel A, but now for the second PCA component. C: Correlation structure
of the features contributing to the first PCA component. Negative correlations are in blue and
positive correlations in orange. D: As in panel C but now for the second PCA component.
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space of gene features. The first PCA axis sorts genes by their absolute gene ex-
pression and evolutionary rate (Figure 2.6A). That is, 94% of the weight along this
first PCA component is accounted by mean RNA and protein levels, codon bias,
and evolutionary rates at synonymous and nonsynonymous sites (Figure 2.6A) and,
whereas the absolute expression levels and codon bias are all positively correlated
with each other, and negatively correlated with the evolutionary rates (Figure 2.6C).
That is, this first PCA axis corresponds to the general organization of genes by their
absolute expression levels and evolutionary rates observed previously [153–156].
Strikingly, the second PCA axis is almost entirely oriented along features associ-

ated with gene regulation and gene expression noise. That is, 94% of the vector’s
weight is accounted for by gene expression noise, noise plasticity, plasticity in mean
expression, and number of regulatory inputs (Figure 2.6B). Moreover, these four
features are all positively correlated with each other (Figure 2.6D). That is, this
second PCA axis organizes genes by their regulation and expression noise. That is
on one end of this axis are constitutively expressed genes that do not change their
mean expression level across conditions, and have low noise in all conditions, whereas
on the other end of the axis are highly regulated genes that are highly plastic in
expression, have high and varying expression noise across conditions. This result
not only further confirms that gene regulation and expression noise are intimately
coupled on a genome-wide scale, it also shows that these gene regulatory features
are varying independently of other principal axis that organizes genes by absolute
expression level and the evolutionary rate of their coding region.

2.4 Discussion

Although it is now well-established that gene expression is an inherently noisy pro-
cess, so far little is known in bacteria about how noise levels of genes vary across
growth conditions. Here we used high-throughput flow cytometry in combination
with a library of fluorescent transcriptional reporters to quantify expression noise of
E. coli promoters genome-wide. The general picture that emerges from our study
is that the expression noise of a given gene in a given condition is the sum of two
separate contributions: a minimal amount of noise that derives from global physio-
logical fluctuations and that is approximately equal for all genes, and a highly gene-
and condition-specific component that is due to noise propagation from regulators
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to their targets. Constitutively expressed promoters only exhibit the physiological
‘noise floor’ in each condition, and the more regulated a gene is, the more additional
noise from noise propagation it exhibits, and the more variable this additional noise
is across conditions.
We observed that the noise floor is itself significantly varying across conditions. In

particular, the noise floor systematically decreases with the growth-rate of the cells,
and is highest in stationary phase (Figure 2.2). Both its dependence on growth-
rate, and the fact that this noise floor appears to equally affect all genes, strongly
suggest that the noise floor is driven by global physiological fluctuations. However, it
is currently unknown what physiological fluctuations most contribute to this noise
floor. It is plausible that fluctuations in chromosome copy number, polymerase
concentration, ribosome and charged tRNA concentrations, mRNA decay rates, and
fluctuations in growth-rate itself, may all contribute to determining the noise floor.
To gain further understanding which fluctuations set the lower noise floor, and
why the noise floor decreases with growth-rate will likely require quantitative time
course data, for example from approaches that combine microfluidics with time-lapse
microscopy [158, 159].
Our results show that, in addition to this noise floor, each gene exhibits addi-

tional expression noise due to noise propagation. The additional noise is not only
highly condition-dependent, but different genes show highly diverse behaviors of
noise across conditions (Figure 2.3). In addition, the more regulatory inputs a gene
has, the higher its noise levels tend to be, and the more variable its noise levels
across conditions. The intimate relationship between expression noise and gene reg-
ulation was further underscored by a global analysis of the correlation structure of
a diverse set of gene features. We found that E. coli genes are broadly organized
along two independent axes in the space of sequence, evolutionary, and gene expres-
sion features. While the first axis organizes genes by evolutionary rate and absolute
expression level, with low expression and fast evolving genes on one end, and high
expression and slow evolving genes on the other, the second axis organizes genes
by gene expression noise. Here constitutively expressed genes with consistently low
expression noise occur on one end of the axis, while highly regulated genes with high
expression plasticity, high noise, and high noise plasticity, occur on the other end of
the scale.
To identify which TFs are most responsible for noise propagation in each condition,

we adapted a simple linear model that we previously developed for modeling gene
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expression in terms of regulatory sites in promoters [68], to model gene expression
noise in terms of known regulatory inputs and noise propagation activities of TFs.
This analysis showed that, in spite of the simplicity of the model, a significant
fraction of the variance in expression noise can be explained by noise propagation
and we identified both a number of TFs that propagate noise in only a specific
condition, and a number of TFs that appear to significantly contribute to noise
propagation in all conditions. Among these latter ubiquitously noise propagating
TFs are the histone-like TF H.NS, the stationary phase sigma factor Sigma38, the
global carbon and phosphate regulators CRP and PhoB, and the Gad TFs involved in
acid stress. It is likely that these ubiquitous noise propagating TFs reflect aspects
that were shared between all our growth-conditions, i.e. batch culture growth in
microtiter plates.
Although our simple linear noise propagation model captures a significant amount

of the variation in noise levels, it only captures a modest fraction of the total variance
in absolute terms. This is not surprising. In order to make quantitatively accurate
predictions of the expression noise of promoters much more realistic models would be
needed that take into account that different TFs compete for binding at promoters,
that binding rates depend on TF concentrations in a non-linear manner, that inter-
action between bound TFs and RNA polymerase depends on the relative positioning
of sites, and so on. To develop such quantitative models one would likely need more
detailed data on the expression dynamics of different promoter architectures. A par-
ticularly interesting question that such more detailed data might answer is whether
the noise propagation results mainly from fluctuations in TF concentrations across
cells, or whether the main source of noise propagation is the stochastic binding and
unbinding of the TFs to the promoters.

2.5 Material and Methods

Strains

All strains used in this study have been previously described [95, 128]: each strain
carries a transcriptional fusion of a given native E.coli promoter followed by a strong
ribosomal binding site and gfp-mut2 (a fast maturing GFP) on a low copy-number
plasmid (pUA66 or pUA139 with pSC101 origin, ∼ 5 copies per cell). The library
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contains a construct for ∼75% of all intergenic regions longer than 40bp in E.coli’s
genome flanked by 50 (resp. 150bp) of the downstream (resp. upstream) sequence
in order to include most regulatory interactions found on the chromosome.

Growth conditions

The strains library was stored at -80°C in LB + 7.5% glycerol in microtiter plates.
Individual plates were inoculated into fresh media of interest (200 µl) and incubated
for two overnights in the same condition before fluorescence measurements. Dilutions
(∼1/2000) between overnights were done using a 96 Solid Pin Replicator (V&P,
409). The library was grown in a total of 8 different conditions: minimal media, M9
(0.1mM CaCl2, 1mM MgSo4, 1 x M9 salts [Sigma M6030]) supplemented with either
0.2% glucose (w/v), 0.2% glycerol (v/v), 0.2% lactose (w/v), 0.4M NaCl (+ 0.2%
glucose [w/v]) or 1.5 ng/ml ciprofloxacin (+ 0.2% glucose [w/v]); a MOPS based
synthetic rich media (Teknova, M2105) supplemented with 0.2% glucose, and two
stationary phase conditions, where plates were grown for either 16h or 30h in M9
minimal media + 0.2% glucose (w/v). Note that optical density typically saturates
after about 10 hours of growth in these conditions (Supplementary Figure S2.1).
All media, except the one containing ciprofloxacin, were supplemented with 50

µg/ml kanamycin. The overnights for the sub-MIC ciprofloxacin condition were done
in M9 glucose 0.2%, and only at the day of quantification ciprofloxacin was added.
On the quantification day, cells were diluted between 200 and 1000-fold depending
on the condition (Supplementary Table S2.1) and grown until mid-exponential phase
at 37°, shaken at 600rpm. Growth rates were estimated independently for individual
strains in each condition by monitoring the optical density (OD600) every 90s during
15-25 hours at 37°C in a plate reader (Biotek Synergy 2). We defined the growth
rate as α as the slope of a straight-line fit of log(OD600) against time.
To estimate cell sizes, a strain of the library containing a plasmid without promoter

was selected and grown as described. Cells were then placed on a 1% agarose pad
and phase contrast images were obtained with a Nikon Ti-E microscope using a
100× Ph3 objective (NA 1.45) and an Hamamatsu Orca-Flash 4.0 v2 camera. Cell
outlines were identified using a custom MATLAB pipeline.
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Flow cytometry quantification of fluorescence

We measured the distribution of GFP fluorescence levels in single cells using a
FACSCanto II (BD Biosciences) with a high-throughput sampler (HTS), fluores-
cence excitation at 488 nm and a 530/30 nm filter for emission. For each strain we
collected 5 × 104 events. Distributions were individually inspected and promoters
showing clear signs of contamination were discarded. For the remaining measure-
ments, we used a Bayesian procedure that removes outliers to extract the mean
and variance of the log-fluorescence distributions as described in [122]. Briefly, we
first fitted the 4-dimensional signal distribution of forward and side scatter heights
and widths by a mixture of a multi-variate Gaussian and a uniform ‘background’
distribution. For each event, we then calculated the posterior probability that it de-
rives from the central multi-variate Gaussians, and all events with lower than 50%
posterior probability were removed. For the remaining cells, the logarithms of the
fluorescence signals (logarithm of the height of the peak) were fitted to a mixture
of a Gaussian and a uniform background distribution. That is, the probability of
observing log-fluorescence y has the form:

P (y|µ, σ, ρ) = ρ√
2πσ

e−
(y−µ)2

2σ2 + 1− ρ
∆ , (2.2)

, where µ and σ2 are the mean and variance of the log-fluorescence distribution,
ρ is the fraction of cells deriving from the Gaussian, and ∆ = ymax − ymin is the
range of observed log-fluorescence values. Given n single-cell log-fluorescence mea-
surements y1, y2, . . ., yn for a given promoter in a given condition, the likelihood is
simply given by L(µ, σ, ρ) = ∏n

i=1 P (yi|µ, σ, ρ) and we fit µ, σ, and ρ by maximizing
this likelihood. The data processing method of [122] is available as an R package
at (https://github.com/vanNimwegenLab/vngFCM.git). In order to assess repro-
ducibility of the measurements, we measured a subset of the library on multiple days
and estimated means and variances of each promoter separately for each day (Sup-
plementary Figure S2.4). We defined the mean and variance of each promoter that
was measure more than once as the average over its replicates. For the individual
promoters shown in Figure 2.3, 6 independent measurements of each were taken.

https://github.com/vanNimwegenLab/vngFCM.git
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Time-course quantification of fluorescence

One of the plates of the library (95 strains) was grown in M9 + 0.4M NaCl during
two overnights. At the day of the quantification a 1/200 dilution was done in 1ml of
fresh media in a 96 deep-well plate (with 1 glass-bead per plate for better shaking).
The plate was covered with a breathable sealing film and grown at 37°, shaken at
600 rpm. At 9 consecutive time points after dilution (after 0h, 1h, 2h, 3h, 5h, 6.5h,
8.5h, 10h and 11h), 100 µl of the culture were transferred into a 96-well plate and
used for fluorescence quantification.

Minimal variance as a function of mean and noise estimation

We observed a clear lower bound on noise levels (variance of log-fluorescence) that
depends on the mean of expression. In previous work [96] we derived a functional
form for the noise minimum as a function of mean expression which takes into
account that total fluorescence is a sum of background fluorescence and fluorescence
deriving from GFP, and that the variance in GFP levels is a sum of a ‘Poissonian’
term that is proportional to mean fluorescence, and a term proportional to mean
fluorescence squared. If we denote the background fluorescence in condition c by
fbg,c and the average fluorescence of promoter p in condition c by 〈fp,c〉, the minimal
variance in log-fluorescence takes the form

σ2
min (〈fp,c〉) = ac

(
1− fbg,c
〈fp,c〉

)2

+ bc
〈fp,c〉

(
1− fbg,c
〈fp,c〉

)
, (2.3)

where bc is the prefactor of the component of the noise proportional to the mean,
and ac is the prefactor of the noise proportional to the square of the mean.
We estimated the average background fluorescence in each condition from plasmids

without a promoter upstream of gfp-mut2 that were included in each individual
plate. As the model breaks down in the regime where promoters display fluorescence
levels close to background fluorescence, we only considered promoters with mean
larger than 2× fbg,c for further analysis. We fitted the following parameters for the
minimal variance in each condition:
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Condition ac bc fbg,c % of promoters above background

Synthetic Rich 0.015 410 180 41.0
Ciprofloxacin 1.5ng/ml 0.05 570 230 59.2
M9 glucose 0.05 530 220 55.3
M9 lactose 0.063 550 220 57.9
M9 glycerol 0.065 580 205 59.7
M9 0.4M NaCl 0.065 500 205 52.0
Stationary phase 16h 0.075 600 190 59.3
Stationary phase 30h 0.075 600 190 60.1

To obtain a noise level for each promoter that does not systematically depend
on mean, we defined the noise Npc of promoter p in condition c as the difference
between the measured variance and the fitted minimal variance:

Npc = σ2
pc − σ2

min (〈fp,c〉) . (2.4)

Noise propagation features

We used the same promoter annotation as in Wolf et al. 2015, where the promoter
fragments had been re-annotated by mapping the primer pairs used to construct
the library to the E.coli K12 MG1655 genome. From all promoters in the library
we were able to annotate 94% unambiguously to an immediately downstream gene.
We obtained all gene-TF regulation annotations from RegulonDB [20] and counted
for each gene the number of unique transcription factors known to regulate it.
We sorted all annotated genes by their average noise across all conditions (N̄p)

and as a function of a cut-off in N̄p, we calculated the mean and standard-error of
the number of regulatory inputs of all genes with N̄p values above the cut-off. We
performed this analysis separately in each of the conditions (Supplementary Figure
S2.9). As a measure of noise plasticity of each promoter p, we calculated the variance
of the noise levels Npc across conditions.
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Fitting noise in terms of regulatory inputs

To model noise in terms of regulatory inputs we adapted a method that was pre-
viously developed in our group [67, 68], called Motif Activity Response Analysis,
which models gene expression levels in terms of computationally predicted regula-
tory sites in promoters and condition-dependent activities regulators using a linear
model. As explained in the main text, we model the noise Npc of each promoter p in
each condition c as a linear function of the condition-dependent noise-propagating
activities Arc of the regulators known to regulate promoter p, i.e. equation (2.1).
The binary matrix of regulatory interactions Spr was constructed using the Reg-

ulonDB data [20], where Spr = 1 when transcription factor r is known to target
promoter p, and Spr = 0, otherwise. Npc is normalized by subtracting the average
noise N̄c in the condition and Spr is normalized by subtracting the average of Spr
over all promoters, i.e. the fraction of promoters targeted by regulator r.
The noise term, which reflects the deviation between the measurements and our

simple model, is assumed to be Gaussian distributed with unknown variance. To
avoid overfitting, the model also includes a Gaussian prior over noise-propagation
activities Arc that has mean zero and a variance that is set using cross-validation. In
particular, maximal posterior noise-propagation activities Arc are inferred on 80%
of the promoters, and the variance of the prior is set so as to minimize the squared-
error of the predictions on the remaining 20% of the promoters. Thus, a different
prior is fitted for each condition. As a simple measure of the quality of the fit, we
used the fraction of the total variance in the data that is explained by the model
(FOV).
For each regulator and condition, we obtain the full posterior distribution over the

noise-propagation activity Arc and use the standard-deviation δArc of this posterior
as an error-bar for the inferred activity Arc. In addition, we use the z-like statistic
zrc = Arc/δArc as a measure of significance of regulator r in condition c. Note that,
roughly speaking, zr corresponds to the number of standard-deviations the activity
of regulator r is away from zero on average.
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We defined the average noise-propagating strength Ār of each regulator r as a
weighted average over the 8 conditions:

Ār =

∑
c

Arc
δA2

rc∑
c

1
δA2

rc

, (2.5)

and the corresponding error-bar δĀr as

δĀr = 1√∑
c

1
δA2

rc

. (2.6)

Finally, the average significance z̄r of motifs over all conditions was then estimated
as:

z̄r = Ār

δĀr
(2.7)

To test the robustness of the model in relation to the regulatory matrix, we runned
it with three different versions of Spr. One full version, containing all regulators
with at least one target in the dataset (197 TF’s in total), another version where all
transcription factors with less than 3 targets had been removed (75 TF’s in total)
and one version containing the top 6 inferred transcription factors with the highest
significance (z̄r) across all conditions, together with Sigma70 and 17 randomly chosen
ones (24 TF’s in total). In addition, we runned the model assigning different priors.
All versions led to very similar results (Supplementary Figure S2.12, Supplementary
Figure S2.13).
To confirm the significance of our fits, we performed tests in which we randomly

shuffled the rows of the noise-level matrix Npc, thereby randomizing the association
between noise levels and regulatory inputs. We fitted the model to this randomized
data and found consistently low FOVs (Figure 2.5C, yellow bars).

Principal component analysis

For each promoter we gathered a list of 10 features associated with the immediately
downstream gene using both the measurement in this study as well as previously
published data. In particular we obtained for each promoter:
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1. Average RNA level (data taken from [41]).

2. Average protein level (data taken from [157]).

3. Fraction of optimal codons (data taken from [155]).

4. Substitution rate at synonymous sites dS (data taken from [155]).

5. Substitution rate at non=synonymous sites dN (data taken from [155]).

6. Average of the mean in log-expression across conditions (this study).

7. Expression plasticity, i.e. variance of the mean in log-expression across condi-
tions (this study).

8. Average of the promoter noise across conditions (this study).

9. Noise plasticity, i.e. variance of the promoter noise across conditions (this
study).

10. Number of regulatory inputs (data taken from [20]).

Using these measurement, we calculated a covariance matrix containing all the
variances of each of these features across genes, and the covariances of each pair of
features. Note that not all features were available for all genes so that, for each pair
of features, we estimated the covariance from the set of genes for which both features
were available. We then normalized the covariance matrix by dividing each entry
Cij by the square-root of the product of variances, i.e. Cij → Rij = Cij/

√
CiiCjj,

turning it into a matrix of squared correlation coefficients. We then performed PCA
on this normalized covariance matrix. Finally, for the first two principal components
we calculated what fraction of the principal vector’s length was accounted for by
each feature.
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2.9 Supplementary information

Table S2.1: List of conditions. Description of the 8 environmental conditions in which
the library of native E.coli promoters [128] has been grown. The chosen environmental
conditions comprised a MOPS based synthetic rich media, minimal media (M9) with
different carbon sources (glucose, lactose and glycerol), an osmotic and DNA damage
stress (0.4M NaCl and Ciprofloxacin 1.5 ng/ml both supplemented with glucose), as well
as two time points in stationary phase (16 and 30 hours of growth in M9 glucose).

Condition Condition during 
overnights

Hours of growth before 
FACS measurements

Dilution after ON Growth rate +/- sd
(h-1) 

Mean area  +/- sd
(in µm2)

Synthetic Rich* same 2h 1/1000 1.59 +/- 0.28 4.3  +/- 1.4
M9** + Ciprofloxacin 1.5 ng/ml (+ 0.2% glucose) M9 + 0.2% glucose 4h 1/200 0.69 +/- 0.07 2.7 +/- 1
M9** + 0.2% glucose same 4h 1/200 0.67 +/- 0.05 2+/- 0.6
M9** + 0.2% lactose same 4h 1/200 0.58 +/- 0.03 2.1+/- 0.6
M9** + 0.2% glycerol same 5h 1/200 0.5 +/- 0.11 1.6 +/- 0.5
M9** + 0.4M NaCl (+ 0.2% glucose) same 15h 1/500 0.37 +/- 0.03 1.4 +/- 0.3
Stationary phase 16h (M9** 0.2% glucose) same 16h 1/200 x 1.3 +/- 0.4
Stationary phase 30h (M9** 0.2% glucose) same 30h 1/200 x x

* MOPS based. Commercially available (Teknova M2105)  
** Prepared as follows: 0.1mM CaCl2, 1mM MgSo4, 1 x M9 salts (Sigma M6030), 50 µg/ml Kanamycin, dH20
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Figure S2.1: Growth curves across conditions. A: OD600 (log-scale, y-axis) as a
function of time (in hours, x-axis). We measured OD600 in individual strains growing in
bulk at intervals of 90 seconds during 15 to 25 hours. The number of strains used per
condition is indicated in each panel. B: Density distribution of the estimated growth rates
in each condition. The growth-rate α was defined as the slope of a linear fit of log(OD600)
against time.
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Figure S2.2: Cell sizes distributions. A: Histograms of the distribution of single-cell
areas (µm2, x-axis) in each condition. The insets in each condition show segmentation
examples together with the number of cells used to estimate the mean and standard-
deviation of the areas. B: Kernel-density estimates of the distribution of areas across all
conditions (Areas bigger than 12.5 µm2 are not shown).
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Figure S2.4: Reproducibility of measured means and variances. A: Means (left-
panel) and variances (right-panel) of promoters (each represented by a black dot) measured
on different days. The Pearson squared-correlations are indicated in each panel. B:
Reproducibility of means (top panel) and variances (bottom panel) separately for each
condition. Pearson squared correlations are indicated in each panel.
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Figure S2.5: Reproducibility of measured mean fluorescences at different time-
points during growth. A: Correlations of mean expression levels for 95 promoters
from the library, measured at consecutive time points during growth in M9 + 0.4M NaCl
(+ 0.2% glucose). The time points range between 0h (freshly diluted culture) and 11
hours. The grey boxes on the axes indicate the time points that are being compared.
B: R2 Pearson correlation coefficients of measured mean expression levels for all pairs of
timepoints.
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Figure S2.6: Reproducibility of measured fluorescence variances at different
time-points during growth. A: Correlations of variance in expression levels for 95
promoters from the library, measured at consecutive time points during growth in M9 +
0.4M NaCl (+ 0.2% glucose). The time points range between 0h (freshly diluted culture)
and 11 hours. The grey boxes on the axes indicate the time points that are being compared.
B: R2 Pearson correlation coefficients of measured variances in expression levels for all
pairs of timepoints.
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Figure S2.7: Means and variances of promoters from the library in all condi-
tions. A: Variance as a function of mean for all promoters measured in each condition.
Each promoter is represented by a black dot. The blue line indicates the predicted minimal
variance as a function of mean . The model breaks at fluorescence levels close to back-
ground (left of the vertical blue dashed line), thus we only considered promoters above
it. The number of promoters measured per condition is annotated inside each panel. B:
Noise-level Npc as a function of mean after correcting for the mean-dependent noise floor,
i.e. differences between measured variance and minimal variance (Figure continued on
next page).



QUANTIFYING NOISE PROPAGATION 51

2 x fbg , c

 bc  ac

2 x fbg , c = 410

 bc = 580

 ac = 0.065

0

0.2

0.4

0.6

0.8

1

4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5

V
ar

ia
nc

e 
lo

g 
flu

or
es

ce
nc

e

M9 + 0.2% glycerol

2 x fbg , c

 bc  ac

2 x fbg , c = 410

 bc = 500

 ac = 0.065

0

0.2

0.4

0.6

0.8

1

1.2

4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5

V
ar

ia
nc

e 
lo

g 
flu

or
es

ce
nc

e

M9 + 0.4M NaCl

2 x fbg , c

 bc  ac

2 x fbg , c = 380

 bc = 600

 ac = 0.075

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5

V
ar

ia
nc

e 
lo

g 
flu

or
es

ce
nc

e

Stationary phase 16h

2 x fbg , c

 bc  ac

2 x fbg , c = 380

 bc = 600

 ac = 0.075

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6

4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5

V
ar

ia
nc

e 
lo

g 
flu

or
es

ce
nc

e

Stationary phase 30h

A

0

0.2

0.4

0.6

0.8

6.5 7.5 8.5 9.5 10.5 11.5

N
oi

se
, N

pc

M9 + 0.2% glycerol

0

0.2

0.4

0.6

0.8

1

6.5 7.5 8.5 9.5 10.5 11.5

N
oi

se
, N

pc

M9 + 0.4M NaCl

0

0.2

0.4

0.6

0.8

1

1.2

1.4

6.5 7.5 8.5 9.5 10.5 11.5

N
oi

se
, N

pc

Stationary phase 16h

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

6.5 7.5 8.5 9.5 10.5 11.5

N
oi

se
, N

pc

Stationary phase 30h

B

Mean log fluorescence (A.U)

Figure S2.7: Means and variances of promoters from the library in all condi-
tions. A: Variance as a function of mean for all promoters measured in each condition.
Each promoter is represented by a black dot. The blue line indicates the predicted minimal
variance as a function of mean . The model breaks at fluorescence levels close to back-
ground (left of the vertical blue dashed line), thus we only considered promoters above
it. The number of promoters measured per condition is annotated inside each panel. B:
Noise-level Npc as a function of mean after correcting for the mean-dependent noise floor,
i.e. differences between measured variance and minimal variance.
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Figure S2.8: Noise levels across all conditions. The violin plots show the Noise
distributions of all promoters in each of the measured conditions. The horizontal lines
indicate the medians.
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Figure S2.9: Noise as a function of number of regulatory inputs. In each condi-
tion we sorted promoters by their noise level Npc, and calculated the mean and standard-
error of the number of known regulatory inputs (y-axis) of all promoters above a cut-off
in Npc (x-axis). Regulatory interactions were annotated from Regulon DB [20].
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Figure S2.10: Strongest noise-propagators in each condition. Each panel corre-
sponds to one growth condition and shows the inferred noise propagation strengths Arc
for the transcription factors for which Arc > δArc in that condition. The TFs are sorted
by their overall signifiance zr. The condition is indicated above each panel together with
the fraction of variance (FOV) explained by the model.



QUANTIFYING NOISE PROPAGATION 55

� � � � ��
����

����

����

����

����

����

����

��������� ���������

�
��
�
���
�
�
�
�
�
��
�
�
�
�

�������� �� �������� ��������� �� ���� ��� ���������

������� �����

��� �����

��
��

����� ���� ������

���� ����� ����������

���������� ������

����� ���������� ����������

���� ����� �����

����� ����� ����������

-��� -��� ��� ��� ��� ���

-���

-���

-���

���

���

���������� ��� ��������� �

�
��
��
�
���
�
�
�
�
�
�
�
�
�
�
�
�
�
�

������� ����������� �� ��� ���� � ��� ����������

Figure S2.11: Principal component analysis of the 10 gene features. A: Fractions
of the total variance in gene features captured by each of the PCA components. Note that
the first two components together capture more than 50% of the variance. B: Projection
of each of the 10 features on the first two PCA components. Expression levels from the
literature are shown in green, sequence features are shown in blue, and gene expression
features measured in this study are shown in red.
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Figure S2.12: Inference with different Gaussian priors. A: Each panel shows
the inferred transcription factors (with Arc > δArc) contributing to explain noise using
different values of the Gaussian prior used for cross-validation in Synthetic Rich. The plot
in the middle with the title coloured in red shows the results with the optimal prior chosen
automatically by the model and used in this study. B: Results in Ciprofloxacin 1.5 ng/ml.
C: Results in M9 glucose 0.2%. D: Results in M9 lactose 0.2%.
The figure continues in the next page.
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Figure S2.12: Inference with different Gaussian priors. A: Each panel shows the
inferred transcription factors (with Arc > δArc) contributing to high noise using different
values of the Gaussian prior used for cross-validation in M9 glycerol 0.2%. The plot in
the middle with the title coloured in red shows the results with the optimal prior chosen
automatically by the model and used in this study. B: Results in M9 salt 0.4M NaCl. C:
Results in Stationary phase 16h. D: Results in Stationary phase 30h.
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Figure S2.13: Inference with different versions of the binary regulatory matrix
A: In each panel, a different version of the regulatory binary matrix has been used and
shown are the average noise propagation strengths (Ār, y-axis) and the error bars (δĀr,
vertical lines) of the top noise-propagators (with Ār > δĀr), consistently contributing
to high noise levels in all conditions (sorted by significance, z̄r, x-axis). The different
versions consist of a matrix with 197 transcription factor’s (all transcription factors with
at least 1 target in the library, left-panel), 75 transcription factors (TF’s with more than 3
targets, panel in the middle) and a version with the top 6 inferred propagators on average,
Sigma70 and 17 other randomly chosen ones (24 TF’s in total, right panel). B: For each
of the versions (vertical annotations , left) we show the condition-dependent (x-axis) noise
propagation strengths, (Arc, y-axis), and error bars, (δArc), of the top noise-propagators.
The dashed blue line indicates the average noise propagation activity, Ārc.
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3.1 Introduction

Measurements of gene expression across homogeneous populations of cells have
shown that in prokaryotes and eukaryotes different genes exhibit different levels
of gene expression variability among individual cells [41, 86, 95, 96]. Theoretical
models, which assume constant rates of transcription, translation and decay rates
predict that the variance in expression should be proportional to its mean [87]. This
source of variability, inherent to the mechanisms of gene expression, is typically
referred to as intrinsic noise [77] and is believed to be dominated by Poisson fluctu-
ations [160]. Under steady-state Poisson statistics, the Fano factor (defined as the
variance divided to the mean) of protein and mRNA number distributions equals
1. Indeed, mean and variance measurements of single-cell mRNA and protein levels
of individual promoters have shown that expression variance tends to scale with
mean both in prokaryotes [41, 42] and eukaryotes [85, 86]. Highly expressed genes,
however, display a variance much larger than the one predicted by a model that
assumes Poissonian statistics in transcription and translation rates. Rather, their
variances are better fitted with a model in which their promoters randomly switch
between on and off states in stochastic bursts [41, 84, 88]. Extensive experimental
evidence has confirmed this model of gene expression in prokaryotes [41, 42, 45,
89, 161] and eukaryotes [83, 162]. These sources are commonly referred to as ex-
trinsic noise [77], and can affect both mRNA and protein production. Here we will
mainly focus on the sources affecting bursty mRNA production in bacteria, which
have been proposed to include: transcription factors concentration and their bind-
ing/unbinding dynamics [45, 90], intracellular changes in DNA supercoiling [163],
differences in free RNA polymerase concentration [91], changes in gene copy num-
ber [164] or noise propagation from upstream components of regulatory networks
[96, 109, 111], and extensively discussed in Chapter 2. The coupling between gene
expression and growth [120, 121] has also been attributed to affect noise due, for
instance, cell-to-cell differences in cell-cycle dependent changes [92], differences in
single-cell growth rates [93, 165] or the random partitioning of molecules during cell
division [94]. However, because all these different sources can lead to very similar
results, making a clear distinction between them remains challenging [166].

The fact that two independent noise sources dominate at different expression levels
has led to a widely accepted belief that gene expression variance follows a universal
scaling law dictated by mean expression [41, 42, 166], with intrinsic noise dominating
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at low expression and extrinsic noise at high expression. A set of recent publica-
tions in bacteria suggest, however, that there is no evidence to assume a universal
scaling between mean and variance, but rather that the noise level of a promoter is
determined by the specific features of its sequence. In a study by [90], it was found
that the variability in mRNA production of constitutive promoters in E.coli could
be explained by only assuming Poisson statistics in gene expression (i.e. constant
rates of mRNA production and degradation). Deviations from the fluctuations ex-
pected by a Poisson process were achieved by just finely tuning promoter features,
such as transcription factor binding strength, copy numbers and polymerase binding
strength. In the work by [96], an evolved set of constitutive synthetic promoters in
E.coli, expressing at two different levels, showed noise levels close to the minimal
one that native promoters can exhibit, suggesting that noise is an evolvable trait
that has been positively selected for in noisy promoters. Furthermore, as presented
in Chapter 2, we have shown strong evidence of regulation being the most important
feature explaining high noise in native E.coli promoters. Altogether, these studies
deviate from the previously introduced idea of a universal scaling law between vari-
ance and mean and place the focus on the individual characteristics of promoter
sequences. Nevertheless, as shown in Chapter 2, we still observed a strict lower
bound on variance as a function of mean when measuring protein noise levels in
terms of the CV 2 (equivalent to the variance in log-fluorescence) using flow cytome-
try. Since we recently discovered that flow cytometers introduce a noise component
(shot-noise) that affects the variance estimates by an amount that scales inversely
proportional to the mean expression level [122], we hypothesized that the observed
lower bound in previous flow cytometry measurements is a result of shot-noise.
Here, we aim to understand to what extent shot-noise is dominating variance mea-

surements acquired using flow cytometry, but most importantly, how unregulated
promoters expressing at different levels change their variance relative to their mean
in different conditions. We present protein mean and variance estimations from
single-cell fluorescence distributions in a set of E.coli constitutive synthetic promot-
ers [96] and low regulated native promoters [128]. The study of constitutive (i.e.
unregulated) promoters is relevant, as they are not affected by noise propagation
from regulation, thus making them ideal candidates to study how variance scales
with mean. Moreover, measuring them across different conditions allows to sys-
tematically compare how regulated versus unregulated promoters change their noise
across conditions and to quantify the extent by which differences in noise across en-
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vironments are caused by general condition-dependent physiological changes, such
as fluctuations in growth rate, cell size, ribosome copy-number, etc. To measure
single-cell fluorescence levels of the different promoters, we used flow cytometry and
an innovative high-throughput microscopy method we developed to overcome the
possible biases in estimating variances with flow cytometry. The microscopy pro-
cedure consists of a unique way to measure and analyse 96-well plates images in
an automated manner and in a reasonably short amount of time (mimicking a flow
cytometry-like approach). A great advantage of the method is that it is easily ex-
tendable to other applications in which single-cell statistics are pivotal. In short,
we found that the lower bound on variance as a function of mean observed using
flow cytometry was not reproducible under the microscope. All measured promot-
ers, at different expression levels, showed very similar variances, resulting in a very
clear floor in variance in all conditions. The observed minimal variance floor is only
dominated by extrinsic noise sources, as the chosen promoters express at a level at
which only extrinsic fluctuations dominate (>10 proteins per cell [41]). We discuss
the possible sources contributing to the floor in a condition-dependent context.

3.2 Results

In Figure 3.1A we illustrate the typical lower bound on variance as a function of
mean expression that native E.coli promoters [128] display when measured using flow
cytometry (FCM). Shown are promoters growing in minimal media supplemented
with 0.2% glucose, albeit the lower bound consistently appears across different con-
ditions (Figure 3.1B and Supplementary Figure S3.2A). As previously described
(see Chapter 2) [128], the measured promoters consist of a library of transcriptional
fusions of ∼75% of all E.coli intergenic regions. The constructs were fused to a
fast-folding GFP protein downstream of a strong ribosomal binding site and were
designed specifically to measure transcription. Although fluorescence measurements
only allow direct estimations of protein levels, the observed differences in variance
between promoters mainly reflect transcriptional variability. We believe this as-
sumption to be accurate, as all mRNA’s of the different constructs are identical
(except in some fusions in which operon specific 5’ untranslated regions may be
present). Nonetheless, it should not be despised that part of the differences can also
arise from fluctuations in translation rates. In Figure 3.1A each mean and variance
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Figure 3.1: Flow cytometers introduce shot-noise. A: Shown are the mean (x-axis) and
variance (y-axis) in log-fluorescence of a set of E.coli native promoters characterized with flow
cytometry, and grown in minimal media + 0.2% glucose (each point represents one promoter).
Clearly, there is a strict lower bound on variance as a function of mean. The blue line indicates the
theoretical predicted minimal variance, which breaks for promoters below a background threshold
(dashed vertical blue line). B: The lower bound (represented by the theoretical predicted minimal
variance) consistently appears across different conditions (different colours, Supplementary Figure
S3.2A). The displayed conditions consist of minimal media supplemented with either 0.2% glucose,
0.2% lactose, 0.2% glycerol and 0.4M NaCl (+0.2% glucose as carbon source). C: Each point
indicates the CV 2 (y-axis, which is equivalent to variance of the log-fluorescence whenever fluctu-
ations are small relative to the mean) as a function of mean expression (x-axis) of each promoter
shown in panel A (above a background threshold, indicated by the vertical blue-dashed line) before
(black dots) and after (red dots) shot-noise removal (See Supplementary Figure S3.2B for the other
conditions). In panel A, the auto-fluorescence in each promoter was not removed, whereas here the
auto-fluorescence in each promoter has been subtracted. D: Cumulative distribution of the CV 2

of the set of promoters represented in panel A, before (black line) and after (red line) shot-noise
removal. See Supplementary Figure S3.2C for the other conditions.
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was estimated from single-cell log-fluorescence protein distributions. The method
has been described in detail in Chapter 2, as well as in other studies [95, 96].

Typically, in order to compare the variance of promoters with different mean, we
correct for the dependency illustrated in Figure 3.1A by fitting a simple model that
takes into account information on the background fluorescence and two parameters,
one that scales with the square of the mean and another proportional to the mean
[96] (Figure 3.1A and Supplementary Figure S3.2A, blue line; Figure 3.1B, various
colours). We then define the corrected variance of a promoter as its variance, in
log-space, above and beyond this lower bound (the term is equivalent to the CV 2

and we sometimes refer to it simply as noise). The physical interpretation of the
two parameters, which determine the shape of the lower bound has been, classically,
attributed to reflect both intrinsic and extrinsic noise sources, each dominating at
different expression levels [41, 85, 86, 96]. Intrinsic fluctuations scale proportionally
to the mean expression level, whereas extrinsic fluctuations scale with the square of
the mean, dominating at high expression levels [41].

Recently, our group has put great efforts in trying to quantitatively estimate the
accuracy and sensitivity of gene expression measurements in bacteria using flow
cytometry [122]. We discovered that flow cytometers propagate a noise compo-
nent (shot-noise), which affects variances by an amount inversely proportional in
log-space to the mean level. Figure 3.1C and D illustrate how shot-noise affects
the CV 2 estimations. In Figure 3.1C each promoter’s variance is plotted against
its mean and the colours indicate whether the shot-noise has been removed from
the estimations or not. Since the variance is affected by an amount that scales
inversely with the mean, the CV 2 of promoters expressing at high levels is not af-
fected. In contrast, low expressed promoters show significant differences in CV 2

after removing the shot-noise (Supplementary Figure S3.1). Figure 3.1D shows the
cumulative distribution of the CV 2 of all promoters before and after shot-noise re-
moval. On average, promoters decreased 37% their CV 2 after removing shot-noise
(with the highest decrease being 73.6% and the lowest 1.3%; p-value < 2.2e-16, two-
sample Kolmogorov-Smirnov test). Supplementary Figures S3.1, S3.2C and S3.2D
show how, in different conditions, shot-noise also dominates the CV 2 estimations
of low expressed promoters. These results were striking and opened the question of
whether a big fraction of the observed mean-variance dependency was an artifact
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introduced by flow cytometers, motivating us to develop an alternative method to
flow cytometry.

Flow cytometry has numerous advantages, mainly its high throughput and ease
of use, which allows fast and accurate measurements of a large number of samples
[167]. We aimed to mimic its usability by developing a high-throughput method
based on microscopy, instead. The goal was to ultimately be able to measure a large
number of promoters and take snapshots of gene expression at specific time points
in a FCM-like approach. The main advantage in using microscopy is that it allows
direct visualization of single-cells. However, classical microscopy experiments, based
on agar patches, involve manual strain-by-strain curation, which constitutes a major
bottleneck when having a large number of environments or strains to investigate.
Other microscopy approaches, such as Mother machine experiments [159], are great
to study single-cell expression dynamics, but at the moment they do also present
important limitations in their throughput. The method we describe next, allowed
us to overcome the throughput bottleneck by automating microscopy control [168].
In Figure 3.2A we summarize the outline of the method. A step-by-step descrip-

tion of the protocol with all critical points is available as Supplementary text. In
short, we used poly-L-lysine 0.01% to attach exponentially growing single-cells to the
base of bottom-glass 96-well plates, followed by centrifugation and washing steps.
We used a wide-field inverted fluorescence microscope for imaging (Nikon Ti), which
we automatized in order to run 96-well plates without human interaction. An essen-
tial aspect of the pipeline was the generation of an image analysis routine to extract
single-cell statistics from the acquired fluorescent images. We developed an auto-
mated high-throughput segmentation tool that uses convolutional neural networks
for cell recognition, available as a stand-alone package in Python. In summary, in
order to perform cell recognition, we generated a training set by segmenting fluo-
rescent images of cells growing in minimal media + 0.2% glucose (highly expressing
GFP) and applying the masks on phase correlation images to create weight-maps.
The weights learned in the training were then used to segment all images and obtain
total fluorescence values (in pixels) from individual cells.

In Supplementary Figure S3.3 we show different segmentation examples. The
package uses OME-TIFF images [169] as input, the standard file format in which
images are automatically saved after acquisition. Each tiff image is processed in par-
allel (speeding up the analysis time) and the output is stored in different formats.
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Figure 3.2: High-throughput microscopy method. A: Step-by-step description of the
procedure we used to acquire fluorescent snapshots of single-cells attached to the bottom-glass
of 96-well plates. See the Supplementary text for a more detailed explanation. B: Example of
the visual output of the image analysis pipeline we developed to segment the acquired images
and extract single-cell statistics. The images are automatically saved as png, allowing a fast
visualization of the quality of the segmentation. Each segmented object is assigned a unique ID.
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First, a png image saved individually per image allows visual examination of the
segmented cells and their masks. It features histograms of the extracted single-cell
statistics of the image, such as cell area (in pixels), fluorescence intensity (in pixels),
a probability assigned to each mask for it to belong to a cell and a scatter plot of
fluorescence intensity against area per segmented object (Figure 3.2B). To plot the
histograms, no constraints on probability, area or cellular eccentricity are considered.
These can be defined later, as it may happen that the algorithm wrongly segments
other objects in the image (e.g. dust particles, Supplementary Figure S3.4 and Sup-
plementary Figure S3.5). These errors, however, will show fluorescence distributions
with values close to the background fluorescence of the image (the background in
each image changes depending on the fluorescence intensity of the cells, as shown in
Supplementary Figure S3.5). To reduce the possible contribution of such errors in
downstream analysis, it is important to include thresholds on probability, area and
shape, which can be easily set as parameters when running the package. In Supple-
mentary Figure S3.4 we show an image acquired close to the border between wells,
and with a few number of cells to illustrate the importance of setting thresholds.
In the image, the algorithm recognizes parts of the border as cells, but the masks
have small probabilities values, as well as small areas. We typically set a minimal
threshold of 0.8 in probability and of 200 pixels in area. Finally, all extracted pixels
and statistics are automatically saved in different csv files.
The development of this experimental pipeline gave us the possibility to explore the

mean-variance dependency of different promoters in E.coli and understand to what
extent the dependency, observed when using flow cytometry, was due to shot-noise.
In order to explore this question, we used a library of synthetic promoters known to
have low noise levels by default [96]. The library is the result of de novo evolution
in which random pools of DNA sequences (100-150 base pairs in length, ligated into
the same plasmid in which the library of native promoters was cloned) were selected
to two predefined mean expression levels, medium (< 18.000 gfp molecules per cell)
and high (> 18.000 gfp molecules per cell). The selection was accomplished after 5
rounds of FACS sorting and PCR mutagenesis to generate genetic variation. The
most interesting features of these promoters is that they show noise levels close to
the minimal one observed in native promoters [96] and that they do not contain
binding sites for any known transcription factor in their sequences (apart from the
housekeeping sigma factor, σ70) [170]. These features made these promoters ideal
candidates to study how variance scales with mean.



68 NOISE IN CONSTITUTIVE PROMOTERS

We first characterized 142 synthetic promoters, each containing a unique sequence
from both expression levels (72 medium and 72 high) using flow cytometry. We mea-
sured single-cell protein fluorescence levels after growth in four different conditions:
minimal media (M9) supplemented with either 0.2% glucose, 0.2% lactose, 0.2%
glycerol or 0.2% glucose + 0.4M NaCl (Figure 3.3A). In these conditions, growth
rates range from 0.67 to 0.37 h−1 in the slowest condition (see Chapter 2). As
expected, the promoters showed a clear lower bound on variance as a function of
mean in all conditions (Figure 3.3A, blue line, Supplementary Figure S3.6 to see the
shot-noise effect on the measurements). We corrected for the dependency, using the
simple model described in Chapter 2, in order to be able to compare their noise to
the one exhibited by native promoters grown under the same conditions and char-
acterized with flow cytometry, as well. We found that synthetic promoters showed
significantly lower noise levels compared to native promoters (Figure 3.3B and Sup-
plementary Figure S3.7). This was not surprising, as it had been reported before
[96]. Besides, they also displayed lower plasticity in noise and mean (defined as the
variance between all tested conditions, Figure 3.3C and D, respectively), confirm-
ing that they are not being subject to regulation (Supplementary Figure S3.8 and
Supplementary Figure S3.9 illustrate how each individual promoter moves across
conditions in the FCM). It is also noticeable, that highly regulated native promot-
ers exhibit higher noise levels and higher plasticity (due to regulation) than native
constitutive ones (Figure S3.10). As elaborated in the previous chapter, this is not
surprising in a noise propagation scenario.
After flow cytometry characterization, we randomly selected 18 out of all syn-

thetic promoters (9 medium and 9 high expressers), together with a strain carrying
a plasmid without promoter and a native E.coli strain without any plasmid (K12
MG1655). We measured fluorescence levels of the selected strains with our cus-
tomized microscopy method (Figure 3.2A) after growing them in the exact same
conditions as during flow cytometry experiments. In order to remove possible biases
due to cell-to-cell inaccuracies in segmentation, we decided to define the fluorescence
level of a cell as the average fluorescence of all pixels inside a 3x3 pixel box in the
middle of the cell. We then fitted a mixture of two Gaussian’s to the log-fluorescence
distributions of all cells containing the same construct to further remove the possible
contribution of wrongly segmented objects to the statistics. Finally, we inferred the
mean and variance of each strain from the Gaussian with the highest probability
(Figure 3.4A).
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Figure 3.3: Low noise is the default state in unregulated synthetic promoters. A:
Variance (y-axis) as a function of mean (x-axis, log-fluorescence) of a set of constitutive synthetic
promoters measured using flow cytometry. We measured the library in four conditions (each
indicated at the top of the panels) and, as expected, all displayed a very clear lower bound on
variance as a function of mean. The blue lines indicate the fitted theoretical minimal variance.
The effect of the shot-noise on the CV 2 is illustrated in the Supplementary Figure S3.6. B:
We calculated the average noise (after correcting for the mean-variance dependency, Figure S3.7)
of the synthetic promoters (blue line) and native promoters (red line) over the four measured
conditions. Shown are the cumulative of the estimated average noise levels (also referred to as
corrected variance in this study). C: Cumulative distribution of the noise plasticity (estimated
as the variance in noise of each promoter over the four conditions) for the set of synthetic (blue
line) and native promoters (red line). D: Cumulative distribution of the expression plasticity
(estimated as the variance in mean expression of each promoter over the four conditions) for the
set of synthetic (blue line) and native promoters (red line).
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For our surprise, we found that in all tested conditions, we were not able to see
any dependency on variance as a function of mean. On the contrary, all promoters
at all expression levels displayed very similar variances. The results are illustrated
in Figure 3.4B (Supplementary Figure S3.11 and Supplementary Figure S3.12A).
The figure shows the variance as a function of mean in log-fluorescence of the pro-
moters measured using microscopy, together with the predicted theoretical lower
bound measured in the flow cytometer. Clearly, the dependency disappears when
measuring them under the microscope. Figure 3.4C shows the average variance un-
der the microscope in each condition, calculated over all promoters measured in the
same condition (Figure 3.4B, black line). The value stays relatively constant across
all, with a slightly higher variance in minimal media supplemented with glycerol
(Figure 3.4C). Both medium and high expressers display variances higher than the
background fluorescence (Supplementary Figure S3.12B, Supplementary Table S3.1
and Supplementary Table S3.2), suggesting that the differences have a biological
origin. Medium expressers show slightly increased variances compared to high ex-
pressers (Figure 3.5A, Supplementary Table S3.1 and Supplementary Table S3.2),
although their differences are not significant. The results strongly indicate that,
in unregulated promoters, the previously observed lower bound on variance as a
function of mean of low expressed promoters is an artifact introduced by flow cy-
tometers. However, high expressed promoters measured with flow cytometry show a
minimal floor in variance consistent with the minimal average variance observed in
the microscope (Figure 3.3A and Figure 3.4C) . This indicates that flow cytometers
only give accurate variance estimations of promoters expressing above a certain level
(around log(fluorescence) > 8.5) (Supplementary Figure S3.1).
Unfortunately, a direct comparison between the absolute values in mean and vari-

ance obtained with flow cytometry and microscopy is not possible. First, the mean
fluorescence values are a function of the intensity of the lasers used. Second, in the
flow cytometry measurements we define the fluorescence level of a cell as its total
fluorescence, whereas in the microscopy measurements we define the fluorescence
level as a concentration. Nevertheless, we found that the fold-change in expression
between medium and high expressers was very similar between both methods (Fig-
ure 3.5B), validating the accuracy of the estimation of mean expression levels in
both.

Next, we aimed to further confirm this lack of dependency in native promoters. We
decided to choose promoters displaying low noise over a wide range of expression
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Figure 3.4: The strict lower bound on variance as a function of mean is not present
in microscopy measurements. A: In order to remove the contribution of segmentation errors
in the final statistics of the images acquired using our microscopy method (Supplementary Figure
S3.4 and Supplementary Figure S3.5), we defined the fluorescence level of a cell as the average
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B: Variance (y-axis) as a function of mean (x-axis) of the log-fluorescence of a small subset of
synthetic promoters (9 medium and 9 high, together with a strain with an empty plasmid [blue]
and the native strain [violet]) characterized with microscopy. The error bars indicate the standard
deviation (promoters without error bars are illustrated as stars). The horizontal blue line illustrates
the average variance over all promoters measured with microscopy. The pink line shows the fitted
lower bound on variance as a function of mean of the promoters measured with flow cytometry.
Each panel represents one condition. C: Average variances (y-axis, +/- the standard deviation)
calculated over all measured promoters in each condition (x-axis). Only the pairs M9 + 0.4M
NaCl-M9 + 0.2% glycerol and M9 + 0.2% lactose-M9 + 0.2% glycerol showed significant differences
(Wilcoxon rank sum test, p-value = 0.02 and 0.005, respectively).
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levels, for which we selected promoters from the library of native transcriptional
fusions [128] following the lower bound on variance as a function of mean in different
conditions (Figure 3.6 and Supplementary Figure S3.14A).
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Figure 3.6: Selecting native promoter to study their mean and variance dependency.
We selected native promoters (pink points) that followed the minimal variance as a function of
mean lower bound across different expression levels in different conditions when measured with
FCM. Not the same promoters were selected in each conditions (Supplementary Figure S3.13,
Supplementary Figure S3.14B and Supplementary Table S3.3).

We included one extra condition apart from the four in which we grew the set
of synthetic promoters: stationary phase after 16 hours of growth in minimal me-
dia + 0.2% glucose. Unfortunately, in two conditions we did not obtain replicates
(stationary phase 16h and minimal media 0.4M NaCl). Therefore, the results of
this two conditions are only shown as Supplementary information (Supplementary
Figure S3.14). The name of the genes regulated by the selected promoters is listed
in Supplementary Figure S3.13, Supplementary Figure S3.14B and Supplementary
Table S3.3. It should be noted that not the same promoters were selected in the dif-
ferent conditions. An important feature of these promoters is that the vast majority
are not heavily regulated, according to RegulonDB [20] (Supplementary Table S3.3
and Supplementary Figure S3.15). Overall, the order of expression (from lowest to
highest expresser) was almost identical between the measurements done using flow
cytometry and microscopy (Supplementary Figure S3.16, with the exception of two
promoters, for which we do not have a clear explanation of why they differ). This
further validates the suitability of both methods to measure mean expression levels.
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However, we found that when characterized using microscopy, the selected native
promoters also did not show a mean-variance dependency in any of the measured
conditions (Figure 3.7A and Supplementary Figure S3.14C). The average variance
was not different between conditions, with the exception of minimal media + glucose
0.2% (although in that particular condition some promoters miss replication, Figure
3.7B, Supplementary Figure S3.14D and Supplementary Table S3.4). The illumi-
nation settings changed across replicates and, as a result, no error bar is displayed
on their mean estimates. These results further confirm that the variance estimates
obtained when using flow cytometry are highly dominated by shot-noise for low
expressed promoters. In Figure 3.7B and Supplementary Figure S3.14D we show
that, in native promoters, the average variance estimated over all promoters did
also not dramatically vary between conditions. Only minimal media supplemented
with 0.4M NaCl showed a lower average variance (Supplementary Figure S3.14D),
in contrast to the set of synthetic promoters. Although more measurements are nec-
essary in order to draw firm conclusions. To confirm that we were able to identify
high noise promoters using our microscopy method, we picked one of the noisiest
promoters among all native promoters (gadAX) and measured it in three conditions
(Supplementary Figure S3.17). We were able to identify this particular promoter as
high noise using our method, as well.
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Figure 3.7: Lower bound on variance as a function of mean in the selected native
promoters under the microscope. A: Variance (y-axis) as a function of the mean (x-axis) of the
selected native promoters characterized with microscopy (black dots, medium expressers: blue dots,
high expressers: green dots). The error bars indicate the standard deviation in variance (promoters
without error bars are illustrated as stars). The illumination settings changed between days of
acquisition and therefore, no error bar on the mean is displayed (see Material and Methods). The
horizontal blue line illustrates the average variance over all promoters measured with microscopy.
The pink line shows the fitted lower bound on variance as a function of mean of the promoters
measured with flow cytometry. Each panel represents a condition. In Supplementary Figure S3.14C
two extra conditions (without error bars) are shown. B: Average variance (y-axis, +/- the standard
deviation) calculated over all measured promoters in each condition (x-axis). None showed large
differences.

In Figure 3.8 we compare the average variances obtained with both libraries (native
and synthetic promoters) in each condition. The average variances did not show
changes across libraries (except in minimal media 0.4M NaCl, which may be due to
the lack of replicates in the library of native promoters), confirming that the selected
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native promoters in each condition are among the lowest noise promoters in E.coli
across a wide range of expression levels.
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Figure 3.8: The average variance does not change between datasets. Average variance
(y-axis, +/- sd) estimated in each condition for each of the measured datasets (x-axis, blue: syn-
thetic promoters, yellow: native promoters). Except in minimal media + 0.4M NaCl (p-value =
0.032, Wilcoxon rank sum test) none showed large changes between them (ns: p-value > 0.05).
In the case of M9 + 0.4M NaCl the acquisition of more replicates in the set of native promoters
would be desirable in order to draw firm conclusions, as the measurements were only done once.

3.3 Discussion

We determined protein levels from single-cell fluorescence distributions in a set of
synthetic constitutive promoters, expressing at two predefined levels (medium and
high), and a set of native promoters; low regulated and spanning a wide range of
expression levels. Each promoter was measured across a set of different conditions
and their mean and variance in log-fluorescence characterized using two indepen-
dent methods: flow cytometry and microscopy. We confirmed previous reports [122]
of flow cytometers introducing a non-negligible shot-noise component, which af-
fects variances estimations. The observed lower bound on variance as a function
of mean in the measurements done with flow cytometry (Figure 3.1B) was not re-
producible in any of the measurements done with microscopy (Figure 3.4B, Figure
3.7A and Supplementary Figure S3.14C), highlighting the importance of quantify-
ing technical errors. We found that high expressed promoters measured using flow
cytometry showed similar variances as the minimal floor in variance observed un-
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der the microscope. However, low and medium expressed promoters did not show
good agreement (Supplementary Figure S3.1). A careful examination of all possi-
ble technical sources of noise that could be introduced by the microscope or the
image analysis routine should be performed in order to conclude that the variances
measured with microscopy accurately reflect a promoter’s real variance. Contrary
to the variances estimations, we found good agreement on mean expression levels
between both methods. Even though a direct comparison of the numbers is not
possible, as discussed in the main text, the fold change in expression between high
and medium expressers was very similar in both experimental setups (Figure 3.5B).
Native promoters also showed good agreement in mean expression level order when
sorted from lowest to highest expressed, although in this dataset a small number of
promoters differed between methods, for which we do not have a clear explanation
at the moment (Supplementary Figure S3.16).

One of the main observations in this work is that all promoters (native and syn-
thetic), across all conditions and expression levels, showed a relatively constant
floor in variance when measured with microscopy (defined as the average variance
in log-fluorescence of all promoters per condition, Figure 3.8). Synthetic and native
promoters did not show large deviations in the floor between them, except in min-
imal media supplemented with 0.4M NaCl, although these differences may be due
to the lack of replicates in the library of native promoters. The minimal floor in
variance is also displayed by high expressed promoters in the flow cytometer and,
after correcting for the effects of the shot-noise on the variances estimates, by all
promoters at all expression levels (Supplementary Figure S3.7). As introduced at
the beginning of the chapter, it has been theoretically and experimentally proved,
that the noise level of a promoter can be partly explained by two independent noise
sources, each dominating at different expression levels. Intrinsic noise, which is
the result of the inherent stochasticity of the molecules involved in gene expression,
scales proportionally with the mean level of a promoter and dominates at low expres-
sion levels. In [41], it was established that the noise in protein levels is dominated
by intrinsic fluctuations only when the number of proteins per cell is lower than 10.
Extrinsic noise sources, which scale with the square of the mean, dominate when
the number of proteins per cell is bigger than 10. The measurements presented here
are only dominated by extrinsic noise fluctuations, as all our promoters are in a
regime in which they express more than 10 proteins per cell (Supplementary table
S3.5), even those that we consider ‘low’ expressed. Therefore, we have not been
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able to study how intrinsic fluctuations affect the mean and variance dependency.
To do so, it would have been necessary to measure promoters that express at a
regime of less than 10 proteins per cell. A caveat in doing so, is that the library
of promoters that we used is contained in a plasmid and fluctuations in plasmid
copy number will contribute additional extrinsic noise. The plasmid used, which
contains a pSC101 origin of replication, has been documented to have between 1 to
6 copies per cell [171], which will also increase the number of proteins per cell for
genes that are expressed at lower levels. In order to remove the possible effects of
plasmid copy number, a solution could be to create a library of chromosomal fusions
(promoter-gfp). However, even in this scenario the position on the chromosome or
the cell-to-cell variability in the number of chromosomes (do to several replication
rounds happening during one cell cycle) will introduce additional sources of variabil-
ity, affecting the estimates, as well. All in all, the presented measurements clearly
indicate that constitutive (i.e. unregulated) promoters display low noise by default
independently of their expression level, which goes in line with previous reports
that the noise of a promoter is determined by the specific features of its sequence
and not by its mean expression [90, 95–97]. Moreover, there is a minimal variance
level that all promoters will display. Disentangling which noise sources lead to this
floor in variance remains an open question, although the data clearly indicates that
these sources affect all promoters by the same amount in the different conditions.
Studying how the minimal floor in variance varies across conditions gave us some
hints of how general condition-dependent physiological changes contribute to it. As
presented in Chapter 2, these sources seem to be highly condition-dependent, with
slow growing cells showing a higher floor. Here we measured the constitutive pro-
moters in a total of five different conditions, although two (stationary phase and
salt) without replicates, so results from these two conditions are not conclusive. We
did not observe dramatic differences in the variance floor between conditions for
which we had replicates (glucose, lactose and glycerol), although in the flow cy-
tometer these conditions also do not show dramatic differences. The condition with
the highest differences in noise floor are stationary phase and rich media (Chapter
2), so it is fundamental to gather more data in these two conditions under the mi-
croscope to study whether the relationship between slow growth and high noise still
holds. Finally, we also confirmed that deviations from the floor can be achieved via
regulation. In Supplementary Figure S3.17, we show microscopy measurements of
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one of the most regulated promoters in E.coli, gadAX, which displays significant
deviations from the minimal floor in variance.

In this study we have shown further evidence of unregulated promoters show-
ing noise levels close to the minimal one E.coli promoters display by default and
that deviations from this low noise ‘state’ are a result of regulation (Supplementary
Figure S3.17), as extensively presented in Chapter 2. The minimal variance floor
constitutive promoters follow, independently of their expression level, arises from
general extrinsic noise sources. We hypothesize that differences across conditions in
the floor are mostly a result of differences in cell sizes variability. We were able to
perform this study thanks to the development of an innovative microscopy method.
The method consists of a unique procedure to conduct high-throughput single-cell
fluorescence measurements and image analysis of cells attached to the bottom of 96-
well plates using microscopy, in a relatively fast and accurate manner. Its greatest
advantage is its usability and applicability to different types of biological questions,
specially those in which a high number of measurements and single-cell statistics
are essential. We believe that other studies will be able to greatly benefit from it.

3.4 Material and Methods

Strains

Library of synthetic promoters

All promoters used were created in [96]: each sequence is the result of the assembly
of random nucleotides of around 100-150bp. Sequences were ligated into a version of
the low-copy plasmid, puA66, which contains a fast-folding type of GFP (gfpmut2 )
downstream of a strong ribosomal binding site [128]. The plasmid was slightly
modified to remove a putative weak σ70 binding site (two point mutations 24bp
upstream of the GFP open reading frame, A →G and T →G). The sequences were
evolved to two predefined expression levels, after 5 rounds of FACS sorting and PCR
mutagenesis, and are typically referred to as medium expressers and high expressers.
Isolated sequences were transformed into E.coli K12 MG1655 and stored at -80°C
in LB media supplemented with 7.5% glycerol (and 50 µg/ml Kanamycin). The
measured sequences (72 medium and 72 high) were randomly selected from the
evolved set.
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Library of native promoters

We used the same set of promoters described in the methods section of Chapter 2.
The library was created in [128] and comprises around 75% of all intergenic regions
(+/- 150 bp of the adjacent regions) in E.coli longer than 40bp. The promoter
sequences were ligated into the same version of the plasmid as the set of synthetic
sequences (except for both point mutations). The strain in which the library was
transformed is E.coli K12 MG1655 (CGSC#8003).

3.4.1 Growth conditions

We grew both libraries in four different conditions: minimal media (M9) supple-
mented with 0.2% glucose, 0.2% lactose, 0.2% glycerol and 0.4M NaCl (+ 0.2%
glucose). Moreover, we grew the native library of promoters until stationary phase
(around 16 hours of growth) in minimal media + 0.2% glucose. As described in
the methods section of Chapter 2, we grew all strains in 200 µl in the condition
of interest in microtiter plates for two overnights before fluorescence measurements
(around 1/2000 dilution between overnights). On the quantification day, cells were
diluted 200-fold (500-fold for minimal media with 0.4M NaCl) and grown until mid-
exponential phase at 37°C, shaken at 600 rpm. All media were supplemented with
50 µg/ml Kanamycin.

3.4.2 Flow cytometry quantification of fluorescence

In both libraries, we measured the distribution of single-cell log-fluorescence lev-
els with a FACSCanto II (BD Biosciences), fluorescence excitation at 488 nm and
530/30 nm for emission, as described in the methods section of Chapter 2. To extract
the mean and variance of each promoter we used a custom R package available in
GitHub (https://github.com/vanNimwegenLab/vngFCM). A detailed description
can be found in Galbusera et al. 2019 [122].

3.4.3 Shot-noise removal

To have a quantitative description of the variance and mean fluorescence levels of
the promoters, we had to subtract any non-biological contribution from the mea-
surements, which can arise from autofluorescence or artifacts introduced by the cy-

https://github.com/vanNimwegenLab/vngFCM
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tometer. In order to subtract the autofluorescence from the statistics, we measured
cells carrying a promoter-less plasmid at the same time and in the same conditions
as the set of constitutive promoters. Due to the low expression levels in bacteria,
a non-negligible shot-noise contribution has to be taken into account. Using a set
of artificial beads, we were able to estimate the property of the shot-noise and re-
move its contribution from the measured fluorescence. A more detailed description
is explained in the original study [122]. The CV 2 was computed on the autofluo-
rescence and shot-noise corrected fluorescence intensities. The CV 2 is equivalent to
the variance of the log-fluorescence whenever fluctuations are small relative to the
mean.

3.4.4 Correcting the minimal variance as a function of mean
in the FCM measurements

To correct for the observed dependency between variance and mean in the FCM
measurements, we used the model derived in Wolf et al. 2015 [96] and introduced
in the Methods section of Chapter 2:

var(log[fp,c]) = ac(1−
fbg,c
〈fp,c〉

)2 + bc
〈fp,c〉

(1− fbg,c
〈fp,c〉

)



82 NOISE IN CONSTITUTIVE PROMOTERS

We used the following parameters for the fits:

Native promoters:

Condition ac bc fbg,c % of promoters above background

M9 glucose 0.05 530 220 54.6
M9 lactose 0.063 550 220 57.2
M9 glycerol 0.065 580 205 59.0
M9 0.4M NaCl 0.065 500 205 51.2

Synthetic promoters:

Condition ac bc fbg,c % of promoters above background

M9 glucose 0.1 600 230 100
M9 lactose 0.08 570 230 100
M9 glycerol 0.1 610 220 100
M9 0.4M NaCl 0.12 610 230 100

The background fluorescence was estimated from cells carrying a promoter-less
plasmid.
As presented in Chapter 2, we defined the corrected variance (in Chapter 2 this

term is referred to as noise) of a promoter in each condition as the difference between
the measured variance and the fitted minimal variance above a background threshold
(2x bgc in linear scale):

corrected_variance = σ2
pc − σ2

minc(µ)

3.4.5 Native promoters selection

To select native promoter along the lower bound on variance as a function of mean,
we binned the data in different mean expression levels (in steps of 0.4 A.U. in log-
fluorescence) and picked, inside each bin, the promoter displaying the lowest value
in variance. Some promoters were removed from the analysis, due to problems in
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the image acquisition and are, therefore, not shown in Figure 3.6 or Supplementary
Figure S3.13.

3.4.6 Regulatory annotations

All regulatory annotations were done as described in the Methods section of Chapter
2 using RegulonDB v10.5.1 [20].

3.4.7 Microscopy quantification of fluorescence

A detailed description of all critical steps can be found in the Supplementary text
section at the end of this chapter. In short, we used Poly-L-lysine 0.01% (Sigma
P4832-50ml) to attach single-cells to the glass-bottom of 96-well plates (greiner bio-
one, ref. 655090) after growing them as previously described (Chapter 2) in the
different conditions. We performed all acquisitions in an inverted Nikon Ti-E mi-
croscope equipped with a motorized xy-stage (with a plate holder, Nikon TI-SH-W)
and a Piezo stage (Nano-drive 85). We fixed the plates on the stage using custom
metal clamps designed to fit to the plates we used. Images were recorded using a
CFI Plan Apochromat Lambda DM ×100 objective (NA 1.45, WD 0.13 mm) and
a CMOS camera (Hamamatsu Orca-Flash 4.0). We maintained the focus over the
entire plate using custom runnables (See Supplementary text). The setup was con-
trolled using Micro-manager [168] and its automatizing control possibilities [172]. In
concrete, we used their HSC-site generator tool and Multi-Dimensional Acquisition
engine to obtain full-plate images. Typically, we obtained 5 positions per well. In
each position we acquired z-stacks (−2µM to 2µM from the plane in focus in 0.2µM
steps) of the bright-field image and one GFP fluorescence image of the plane in
focus. Bright-field images were acquired using 100ms exposure with the transmit-
ted light source at full power (CoolLeD pe-100). For fluorescence acquisitions, the
illumination settings varied between experiments. The tables below indicates the
settings used in each experiment, together with the number of replicates.

Set of synthetic promoters:

In the set of synthetic promoters the Illumination settings did not change across
replicates. Some of the promoter-less strains were measured at 50 ms exposure
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time instead of 200ms, although as shown in Figure S3.12 this did not dramatically
change the background fluorescence value.

Strain Condition
N independent
measurements

N sequences
each measur.

Illumination Exposure time

MG1655 with puA66
M9 glucose 0.2% 2 1,1

9%
200 ms

M9 lactose 0.2% 1 1

M9 glycerol 0.2% 1 1 50 ms

MG1655

M9 glucose 0.2% 2 1,1

9% 200ms - 50msM9 lactose 0.2% 2 1,1

M9 glycerol 0.2% 2 1,1

medium expressers

M9 glucose 0.2% 3 9,8,8

9% 200msM9 lactose 0.2% 3 9,9,6

M9 glycerol 0.2% 3 9,9,8

M9 0.4 M NaCl 2 9,9

high expressers

M9 glucose 0.2% 3 9,9,8

9% 200msM9 lactose 0.2% 3 9,9,8

M9 glycerol 0.2% 3 9,9,8

M9 0.4 M NaCl 2 9,9
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Set of native promoters:

In the set of native promoters some set of replicates were measured at 9% illu-
mination and 50 ms exposure time, while others at 17% and 200ms exposure. All
plots presented in the main text show the mean values of all replicates measured
at 17% illumination. However, to estimate the mean and standard deviation of the
variance in log-fluorescence, we considered the measurements acquired at 9%, too
in order to be able to put error bars in some of the promoters.

Condition N promoters N replicates Illumination Exposure time

M9 + 0.2% glucose 11
5 promoters ->1 replicate 17% 200ms

3 promoters ->2 replicates 17%-9% 200ms-50ms

3 promoters ->3 replicates 17%-9%(1 exp) 200ms-50ms

M9 + 0.2% lactose 10
7 promoters ->2 replicates 17%-9% 200ms-50ms

3 promoters ->3 replicates 17%-9%(1 exp) 200ms-50ms

M9 + 0.2% glycerol 8
3 promoters ->1 replicate 17% 200ms

5 promoters ->2 replicates 17%-9% 200ms-50ms

M9 + 0.4M NaCl 12 1 replicate 17% 200ms

Stationary phase 16h 8 1 replicate 17% 200ms

Samples were illuminated using a Lumencor Spectrax (Cyan LED) with excitation
(475/35 nm) and emission filters (525/50 nm) used with a dichroic beam-splitter at
495 nm.

3.4.8 Image analysis

The acquired images were analyzed using a stand-alone package in Python developed
by Guillaume Witz (Mathematisches Institue, University of Bern). The tool is
available in GitHub: https://github.com/urchuegu/DeepPlateSegmenter. We
removed the background offset of the camera, which corresponds to 100 pixels in
our setup, in all our data. All relevant statistics (in log-fluorescence) were computed
using the package.
The average and standard deviation of the variance in log-fluorescence estimated

per promoter was calculated over all collected replicates, independently of the illu-

https://github.com/urchuegu/DeepPlateSegmenter
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mination settings used. For the average and standard deviation of the means, only
replicates with the same illumination settings were considered.

3.4.9 Statistical analysis

Unless otherwise specified, all comparisons were performed using a non-parametric
two-sided Wilcox rank sum test or ANOVA using R, version 3.5.0.
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3.8 Supplementary information

Table S3.1: Statistical comparison of the variance between background, medium and
high expressers gathered across conditions.

Groups p-value-T.test p-value-Wilcoxon.rank.sum significance
background fluorescence - medium expressers 1.10E-09 9.33E-07 ****
background fluorescence - high expressers 3.71E-07 1.58E-05 ****
medium expressers - high expressers 0.058 0.027 ns/*

Table S3.2: Statistical comparison of the variance between background, medium and
high expressers in each condition.

Groups p-value-Kruskal.Wallis p-value-Anova significance
M9 + 0.2% glucose-high 0.072 0.19 ns
M9 + 0.2% lactose-high 0.47 0.52 ns
M9 + 0.2% glycerol-high 0.256 0.49 ns
M9 + 0.4M NaCl-high 0.623 0.6 ns
M9 + 0.2% glucose-medium 0.056 0.09518 ns
M9 + 0.2% lactose-medium 0.594 0.84519 ns
M9 + 0.2% glycerol-medium 0.192 0.56036 ns
M9 + 0.4M NaCl-medium 0.097 0.0021 ns/**
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Figure S3.1: Shot-noise removal at different expression levels. A: Cumulative
distribution of the CV 2 of promoters with mean expression levels < 8.5 (in log-space) with
(red line) and without (black line) shot-noise removal. B: Cumulative distribution of the
CV 2 of promoters with mean expression levels > 8.5 (in log-space) with (red line) and
without (black line) shot-noise removal.



NOISE IN CONSTITUTIVE PROMOTERS 89

M9 + 0.2% lactose M9 + 0.2% glycerol M9 + 0.4M NaCl

5 6 7 8 9 10 11 12 5 6 7 8 9 10 11 12 5 6 7 8 9 10 11 12

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Mean log fluorescence (A.U)

V
ar

ia
nc

e 
lo

g 
flu

or
es

ce
nc

e 
(A

.U
)

Variance as a function of mean measured using flow cytometryA

M9 + 0.2% lactose M9 + 0.2% glycerol M9 + 0.4M NaCl

6.5 7.5 8.5 9.5 10.5 11.5 6.5 7.5 8.5 9.5 10.5 11.5 6.5 7.5 8.5 9.5 10.5 11.5
0

0.4
0.8
1.2
1.6

2
2.4
2.8
3.2
3.6

0
0.4
0.8
1.2
1.6

2
2.4
2.8
3.2
3.6

0
0.4
0.8
1.2
1.6

2
2.4
2.8
3.2
3.6

Mean log fluorescence (A.U)

C
V

2

colour

shot−noise removal without shot−noise removal

Flow cytometers introduce shot−noiseB

M9 + 0.2% lactose M9 + 0.2% glycerol M9 + 0.4M NaCl

0 0.4 0.8 1.2 1.6 2 0 0.4 0.8 1.2 1.6 2 0 0.4 0.8 1.2 1.6 2

0.00

0.25

0.50

0.75

1.00

0.00

0.25

0.50

0.75

1.00

0.00

0.25

0.50

0.75

1.00

CV2

C
um

ul
at

iv
e

colour

shot−noise removal without shot−noise removal

CV2 comparisons before and after removing shot−noiseC

Figure S3.2: Flow cytometers introduce shot-noise. A: Shown are the mean (x-
axis) and variance (y-axis) in log-fluorescence of a set of E.coli native promoters character-
ized with flow cytometry and grown in three conditions: minimal media supplemented with
either 0.2% lactose, 0.2% glycerol or 0.4M NaCl + 0.2% glucose (each point represents one
promoter and the condition is indicated at the top of each panel). Clearly, there is a strict
lower bound on variance as a function of mean. The blue line indicates the theoretical
predicted minimal variance, which breaks for promoters below a background threshold
(dashed vertical blue line). B: Each point indicates the CV 2 (y-axis) (which is equivalent
to variance of the log-fluorescence) as a function of mean (x-axis) of all promoters shown
in panel A (above a background threshold, indicated by the vertical blue-dashed line)
before (black dots) and after (red dots) shot-noise removal in each condition (indicated
at the top each panel). C: Cumulative distribution of the CV 2 of the set of promoters
represented in panel A before (black line) and after (red line) shot-noise removal in each
condition (indicated at the top each panel).
Note: replicate measurements have not been gathered together.
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Figure S3.3: Segmentation examples. Shown are the masks of some segmented
images interposed with their corresponding phase correlation images. Each cell is identified
by a unique identifier.
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Figure S3.4: Example of a bad segmented image. The image aims to illustrate the
output of an image acquired close to the edge of a well containing very few cells. The
algorithm wrongly identifies the edges as cells. Nevertheless, as shown in the plots below,
their probabilities are very small. We typically set a threshold of 0.8 in probability and
200 pixels in area (red vertical lines).
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Figure S3.5: Fluorescence distributions of segmentation errors. Example of two
promoters and their fluorescence distributions. Wrongly segmented objects (indicated
with a circle in the image inlets) will show fluorescence levels close to the background
fluorescence of the image. The background fluorescence of the images changes depending
on the level of the expression of the fluorophore used. In order to remove possible biases
that could arise from wrongly segmented objects, we fit a mixture of two Gaussians to
the log-fluorescence data, as shown in the histograms, and extract the mean and variance
from the Gaussian with the highest probability.
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Figure S3.6: Shot-noise removal in the set of synthetic promoters. Contribution
of shot-noise to the CV 2 estimations of the library of synthetic promoters. All measured
conditions have been gathered together.
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Figure S3.7: Corrected variance (noise) in native and synthetic promoters.
A: Corrected variance (y-axis, also sometimes referred, simply, as noise), defined as the
difference between the measured variance and the theoretical predicted minimal variance
as a function of mean of all promoters from the library of native (black dots) and synthetic
promoters (yellow dots) in each condition (indicated at the top of each panel).
Note: in this plot replicate measurements have been gathered.
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Figure S3.8: Individual medium expressers measured using FCM. Variance (y-
axis) as a function of mean (x-axis) of the log-fluorescence of each individual medium
expresser (individual panels) measured in four different conditions (indicated by the colour)
using flow cytometry.
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Figure S3.9: Individual high expressers measured using FCM. Variance (y-axis)
as a function of mean (x-axis) of the log-fluorescence of each individual high expresser
(individual panels) measured in four different conditions (indicated by the colour) using
flow cytometry.
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Figure S3.10: Low noise in the set of synthetic promoters. A: We calculated
the average noise (after correcting for the mean-variance dependency, Figure S3.7) of the
synthetic promoters (blue line) and native promoters (red line) over the four measured
conditions. Shown is the cumulative distribution of the estimated average noise levels
(also referred to as corrected variance in this study) stratified by annotated unique number
of regulatory inputs (various line-types). B: Cumulative distribution of noise plasticity
(estimated as the variance in noise over the four conditions of each promoter) for the
set of synthetic (blue line) and native promoters (red line) stratified by annotated unique
number of regulatory inputs (various line-types). C: Cumulative distribution of expression
plasticity (estimated as the variance in mean expression over the four conditions of each
promoter) for the set of synthetic (blue line) and native promoters (red line) stratified by
annotated unique number of regulatory inputs (various line-types).
All regulatory interactions have been annotated according to RegulonDB [20].
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Figure S3.11: Variance as a function of mean as measured using microscopy.
Variance (y-axis) as a function of mean (x-axis) of a small subset of synthetic promoters
(MG1655: blue, MG1655 + puA66: pink, 9 medium: green and 9 high: red) characterized
with microscopy. The error bars indicate the standard deviation among replicates (pro-
moters without replicates are illustrated as stars). Each panel represents one condition.
The horizontal blue line illustrates the average variance over all promoters measured in
the represented condition.
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Figure S3.12: Individual synthetic promoters measured using microscopy. A:
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(indicated by the colour). Promoters without replicates are illustrated as stars. B: The
average variance (y-axis, +/- sd) and average mean (x-axis, +/- sd) over all measured
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Figure S3.13: Names of the genes immediately downstream (resp. upstream)
of the selected native promoters for microscopy characterization.
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Figure S3.14: Minimal variance as a function of mean in M9 supplemented
with 0.4M NaCl, and growth after 16 hours in M9 with 0.2% glucose. A:
Selected promoters in M9 + 0.4M NaCl (+ 0.2% glucose) and in 16 hours of growth in
M9 0.2% glucose. B: Their immediate downstream (resp. upstream) genes. C: Variance
(y-axis) as a function of mean (x-axis) of the selected native promoters characterized with
microscopy. Measurements were acquired only once for this set of conditions, therefore
no error bar is displayed. The horizontal blue line illustrates the average variance over all
promoters. The pink line shows the fitted lower bound on variance as a function of mean
in the flow cytometer. Each facet represents a condition. D: Average variance (y-axis,
+/- the standard deviation) calculated over all promoters in all conditions (x-axis). M9
supplemented with 0.4M NaCl shows a significantly lower variance compared to each of
the other conditions (**: p-value <= 0.01, Wilcoxon rank sum test).
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Figure S3.15: Selected native promoters measured with microscopy. Variance
(y-axis) as a function of mean (x-axis) in log fluorescence of the selected native promoters,
characterized with microscopy, in order to study how their variance scales with mean.
Each panel represents one condition, and each promoter has been annotated with the
name of the immediate gene downstream (resp. upstream) together with the number
of unique regulatory inputs documented in RegulonDB [20]. Interestingly, the majority
are not regulated and those that contain the largest number of regulatory inputs (cadB
and manY ) are not expressed, suggesting that their regulators may not be active in the
measured conditions.
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Figure S3.16: Order of appearance (sorted by ascending expression level) in
the microscope and flow cytometer (fcm). Each gene was assigned an ID based on
expression level (1-n, from lowest to highest expressed, x-axis) in each experimental setup
(y-axis). The lines connect the same gene measured in the different setups and the name
is indicated at the top. In red are indicated genes that show a significant change in the
expression level between both setups.
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Figure S3.17: Measuring a high noise promoter with the microscopy proce-
dure. A: We selected one of the noisiest promoter in the library of native promoters
(gadAX) and measured it under the microscope in three different conditions: minimal
media + 0.2% glucose, 0.2% glycerol and 16 hours of growth in 0.2% glucose. B: Shown
are, in each condition, the variance as a function of mean in log-space of the high noise
promoter (red dot) and the native promoters selected to study the minimal variance as a
function of mean (black dots).
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Table S3.3: Regulatory information of the selected native promoters. Highlighted in
black are those promoters with 3 or more annotated unique regulatory inputs as docu-
mented in RegulonDB [20].

Condition Gene Blattner Library_plate_id Library_well_id Number known regulatory inputs Sigma factor

M9 + 0.2% glucose puA66 - AZ01 F3 0 unknown
M9 + 0.2% glucose leuE b1798 AZ11 B5 1 unknown
M9 + 0.2% glucose ygdQ b2832 AZ05 D4 0 unknown
M9 + 0.2% glucose yjgA b4234 AZ09 F8 0 unknown
M9 + 0.2% glucose nupC b2393 AZ16 G11 3 Sigma70
M9 + 0.2% glucose ompT b0565 AZ18 H2 1 unknown
M9 + 0.2% glucose modF b0760 AZ14 C6 0 unknown
M9 + 0.2% glucose corA b3816 AZ16 H5 0 Sigma70
M9 + 0.2% glucose asd b3433 AZ18 C9 0 unknown
M9 + 0.2% glucose rrsA b3851 AZ19 G2 2 Sigma32, Sigma70
M9 + 0.2% glucose rrsD b3278 AZ20 A4 3 Sigma32, Sigma70

M9 + 0.2% lactose arpA b4017 AZ05 G2 0 unknown
M9 + 0.2% lactose pinH b2648 AZ10 A8 0 unknown
M9 + 0.2% lactose phoE b0241 AZ01 A7 1 Sigma70
M9 + 0.2% lactose hisJ b2309 AZ14 H11 3 Sigma54, Sigma70
M9 + 0.2% lactose yejL b2187 AZ10 A5 0 unknown
M9 + 0.2% lactose lacZ b0344 AZ14 H1 3 Sigma70
M9 + 0.2% lactose yajG b0434 AZ19 A11 0 Sigma70
M9 + 0.2% lactose ycbK b0926 AZ13 C9 0 unknown
M9 + 0.2% lactose serA b2913 AZ01 F4 3 Sigma70
M9 + 0.2% lactose rplN b3310 AZ19 C9 0 unknown
M9 + 0.2% glycerol yfaD b2244 AZ17 B9 0 unknown
M9 + 0.2% glycerol cadB b4132 AZ17 A9 6 Sigma70
M9 + 0.2% glycerol chaC b1218 AZ16 E7 0 Sigma54
M9 + 0.2% glycerol ompR b3405 AZ20 C4 2 Sigma70
M9 + 0.2% glycerol rstA b1608 AZ04 H4 1 unknown
M9 + 0.2% glycerol ribB b3041 AZ18 C6 0 unknown
M9 + 0.2% glycerol serA b2913 AZ03 C3 3 Sigma70
M9 + 0.2% glycerol ilvL b3766 AZ01 C1 2 Sigma70
M9 + 0.4M NaCl (+gluc) zraS b4003 AZ03 F11 2 Sigma54
M9 + 0.4M NaCl (+gluc) allS b0504 AZ13 H5 1 unknown
M9 + 0.4M NaCl (+gluc) ybaQ b0483 AZ13 D7 0 unknown
M9 + 0.4M NaCl (+gluc) pepE b4021 AZ04 G11 0 unknown
M9 + 0.4M NaCl (+gluc) yeeX b2007 AZ17 G10 0 unknown
M9 + 0.4M NaCl (+gluc) rppH b2830 AZ13 B7 0 unknown
M9 + 0.4M NaCl (+gluc) secE b3981 AZ13 C4 0 unknown
M9 + 0.4M NaCl (+gluc) minC b1176 AZ13 A7 0 unknown
M9 + 0.4M NaCl (+gluc) pheM b1715 AZ10 B8 2 unknown
M9 + 0.4M NaCl (+gluc) serA b2913 AZ12 C3 3 Sigma70
M9 + 0.4M NaCl (+gluc) rpsL b3342 AZ19 C1 0 unknown
M9 + 0.4M NaCl (+gluc) rplN b3310 AZ19 C9 0 unknown
Stationary phase 16h manY b1818 AZ17 B3 4 Sigma70
Stationary phase 16h sppA b1766 AZ12 D10 0 unknown
Stationary phase 16h ytjB b4387 AZ01 D12 0 unknown
Stationary phase 16h pykF b1676 AZ02 A8 1 Sigma38, Sigma70
Stationary phase 16h yjjK b4391 AZ14 H3 0 unknown
Stationary phase 16h panD b0131 AZ18 B12 0 Sigma70
Stationary phase 16h ilvL b3766 AZ01 C1 2 Sigma70
Stationary phase 16h rpsM b3298 AZ19 C8 0 Sigma70
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Table S3.4: Statistical comparison of the variance between native promoters in each
condition.

Condition p-value-Kruskal.Wallis p-value-Anova significance

M9 + 0.2% glucose 0.008 0.22 */ns
M9 + 0.2% lactose 0.788 0.653 ns
M9 + 0.2% glycerol 0.726 0.662 ns
M9 + 0.4M NaCl 0.875 0.998 ns
Stationary phase 16h 0.439 1 ns

Table S3.5: Estimated number of proteins per promoter. We used the conversion factor
determined in [96] (2.88) to transform flow cytometry fluorescence units into number of gfp
molecules per cell. The value was established using quantitative Western Blots in eight strains
with known FCM intensities. We multiplied the mean fluorescence values in linear scale of each
promoter (after autofluorescene removal) by the conversion factor. The values shown for the
medium and high expressers are the average number of GFP molecules per cell over all measured
promoters, together with the lowest and maximal value measured.

Condition Gene Blattner Average number of proteins per cell

M9 + 0.2% glucose puA66 - 0
M9 + 0.2% glucose leuE b1798 253
M9 + 0.2% glucose ygdQ b2832 838
M9 + 0.2% glucose yjgA b4234 1,814
M9 + 0.2% glucose medium - 2,971 (min: 1,065; max: 11, 911)
M9 + 0.2% glucose nupC b2393 3,114
M9 + 0.2% glucose ompT b0565 9,589
M9 + 0.2% glucose modF b0760 10,422
M9 + 0.2% glucose corA b3816 14,201
M9 + 0.2% glucose asd b3433 38,069
M9 + 0.2% glucose rrsA b3851 85,694
M9 + 0.2% glucose rrsD b3278 131,043
M9 + 0.2% glucose high - 45,879 (min:17,710; max: 88,321)
M9 + 0.2% lactose arpA b4017 0
M9 + 0.2% lactose pinH b2648 840
M9 + 0.2% lactose phoE b0241 2,996
M9 + 0.2% lactose medium - 3,176 (min: 1,282; max: 12, 509)
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Table S3.5 continued from previous page

Condition Gene Blattner Average number of proteins per cell

M9 + 0.2% lactose hisJ b2309 4,701
M9 + 0.2% lactose yejL b2187 10,788
M9 + 0.2% lactose lacZ b0344 16,127
M9 + 0.2% lactose yajG b0434 23,944
M9 + 0.2% lactose ycbK b0926 39,346
M9 + 0.2% lactose serA b2913 55,555
M9 + 0.2% lactose rplN b3310 285,959
M9 + 0.2% lactose high - 53,812 (min: 21,769; max: 103,462)
M9 + 0.2% glycerol yfaD b2244 0
M9 + 0.2% glycerol cadB b4132 482
M9 + 0.2% glycerol chaC b1218 940
M9 + 0.2% glycerol ompR b3405 1,673
M9 + 0.2% glycerol medium - 2,441 (min: 940; max: 10,622)
M9 + 0.2% glycerol rstA b1608 8,625
M9 + 0.2% glycerol ribB b3041 16,661
M9 + 0.2% glycerol serA b2913 25,720
M9 + 0.2% glycerol ilvL b3766 61,714
M9 + 0.2% glycerol high - 36,843 (min: 18,185; max: 69,605)
M9 + 0.4M NaCl (+gluc) zraS b4003 0
M9 + 0.4M NaCl (+gluc) allS b0504 0
M9 + 0.4M NaCl (+gluc) ybaQ b0483 979
M9 + 0.4M NaCl (+gluc) pepE b4021 1,683
M9 + 0.4M NaCl (+gluc) yeeX b2007 2,859
M9 + 0.4M NaCl (+gluc) medium - 4,333 (min: 852; max: 15,085)
M9 + 0.4M NaCl (+gluc) rppH b2830 4,551
M9 + 0.4M NaCl (+gluc) secE b3981 10,548
M9 + 0.4M NaCl (+gluc) minC b1176 16,591
M9 + 0.4M NaCl (+gluc) pheM b1715 25,910
M9 + 0.4M NaCl (+gluc) serA b2913 38,221
M9 + 0.4M NaCl (+gluc) rpsL b3342 129,139
M9 + 0.4M NaCl (+gluc) rplN b3310 192,297
M9 + 0.4M NaCl (+gluc) high - 65,302 (min: 21,682; max: 136,819)
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Table S3.5 continued from previous page

Condition Gene Blattner Average number of proteins per cell

Stationary phase 16h manY b1818 120
Stationary phase 16h sppA b1766 488
Stationary phase 16h ytjB b4387 1,983
Stationary phase 16h pykF b1676 4,796
Stationary phase 16h yjjK b4391 7,699
Stationary phase 16h panD b0131 17,631
Stationary phase 16h ilvL b3766 64,212
Stationary phase 16h rpsM b3298 85,450
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3.9 Supplementary text

3.9.1 Extended microscopy protocol

This section contains a detailed description of all steps performed (including critical
information) to successfully measure 96-well plates using an inverted fluorescence
microscope.

• Equipment and Materials

– Glass-bottom microtiter 96-well plates (Greiner bio-one Ref.655090)

– Poly-L-lysine 0.01% (Sigma P4832-50ML)

– Wide-field inverted fluorescence microscope (Nikon Ti)

– High-numerical-aperture (NA), oil-immersion objective (CFI Plan Apoc-
hromat Lambda DM x100 objective [NA 1.45, WD 0.13mm])

– Immersion oil (Nikon type-A)

– Motorized x-y stage controller (Nikon TI-SH-W Plate-holder)

– Plate holder metal clamps

– Temperature incubator (Life Imaging Services Ice Cube ) - OPTIONAL

∗ Depending on the number of positions acquired in each well, the ac-
quisition time for a full plate can range from ∼30 minutes to longer
periods of time. Therefore, it can be critical to maintain the cells
chilled in order to avoid differences in cellular state between the first
and last acquired well. We runned the experiments at around 10 °C.

– Piezo stage (Mad City Labs, Nano-Drive 85; Cen-Tech Digital Multime-
ter) - OPTIONAL

• Experimental procedure

1. Grow your cells as required

– The experiments presented in the main text were performed after
growing cells carrying out fluorescent reporters (GFP) of interest in
microtiter plates in different conditions (e.g. minimal media M9 +



NOISE IN CONSTITUTIVE PROMOTERS 109

0.2% glucose) for two consecutive overnights after inoculation from a
glycerol stock at -80 °C (∼1/2000 dilution between overnights). The
day of the experiment a ∼1/200 dilution was performed into 200ml of
fresh media and cells were grown between 3 and 16 hours, depending
on the condition, before microscopy measurements.

2. Turn on the microscope and start cooling it down (OPTIONAL)

3. Plate preparation

(a) Add 25 µl of Poly-L-lysine 0.01% to the bottom of each well. Incubate
for 5 min at room temperature.
Critical! Make sure that the poly-L-lysine covers the whole bottom
surface of the well.

(b) Rinse the wells with dH2O, first and then with 1x PBS. Repeat twice.
Critical! Make sure the water and PBS are filtered to avoid any dust
particles sticking to the poly-L-lysine. If possible, perform this step
in a fume hood.

(c) Add the growing cultures into each well.
Critical! Make sure to pipette up and down each culture a few times
to separate segregated cells before adding them to the plate. A high
fraction of cell clumps will make the analysis of the images very hard,
if not impossible.
– For the experiments presented in the main text, 30 µl of an ex-

ponentially growing culture were usually added to each well. For
cells already in Stationary Phase ∼25µl of a 1/50 dilution in
minimal media were added.

(d) Centrifuge the plate for 10 min at 500g. This will attach the cells to
the poly-L-lysine at the bottom.

(e) Carefully remove the supernatant.
(f) Rinse twice with either 1x PBS or the media the cells were growing

in.
Critical! Make sure the media or PBS are clean and filtered to avoid
any dust particles sticking to the poly-L-lysine. If possible, perform
this step in a fume hood.

(g) Add immersion oil to the bottom-glass surface of the plate.
Critical! The oil needs to be distributed carefully to avoid the for-
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mation of air bubbles. Air bubbles will prevent the Perfect Focus
System (PFS) to find the correct focus across positions. At the same
time, it is also important to make sure that the oil is not dripping,
in order to avoid damaging pieces of the microscope.

(h) Fill wells with 1x PBS or the media cells were growing in in to avoid
them to dry out during image acquisition.

The plate is now ready for image acquisition.

4. Image acquisition

(a) Add immersion oil to the objective.
(b) Tight the bottom glass plate with the metal clamps to avoid it from

moving while imaging.
(c) Open Micro-manager (we used version xxx) [168]
(d) Open the HCS Site Generator tool in Micro-manager (plugins→ Ac-

quisition Tools → HCS Site Generator, which allows the acquisition
of entire 96-well plates) and select the type of plate, number of wells
and number of positions to measure in each well. Make sure that
the position grid inside each well has a spacing of at least 200µM
between positions (to avoid bleaching due to cross-illumination be-
tween them). Calibrate the x-y stage position relative to the position
of well A1 using the calibration tool.
Critical! Always calibrate the position of the x-y stage before at-
tempting to measure any well using this tool. To do so, position the
objective in the middle of well A1 (or a different position in the well,
as described below) and use the calibrate option. If failing to do so,
the microscope can be very badly damaged!
Important notes on position calibration using HCS:
The wells at the border of the plate (A1-H1, A1-A12, A12-H12, H1-
H12) need to be calibrated carefully. Depending on the calibrated
position of the x-y stage, the borders of the objective can touch the
plate holder in these positions, which can result in equipment dam-
age. The following figure shows the positions that are safe to image
without causing any damage:
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In the figure, the blue coloured areas are safe positions to image.
The red coloured areas are safe too, but if the z-position of the ob-
jective is higher than a certain value (this position will change from
set-up to set-up) the objective will touch the plate holder, potentially
damaging the objective/plate holder. The white coloured areas are
Critical! positions, where it is advised not to set the calibration posi-
tion. The green and yellow spots mark the two ideal places to set the
calibration position using the HCS Site Generator tool. If calibrating
in the position of marked by the green spot in well A1, all wells ex-
cept the bottom ones can be safely measured. To safely measure the
H1-H12 row, another acquisition needs to be set-up separately after
the acquisition of the rest of the wells, where the x-y stage position
is calibrated at the position of the yellow spot mark in well A1.
*These notes are based on our set-up. It could very well be, that in
a different set-up this problem does not exist

(e) Once the calibration is done, go to a well containing cells (ideally
cells highly expressing the used fluorophore) and save the objective
position (z-position) in which cells are in focus using the Perfect
Focus System.
Critical! Always move between positions (wells) with the objective
in a low z-position to avoid damaging it.
Critical! Find the cells using brightfiled (DIA channel), since phase
contrast does not work with bottom-glass plates. Once the cells are
found, set the correct position using the fluorescence channel, as it is
easier to see the exact position at which the cells are in focus using
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fluorescence. Important!: Do this in a position that you will not
acquired afterwards to avoid bleaching.

(f) Open the Multi-Dimensional Acquisition engine and select all im-
portant parameters to run the experiment (e.g. channels, exposure
intensity, exposure time, range of z-stack for brightfield, ...). Below
is a snapshot of an example of how the settings of an experiment
could look like.

(g) Go to the first well you are interested in acquiring and position the
objective close to the focal plane. It is always a good idea to make
sure that all settings are correct by acquiring an individual image in
a single position, before running the whole plate (again, in a position
you will not saved afterwards due to bleaching).

(h) Once all settings are correct. Image the whole plate, by pressing
acquire in the MDA engine.
Critical! The z-position at which cells are in focus changes across
the plate, as the plate is slightly curved (see picture below).
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The picture shows the best z-position (x and y axis) at which cells
are in focus in each well (wells A2-A12 and H1-H12 are not shown).
The position increases slightly towards the middle of the plate. The
maximal difference between z-positions is 171µM (from well A1 to
well E7), the difference between neighbouring wells can range from
1µM to 42µM. When using the autofocus hardware integrated in
Micro-manager, the experiment is likely to fail and the objective can
be very seriously damaged. This is because of the way the hardware
tries to find the best z-position between positions. In short, it will
always look for the best position between a set lower and upper range
starting from the last stored value (initially set by the user). If the
Perfect Focus System fails to find the right focus in one position (e.g.
due to air-bubbles in the immersion oil, dust in the plate, no cells ...
), it will store the z-position at the position where it stopped (which
is the highest possible value within the set range). If it fails to find it
over consecutive wells, the stored position from image to image will
keep increasing, reaching a point where the correct focal plane will
be out of the searching range. The objective will end up in a position
where it will keep pushing closer and closer against the bottom of the
plate from position to position, eventually crashing and breaking. To
overcome this issue and successfully be able to find the perfect focus



114 NOISE IN CONSTITUTIVE PROMOTERS

across the entire plate without breaking the objective, we wrote a
small customized runnable to do the following:
– set the speed of the x-y stage controller to slow (we set it a value

of 6, as relatively slow speed helps avoiding the formation of air
bubbles while moving the objective across positions)

– iteratively search for the perfect focus in small steps of 2µM star-
ing from the optimal objective position (z-position) set by the
user. It starts by searching 2µM down from the stored position
and then 2µM up, and so on. If after a while the perfect focus
is not found, the range is increased, but the runnable prevents
the objective to move more than 500µM in any direction to avoid
breaking the objective (an already generous range, as the mea-
sured highest difference across wells is 171 µM). If the focus is
not found, the position at which the Perfect Focus System will
start searching in the next image is the last position at which the
perfect focus was found (not the position of the previous image).

5. If successful, save all acquired data, clean and turn-off the mi-
croscope

Most important points in order to succeed from our experience:

• Always calibrate the x-y stage controller within the HCS Site Generator tool
before starting any acquisition.

• Always move the objective in a low z-position between positions before starting
the experiment.

• Don’t set the speed of the x-y stage controller to fast to avoid the creation of
air-bubbles in the immersion oil, which will prevent the perfect focus system
to find the focus.

• Use custom runnables to ensure that the perfect focus system is able to find
the correct focus across all positions in the plate, even if the best z-position
changes between them.



This is the code generated to find the correct focus across all positions in the plate. 
Note that it assumes that there is a Piezo available. 
 
//This runnable allows to perform an extended PFS for large samples like plates. 
//At each acquisition position, the ZDrive makes a series of attempts to lock  
//the PFS by moving the sample above and below the default position. 
//The default position is the last position were locking was successfull. 
 
//Before running the MDA, one should be at the first position, turn on the PSF  
//and make sure the Z piezo is in the middle of its range. 
//PFS is around 3900 
//Define names of devices 
zStage = "TIZDrive";  
PFSname = "TIPFSStatus"; 
piezoName = "MCL Z Piezo"; 
 
//Extended PSF parameters to choose 
max_Z_range = 500;//maximum allowed travel distance of Z stage from initial pos. 
stepSizeSmall = 0.5;//size in microns of each step 
stepSize = 2;//size in microns of each step 
stepNumSmall = 4; 
stepNum = 73;//number of search steps 
 
//change xyStage speed 
mmc.setProperty("TIXYDrive","SpeedX",6); 
mmc.setProperty("TIXYDrive","SpeedY",6); 
 
//recover mda settings 
settings = mm.acquisitions().getAcquisitionSettings(); 
num_slices = settings.slices.size(); 
slice_size = settings.slices.get(num_slices-1); 
 
//function that checks whether PFS found focus 
boolean testFocus() { 
    try { 
        //if anyway out of range dont try to focus 
  PSF_status = mmc.getProperty(PFSname, "Status"); 
  if (PSF_status.equals("Out of focus search range")) { 
   return false; 
  } 
        mmc.fullFocus(); 
        mmc.waitForDevice(PFSname); 
  }  
 catch (Exception ex) { 
  //focus failed 
  //print("focus failed"); 



        return false; 
  } 
    return true; 
   }; 
 
//clear any attached runnable 
mm.acquisitions().clearRunnables(); 
//stop PFS 
mmc.enableContinuousFocus(false); 
//Record the Zdrive position and remember as last working position 
ref_Z = mmc.getPosition(zStage); 
init_Z = ref_Z; 
newZpos = ref_Z; 
 
// 
mm.acquisitions().clearRunnables(); 
settings = mm.acquisitions().getAcquisitionSettings(); 
 
runnable = new Runnable() { 
 numFrames = settings.numFrames; 
 public void run() { 
    //print(numFrames); 
 
    boolean success = testFocus(); 
     
      for (int i = 0; i < stepNum && !success; i++) { 
         if (i < stepNumSmall){ 
          print("here1"); 
          newZpos = ref_Z + i*stepSizeSmall; 
         } 
         else{ 
          print("here2"); 
          newZpos = ref_Z + (stepSizeSmall*stepNumSmall) + (i-
stepNumSmall)*stepSize; 
         } 
         //newZpos = ref_Z + i*stepSize; 
          
         if (newZpos < init_Z + max_Z_range){ 
          try { 
             mmc.setPosition(zStage, newZpos); 
             mmc.waitForDevice(zStage); 
          } catch (Exception ex) { 
             ReportingUtils.showError(ex, "Failed to set Z position"); 
          } 
          success = testFocus(); 
         } 



 
       if (i < stepNumSmall){ 
        print("here3"); 
          newZpos = ref_Z - i*stepSizeSmall; 
         } 
         else{ 
          print("here4"); 
          newZpos = ref_Z - (stepSizeSmall*stepNumSmall) - (i-
stepNumSmall)*stepSize; 
         } 
         //newZpos = ref_Z - i*stepSize; 
          
         if (newZpos > init_Z - max_Z_range && !success){ 
          try { 
             mmc.setPosition(zStage, newZpos); 
             mmc.waitForDevice(zStage); 
          } catch (Exception ex) { 
             ReportingUtils.showError(ex, "Failed to set Z position"); 
          } 
          success = testFocus(); 
         } 
      } 
      if (success) { 
         try { 
            ref_Z = mmc.getPosition(zStage); 
            print(ref_Z); 
         } catch (Exception ex) { 
            ReportingUtils.logError(ex); 
         } 
      } else { 
       mmc.setPosition(zStage, ref_Z); 
       mmc.waitForDevice(zStage); 
      }  
      print(ref_Z); 
      print(success); 
 
      mmc.setPosition(zStage, ref_Z-slice_size); 
 } 
}; 
 
 
//attach runnable 
// Run the runnable on all frames (at first position, channel, slice) 
// Numbers are frames, stage positions, channels, slices (-1 attach to all planes along 
given dimension) 
mm.acquisitions().attachRunnable(-1, -1, 0, 0, runnable); 



 
// Start MDA 
mmc.enableContinuousFocus(false); // disable PFS before starting MDA 
Thread.sleep(500); // wait 0.5s 
mm.acquisitions().runAcquisition(); 
 



4

Summary and future perspectives

The work presented here provides the first systematic investigation of the coupling
between gene regulation and gene expression noise across different growth conditions
in bacteria, as well as the role of noise propagation in shaping condition-dependent
gene expression noise. Previous studies [96] had reported a strong relationship be-
tween regulation and noise in Escherichia coli growing in minimal media supple-
mented with glucose, and had suggested that noise propagation from transcription
factors to their targets may explain the observed link. Gene expression regulation is
mainly controlled by sigma and transcription factors (Chapter 1). In E. coli there
are roughly 215 transcription factors and 3355 regulatory interactions documented
[20], and such complexity entails that noise propagation likely plays a role in shap-
ing genome-wide noise levels. Various studies have shown how noise propagates
through regulatory cascades and can affect downstream components experimentally
[109, 110, 115] and theoretically [111]. In eukaryotes, for example, it has been es-
tablished that transcription factor binding and unbinding constitutes an important
source of noise [86, 97, 106]. However, the contribution of noise propagation in
shaping the variation of expression noise levels across conditions in bacteria had, so
far, not yet been systematically quantified until now.

In order to investigate how genome-wide noise properties vary across growth con-
ditions, we first used high-throughput flow cytometry to measure single-cell gene
expression distributions of a high fraction of E.coli promoters across a diverse
range of conditions, and then used computational modeling to understand what
drives condition-dependent noise levels (Chapter 2). Moreover, we developed a new
technique to measure and analyse single-cell fluorescence measurements using high-
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throughput microscopy, as flow cytometry has important limitations when quantify-
ing other pivotal quantities such as cell size and introduces substantial measurement
noise (Chapter 3). All in all, the main results of the thesis can be summarized in
the following key findings:

1) We show that a promoter’s noise can be decomposed into two components. The
first component, which we’ve termed noise floor, is promoter independent and mainly
exhibited by constitutive expressed promoters, independently of their expression
level. The second component affects regulated genes, which clearly deviate from
the noise floor as they display additional noise due to noise propagation from the
transcription factors that regulate them. Classically, noise has been decomposed into
extrinsic and intrinsic noise [82], and here we’ve extended the idea by introducing
an extra noise propagation component. In both our setups (flow cytometry and
microscopy), we were not able to measure the noise contribution of intrinsic sources,
as all the constructs express above the threshold at which intrinsic fluctuations
dominate [41]. All constructs have been cloned on a low copy plasmid (puA66,
puA139, 1-6 copies per cell), and fluctuations in plasmid copy number are likely
to contribute to extrinsic noise. Having fluorescent fusions directly integrated in
the native locations in the chromosome, could be a possible way to overcome this
limitation, although fluctuations in the number of replicated chromosomes may also
contribute to add extra sources of noise.

2) In chapter 2 we show that the noise floor is an almost perfect linearly decreasing
function of growth-rate, indicating that during adverse conditions, all genes have
automatically more heterogeneous expression across cells. This strong association
opens the door to questions for which we do not have a clear answer yet. For
example, are high noise levels during slow growth a consequence of the changes in
gene expression that come with changes in the physiology (i.e dilution rate, mRNA
half lives) or has natural selection acted on increasing noise levels in cells that do not
grow at their optimum to increase their chances of survival when a more favorable
environment comes (bet-hedging)? This observation could, as well, have important
consequences for the design, for example, of synthetic circuits in which maintaining
low noise levels is fundamental. Although this is a very interesting preliminary
observation, flow cytometry has important limitations in allowing us to understand
the causes of the observed growth-rate dependent differences in the noise floor. Flow
cytometry only allows the comparison of how the relative levels of promoters across
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conditions change, as other quantitative estimations of parameters such as cell size
variability or growth rate variability across identical single-cells, are not possible
[122]. In chapter 3 we overcame some of the flow cytometry limitations by designing
a high-throughput microscopy technique. We then used it to investigate whether
we still could see a clear noise floor in different conditions by measuring synthetic
and low noise native promoters. The set of measured synthetic promoters is an
interesting case, as they were evolved from random sequences only on their mean
properties, and all showed low noise levels close to the values of the noise floor.
This implies that high noise in native promoters must have been positively selected
by natural selection [96]. In accordance with the observations in chapter 2, we
observed that none of the promoters (native and synthetic) showed deviations from
the noise floor. We also did not observe strong differences between conditions in
the level of expression noise contributing to the noise floor. However, the conditions
measured (glucose, lactose, glycerol), also did not show strong differences in the
flow cytometer. It would be informative to measure low noise promoters in rich
media using the microscopy setup, as it is the condition that showed the highest
differences in the flow cytometry dataset (Figure 2.2C, Chapter 2). A more careful
analysis of the dependency of the noise floor to general physiological changes would
also be insightful to understand how the noise floor relates to fluctuations in cell
size, or condition-dependent changes (e.g growth-rate, number of ribosomes and
polymerases, etc). However, this type of questions would require the gathering of
data using alternative methods as the ones we used, for example high-throughput
versions of a microfluidic device like the mother machine [159], which allows to
track expression, cell size and growth rate dynamics in single-cells over long periods
of time. Other techniques, such as single-cell mass-spectrometry (sc-MS), could be
useful in understanding how the concentration of different molecules (e.g ribosomes,
polymerases or transcription factors) fluctuate across cells and environments [173].
However, to date sc-MS is still far from being able to give reliable quantitative and
noise-free measurements of single-cell protein levels in bacteria.
As a side note, thanks to the development of the microscopy protocol we confirmed

that measurements using flow cytometry were highly dominated by shot-noise, as
we had already reported elsewhere [122]. This highlights the importance of carefully
examining technical sources of noise when aiming to perform quantitative analyses.
Measurements presented in Chapter 2 were corrected for the dependency that arises
from the shot-noise before analysis.
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3) Due to noise propagation, we show that regulated genes show highly condition-
dependent noise properties. Since the amount by which transcription factors fluc-
tuate will most likely change in different conditions, their targets noise levels will
be affected accordingly (i.e. in a condition where a transcription factor’s activ-
ity is highly variable its targets will see their variability increase, in contrast to a
condition where the same factor has a more homogeneous activity). We performed
systematic computational modeling of each promoter’s condition-dependent noise in
terms of regulatory binding sites in their sequences to quantify how noise propagates
through the regulatory network. This allowed us to identify which transcriptions
factors are most responsible for propagating noise in each condition and on average
across all. The set of factors that we found consistently appearing through all condi-
tions include, H.NS, Sigma38, CRP, PhoB, GadX and GadW and their appearance
is consistent with the chosen conditions and previous knowledge in the literature.
A caveat of the model used is, perhaps, its simplicity; it would be interesting to
further extend the model by incorporating other possible sources of variability, such
as growth rate or cell size and see how the fraction of explained variance may be
affected. Or incorporate information on the regulatory function of the factors (i.e.
do they activate, repress or both?) to explore how regulatory architectures influ-
ence noise propagation. The work presented could be easily extended to study noise
propagation in many other different conditions. What kind of factors would have,
for example, appeared in a completely different set, such as during anaerobic growth
or in biofilms. Models of how noise propagates through gene regulatory networks in
a condition-dependent manner have important applications for understanding how
gene circuits work and to help in their design.
If the predictions regarding which transcription factors contribute to higher noise

levels are correct, it should be possible to experimentally validate them. We started
to do some work towards this direction by taking two approaches. First, we chose
high noise native promoters for which the model was able to explain a high fraction
of their variance in terms of noise propagation from one of the top factors identified
in all conditions. We then performed site directed mutagenesis to destroy binding
sites for some of these factors and investigate how their noise levels changed. In the
second approach, we selected a unique low noise synthetic promoter expressing at
a medium level. We created a library of mutants by systematically adding binding
sites of some of these factors in different positions along the promoter’s sequence.
At the moment, either approach has given conclusive results, yet. The difficulty
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in analyzing some of the data gathered so far, may come from the fact that we do
not have a complete understanding of how many of these factors act in vivo or how
their activity depends on the interactions with other factors, most likely in very
promoter-specific ways. Recent studies have shown that our current understanding
of how transcriptional regulation works overall in E.coli in terms of transcription
factor binding is limited [69].

4) Finally, we identify a new organizing principle of genes based on their regu-
latory properties. Previously it had been shown that genes are organized along a
one-dimensional axis based on their absolute expression level, codon bias, and evo-
lutionary rate [156], and here, thanks to the unique nature of our measurements, we
found a second independent axis in which genes are organized by their regulatory
complexity, gene expression plasticity and noise. This provides an important new in-
sight into the genome-wide organization of gene regulatory networks and shows that
gene expression noise is a trait that is mostly dependent on a promoter’s regulatory
state.

In this work, we have only presented the quantification of single-cell protein levels.
However, since the constructs were designed specifically to measure transcription (all
share the same mRNA sequence), we believe that most of the measured fluctuations
arise during this step. It would have been, nevertheless, valuable to know how the
single-cell mRNAs distributions varied across the environments. Single-cell mR-
NAs can be measured using a technique called single-molecule fluorescence in situ
hybridization (smFISH), which allows to fluorescently ‘label’ single mRNA in indi-
vidual cells and count their numbers as fluorescent spots [174]. The fact that all
constructs used share the same mRNA sequence, motivated us to try to perform
smFISH, as the same set of fluorescently labelled designed probes could be used in
all. We performed the technique in a single construct (placZ-gfp) and even though
we were able to visually see and computationally analyze spots corresponding to
single mRNAs, the difference in background fluorescence and the fluorescence com-
ing from a real spot was too small to be able to accurately tell them apart. A
possible cause may have been the length of the mRNA sequence (gfpmut2 ) in which
only 29 individual probes fit (as an example, other studies, were smFISH has been
performed in E.coli, used 50 [174] or 72 [90] probes) or simply due to our lack of
expertise.
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Taken all together, the results of the thesis provide for the first time important
insights into the functioning of genome-wide gene regulatory networks, and the way
in which noise propagation controls heterogeneity of expression levels across iden-
tical cells in a condition-dependent manner. I hope that this work will contribute
and help future research projects in understanding why certain regulatory strategies
allow homogeneous populations to divide into sub-populations and diversify their
adaptation mechanisms, as well as the role of evolution in shaping these strate-
gies. Understanding mechanisms by which bacteria can diversify their response to
environmental changes has important implications in many areas of biology: from
understanding why individual bacteria may become resistant to antibiotics to ratio-
nalizing the design of synthetic bacteria to perform a variety of functions of industrial
interest.
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