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Chapter

AI Enabled Precision Medicine: 
Patient Stratification, Drug 
Repurposing and Combination 
Therapies
Steve Gardner, Sayoni Das and Krystyna Taylor

Abstract

Access to huge patient populations with well-characterized datasets, coupled 
with novel analytical methods, enables the stratification of complex diseases into 
multiple distinct forms. Patients can be accurately placed into distinguishable sub-
groups that have different disease causes and influences. This offers huge promise 
for innovation in drug discovery, drug repurposing, and the delivery of more 
accurately personalized care to patients. Complex diseases such as cancer, dementia, 
and diabetes are caused by multiple genetic, epidemiological, and/or environmental 
factors. Understanding the detailed architecture of these diseases requires a new 
generation of analytical tools that can identify combinations of genomic and non-
genomic features (disease signatures) that accurately distinguish the disease sub-
groups. These sub-groups can be studied to find novel targets for drug discovery 
or repurposing, especially in the areas of unmet medical need and for selecting the 
best treatments available for an individual patient based on their personal genetic 
makeup, phenotype, and co-morbidities/co-prescriptions. This chapter describes 
new developments in combinatorial, multi-factorial analysis methods, and their 
application in patient stratification for complex diseases. Case studies are described 
in novel target discovery for a non-T2 asthma patient sub-group with distinct unmet 
medical need and in drug repurposing in a triple negative breast cancer population.

Keywords: precision medicine, genomics, patient stratification, target discovery, 
drug repurposing, therapy selection, clinical decision support, asthma,  
non-T2 asthma, cancer, triple negative breast cancer

1. Introduction

It is well-understood that the drugs available to and prescribed for patients, 
especially those with complex chronic diseases, are not always equally effective at 
treating their disease. In fact, many of the most widely prescribed drugs, includ-
ing expensive on-patent medications, benefit only a small proportion of patients 
to whom they are prescribed [1]. There are multiple reasons for this including 
misdiagnosis, genetic variations in drug response/resistance, different responses at 
disease stages, ethnicity biases in clinical trials [2], and inappropriate reimburse-
ment criteria for the disease.
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Drugs are often prescribed on the basis of a defined clinical pathway that is guided 
by the diagnostic label given to a patient’s disease in a ‘one size fits all’ approach. For 
highly heterogeneous diseases, this can seem like a largely trial and error basis before 
the right drug is found [3]. It can take months for patients to access a treatment that is 
effective and has a tolerable range of side effects. These delays not only waste drugs, 
they can increase the overall cost of treatment as a result of adverse events or worsen-
ing of the disease during the process of finding an effective prescription.

For example, it is notoriously difficult to select the right therapy and dose for 
patients newly diagnosed with depression. This is in part because depression is hard 
to diagnose precisely, due to it being multi-factorial, multi-genic with confounding 
situational influences and co-morbid with other conditions. As a result, depressive 
disorders are a huge societal burden affecting 6–7% of the workforce and costing 
the US economy $210 billion per year [4]. The failure to quickly access effective 
drugs requires multiple physician visits, resulting in lower quality of life and lost 
economic productivity for millions of patients. Many of the drugs that we do have 
are also poorly targeted ‘sledgehammers’ with widespread off-target effects affect-
ing cognitive function, weight gain, sleep, and sexual function.

As a result of these challenges, UnitedHealth recently announced a new policy 
to use precision medicine for depression patients [5] in an attempt to escape the 
historical ‘one size fits all’ approach to medicine. Precision medicine attempts to use 
more personal information about the patients and more detailed insights into the 
disease to match the right drugs to the right patient.

Some patients may not even have available therapeutic options as none of the 
existing drugs prescribed on the clinical pathway for a given disease may work for 
them. This can leave pockets of poorly treated patient sub-groups and high unmet 
medical need. Such unmet needs exist in cancer due to the idiopathic nature of 
somatic mutations, but also even in relatively prevalent diseases with germline 
genetic predispositions such as asthma, diabetes and schizophrenia.

There are two methods of addressing both of these causes of unmet medical 
need. The first way is to try to identify new drug targets for pockets of unmet 
medical need within a patient population. This is effectively the traditional drug 
discovery approach, although it can be significantly enhanced by new AI-enabled 
precision medicine technologies.

The second approach is to try to predictively match existing drugs with patients 
who we have reason to believe will benefit from them. This is appropriate when we 
can see that those drugs are active at targets that we know are modulating disease 
processes inside a particular patient sub-group. This approach is called drug repur-
posing (or repositioning). Until now, many of the current repurposing examples 
prescribed in the clinic have been discovered in a serendipitous manner, but the 
advent of more detailed patient datasets and higher resolution patient stratification 
analytics tools enables us to do this systematically for all patients with a specific 
disease.

In turn, the knowledge of which drugs are likely to work for which patient 
sub-groups enables principled, evidence-led therapy selection in a clinical setting. 
Based on an understanding of the combination of factors driving a specific patient’s 
disease, one or more drugs targeting those causative factors can be prescribed. 
This is better understood in oncology where mutational profiles have been used to 
evaluate the best therapeutic approach for specific tumours for many years. It also 
has application in other complex and chronic diseases whose aetiology, progression 
trajectory, phenotypes and therapy responses are mediated by multiple genetic and 
non-genetic factors.

These approaches, the tools and data that enable them, and the impacts that 
accurate patient stratification bring are discussed in this chapter.
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2. Patient stratification: the key to delivering precision medicine

Precision medicine—providing the right drug at the right time to the right 
patient—promises to deliver better medicines, improved patient outcomes and 
lower healthcare costs. It has the potential to benefit millions of patients and save 
global healthcare systems tens or even hundreds of billions of dollars per year 
through new, better targeted therapeutic options, more accurate prescription, 
reduced over-medication, and better compliance.

Accurate patient stratification drives better understanding of the factors under-
pinning disease risk, rate of progression and therapy response, and presents us 
with a new palette of opportunities to impact patient care. Clinical decision support 
systems are beginning to apply patient stratification insights to inform treatment 
choices at the point of care. By increasing the chance that patients will get the right 
drug or combination of drugs first time, such precision medicine tools can reduce 
the cost of delivering care at the same time as maximizing patient benefit.

Expensive medicines or drugs with more severe side-effects can be reserved for 
those patients for whom all other cheaper and safer options have proven ineffec-
tive. This enables a more nuanced and personalized approach to prescription than 
allowed by traditional blockbuster or ‘one-size fits all’ approaches and overcomes 
some of the issues associated with the limited clinical efficacy of expensive novel 
therapies.

As described above, two approaches can be taken to delivering precision medi-
cine. Either stratified disease sub-groups can be studied to find new targets for 
drug discovery, or the same detailed patient stratification information can be used 
to identify the best treatment (or set of treatments) from the existing formulary to 
apply to an individual patient given their genetic makeup, phenotype, co-morbidi-
ties and co-prescriptions.

Both approaches require a detailed understanding of the differential causes 
of diseases across a patient population. For monogenic diseases such as sickle cell 
anemia, Huntingdon’s disease or cystic fibrosis, this is relatively simple, being 
very largely determined by a single pathogenic mutation, or in some cases differ-
ent mutations in the same gene that have similar phenotypic effects. For complex, 
multi-factorial diseases such as cancer, dementia and diabetes this means finding 
combinations of features (disease signatures) that accurately describe disease sub-
groups rather than just finding single disease associated mutations in genes.

Revealing this level of detail requires a fundamental improvement in analytical 
tools. Disease population analytical methods such as Genome Wide Association 
Studies (GWAS) have attempted to find disease associated genes. They work by 
identifying single mutations (Single Nucleotide Polymorphisms or SNPs) that 
are over-represented in a case (disease) population compared to a control (non-
disease) population and summing these signals to predict which genes might be 
most disease associated.

GWAS have found some new targets for some diseases, but in general their 
impact on drug discovery has been somewhat disappointing. In particular, GWAS 
have not lived up to the initial expectations that they would fully reveal the inher-
ent complexity of multi-factorial diseases [6, 7]. Because they are designed only to 
find single SNP associations, GWAS cannot test the disease relevance of the huge 
number of potential combinations of SNPs, despite the fact that this is exactly 
what is driving differential disease risk, progression rates and therapy responses 
in patients. This has meant that GWAS can typically only explain a fraction of the 
observed phenotype variance and will only identify a portion of the targets that are 
relevant to a disease, particularly when these are most closely associated with one 
patient sub-group rather than the whole population.
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A new generation of AI and multifactorial data analytics methods is now 
enabling us to start to untangle the complex combinatorial association signatures 
inherent in disease population datasets, properly characterizing disease sub-groups 
and identifying the different underlying factors causing and influencing their 
specific form of a disease.

One such tool, precisionlife MARKERS, is a massively scalable multi-omics 
association platform that enables the detection of high order epistatic interactions at a 
genome-wide study scale. It can find and statistically validate combinations of multiple 
(typically five or more) SNP genotypes (or other multi-omic features) that are found in 
many cases and relatively few controls, associating those combinations specifically with 
selected phenotypes, such as disease risk, progression rate and/or therapy response.

The insights generated provide a unique high-resolution insight into the archi-
tecture of complex diseases and evidence for the design and selection of therapy 
for individual patients. The importance of these tools to the delivery of precision 
medicine is described with example case studies in this chapter.

2.1 Combinatorial analysis tools for multi-factorial diseases

Precision medicine exploits (and is predicated on) the ability to identify more 
accurately which patients will respond to a specific drug or combination of drugs 
(and which patients will not). In cancer this principle is well understood even if the 
detailed associations between patient’s mutations and their disease/response status 
are still being established.

There are clear genetic targets, such as BRCA1, BRCA2 and PIK3CA in breast 
cancer, KRAS in colorectal cancer, or BRAF or HER2 in several different tumour 
types. These typically result in (relatively) large effect sizes often driven by muta-
tions in coding or direct gene expression control regions that result in significant 
loss of function in the targets. The causative principal is relatively clear in these 
cases, and patients with these types of cancers already have some personalized 
treatment options, and because the targets are identified, their diseases are the 
focus of even more detailed research.

However, outside of these coding region loss-of-function variants, other forms 
of cancer and other diseases, such as asthma, Alzheimer’s, ALS and autism, are 
even more multi-factorial and heterogeneous. They often involve multiple disease 
causing and disease modifying factors from the genome, epigenome, immune sys-
tem, epidemiological and environmental triggers, including diet and the patient’s 
microbiome. In these diseases, multiple different disease related factors usually 
outside of the direct coding regions of genes accumulate and interact to exert the 
final phenotypic effect.

A specific patient’s personal disease risks, rate of progression and responses to 
therapy vary enormously due to combinations of their mutations, predisposing 
phenotypic features and environmental influences. For these complex chronic 
diseases there are hundreds of features associated with different disease trajectories 
and therapy responses across the patient population.

The key to understanding diseases at a deeper level is to find combinations of 
these factors—disease signatures—that distinguish one patient sub-group from 
another. Using combinations of such factors provides a more granular way of 
stratifying patients, giving a higher resolution view of the disease. This enables 
novel, clinically relevant targets that were previously undetectable to be identified, 
providing a useful source of innovation for drug discovery/repurposing as well as 
informing therapy selection for individual patients (Figure 1).

The disease signatures can be used as patient stratification tools and form the 
basis of combinatorial risk prediction models as will be discussed later.
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2.2  Explaining mechanism of action and disease risk with combinatorial disease 
signatures

Knowing that a specific combination of SNPs/genes is strongly disease associ-
ated also helps to explain the metabolic context and the functional role those genes 
play in the disease. This information can be used to generate a minimally complex 
metabolic graph that connects the functions of all the genes contained in this 
network, as shown in Figure 2. This provides much more information about the 
context in which SNPs and genes occur than a standard GWAS study and enables 
focused validation of the metabolic role and disease relevance of the key targets.

Such signatures provide strong, testable hypotheses for the mechanism of action 
and also inform and accelerate the in vitro and in vivo target validation studies. 
This is a key contributor cited by AstraZeneca, GSK and AbbVie in improving their 
R&D productivity [8–10].

For the protective effect signature shown in Figure 2, it can be hypothesized that 
these genes all converge at a central signalling hub involving the insulin receptor 
(INSR), epidermal growth factor receptor (EGFR) and PI3K signalling cascade. 
Mutations in gene 6 appear to be modulating (blockading) the action of INSR, 
which is an important activator of PI3K, a key oncogene [11]. The PI3K/Akt signal-
ling pathway is involved in a variety of processes such as cell growth and survival 

Figure 1. 
Analysis of the disease associated SNPs in an 880 patient schizophrenia population (data provided by UK 
Biobank, combinatorial analysis performed by precisionlife MARKERS, visualization using R Shiny). 
The SNPs are clustered and coloured to show communities of patients that share combinations of disease 
co-associated SNPs. This graph therefore shows both the key patient sub-groups as well as the combination of 
SNPs (disease signatures) that are associated with their specific form of the disease.
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that are necessary for cancer progression [12]. If activation of PI3K is significantly 
reduced it would act to reduce oncogenesis, which would explain the lack of breast 
cancer in this sub-group even when their BRCA2 tumour suppression capabilities 
are compromised by mutation.

The protective effect disease signature shown in Figure 2 is just one of 3045 
disease signatures identified from a precisionlife MARKERS analysis of the 
(germline) genotypes of the BRCA2 positive population. Detailed patient strati-
fication can be achieved by merging all of the disease signatures found in a study. 
Overlaying shared SNPs from the disease signatures and then clustering them by 
the patients in which they co-occur reveals an unprecedented view of the disease 
architecture in the population under study. For the first time, this type of analysis 
shows in detail the disease sub-groups and the combinations of SNPs associated 
with their specific form of the disease.

Figure 3 shows a merged view of the 3045 disease signatures identified in the 
BRCA2 positive population described above. There are 762 unique SNPs in this set. 
Each circle on the graph below represents a single SNP with size proportional to its 
odds ratio (evaluated independently). Links connect SNPs that co-occur in cases 
and distance is inversely proportional to the number of shared cases. SNPs for the 
few (three) genes found by standard GWAS (FGFR2, CCDC170 and CCDC91) are 
shown coloured red, yellow or green. Novel disease associated SNPs that can only be 
identified using a combinatorial approach are shown in grey.

This type of multiple clustering within a single disease is consistent even within 
very highly genetically determined diseases. In several studies, multiple non-
overlapping patient sub-groups have been identified, including in bipolar disease 
[13] and diabetes [14].

Combinatorial analysis methods give novel, high-resolution insights into the 
disease architecture, enabling an understanding of how well a particular patient sub-
population maps to the targets of drugs approved for the disease. Patient sub-groups 
with all grey SNPs on this view are much less likely to be responsive to drugs acting at 
the targets whose SNPs are coloured. For a given patient, their specific combination 
of SNPs will in large part determine which drug or combination of drugs are likely 
to benefit them personally. This detailed stratification is therefore a key enabler of 
precision medicine and the selection of personalized treatment regimens.

Such stratification also enables systematic identification of the drug repurposing 
opportunities for a disease. SNPs associated with targets of on-market drugs approved 
for other diseases can be mapped onto the disease sub-populations to identify and 
prioritize repurposing targets. This application will be discussed later in the chapter.

Figure 2. 
Example of a 6 SNP disease signature associated with significantly reduced risk of developing breast cancer in 
a BRCA2 positive population. This disease signature occurs in 145 people who have not developed breast cancer 
by the age of 55 and zero early onset (<40 years) breast cancer patients in a 1600 patient population.
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2.3 Evolution of genomic and other patient data sources

The key requirement for combinatorial analysis (and patient stratification) 
is a high-resolution view of the causes of a disease and how these are distributed 
throughout the patient population. This clearly starts with a well-diagnosed patient 
(and matched control) population with detailed molecular, phenotypic and clinical 
data. Because most diseases are multi-factorial and heterogeneous we usually need 
hundreds or thousands of patients’ data in order to unravel the complex causes of 
disease. Such large high-quality patient datasets are beginning to become available 
with projects such as UK Biobank [15], disease charity projects such as Project MinE 
[16] in ALS, integrated hospital EMR systems and even pharmaceutical companies’ 
own clinical trials datasets.

Over the past 10 years, the evolution of clinical and research data capture has 
progressed rapidly, led by huge progress in DNA sequencing technologies. It is well-
known that the cost and accuracy of DNA sequencing has improved considerably 
more rapidly than Moore’s law for computing. At the same time other data capture 
technologies have also been improving rapidly. There is now often a vast quantity of 
patient-related data available that can also be analyzed alongside genomics data to 
better inform patient stratification and clinical decision making:

• Omics data, including:

 ○ Proteomic and metabolomic data including liquid biopsies

 ○ Epigenetic data

Figure 3. 
Multifactorial analysis finds multiple new mutations and targets associated with disease risk in BRCA2 positive 
breast cancer. SNPs are clustered by co-occurrence in patient cases—closer SNPs co-occur more frequently in 
cases. Yellow lines indicate that SNPs are in linkage disequilibrium.
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• Patient clinical data

 ○ Prescription, progression and response information

 ○ Patient records

 ○ Claims databases

 ○ Longitudinal studies

• Epidemiological and hyper-local datasets

 ○ Lifestyle, diet and exercise levels

 ○ Environmental data on weather, dust, pollution and other stressors

• Microbiomic and metagenomic data from the patient and their environment

• Biomedical imaging and AI-derived feature analysis

• Digital biomarkers, including:

 ○ Active sensor-derived data from ambulatory monitors, mobile, and wearable 
devices

 ○ Passive environmental monitoring systems

Given that diseases are influenced by some or all of the non-genomic factors 
described above it is clear that in order to predict and explain the various forms 
of such diseases, we must be able to include all of these dimensions of data in our 
analyses. Using precisionlife MARKERS this can be done either as input vari-
ables in the mining phases, e.g. to find genetic signatures specifically associated 
with high BMI, high drinking cohorts of breast cancer sufferers, or as cluster 
variables after the analysis to validate and/or explain the genetic signatures 
identified.

The protective effect signature observed in Figure 2 for example is known to be 
almost exclusively present in women of Hispanic ethnicity. In a standard GWAS, 
this type of population structure effect would have been deemed an artifact or 
confounder and eliminated using covariance methods. However, the protective 
effect is real and has a strong causative explanation, rather than just being a coinci-
dental observation. This has real clinical relevance when women with that signature 
are considering their therapeutic and surgical options after having undergone a 
BRCA test.

3. Novel target discovery and validation

Effective drug discovery requires an understanding of many aspects of the 
disease. It is highly advantageous to have:

• A defined unmet medical need with freedom to operate and a clear competitive 
positioning



9

AI Enabled Precision Medicine: Patient Stratification, Drug Repurposing and Combination…
DOI: http://dx.doi.org/10.5772/intechopen.92594

• A genetic explanation and testable hypothesis for the mechanism of action of 
the target

• Proof of differential expression of the target in disease related tissues

• Good chemical starting points with the right safety, bioavailability and off-
target effect profile

• Accurate patient stratification biomarkers

This is the 5Rs framework of drug discovery as described variously by 
AstraZeneca, GSK and AbbVie [8–10]. Following these criteria has been shown 
to improve the chance of successful development of a program from inception 
to Phase III by over four-fold. These are clearly useful guidelines and heuristics 
that we can use to apply to the selection of novel targets following identification 
of unmet medical needs and stratifying patients accordingly. An example of how 
we use our pipeline to identify novel targets is described below using data from an 
asthma population.

3.1 Stratifying an asthma patient population into two molecular phenotypes

Asthma is a debilitating disease that affects 1 in 13 people. 5.4 million people are 
currently receiving asthma treatment in the UK [17]. Asthma patients can be cat-
egorized into two molecular phenotypes: those with high T-helper cell type 2 (T2/
eosinophil) expression, which can result in an excessive inflammatory response, 
and those without (non-T2).

The aetiology of T2 asthma involves activation of the Th2 cells, which result 
in the release of cytokines such as IL-5 and IL-13. In turn, these cytokines recruit 
eosinophils to the affected tissue to counter the antigen(s) that triggered the Th2 
system. Patients with a T2 phenotype currently have a range of targeted biologic 
treatment options available to them.

However, non-T2 patients lack such targeted drugs and often have to rely on 
conventional symptomatic control therapies (such as bronchodilators and inhaled 
corticosteroids), which do little to combat the underlying disease pathology. These 
non-T2 patients make up approximately 30% of the asthma population [18], mean-
ing there is still a distinct clinical need for the development of novel targets for 
therapies that are targeted towards them.

While there have been many GWAS studies on asthma to date, prior studies have 
not focused on the genetic differences between T2 and non-T2 forms of asthma [19]. 
Our understanding of the genetics of T2 asthma are largely based on studies of the 
Th2-cytokine pathways.

Using precisionlife MARKERS with UK Biobank data, we performed a com-
parative study using a genotype dataset derived from UK Biobank to compare T2/
non-T2 asthma patient populations. We used a slightly modified version of the case 
selection criteria presented by Ferreira et al. [20]. While UK Biobank does not have 
data from sputum samples, blood eosinophil counts are considered a good indica-
tor of eosinophilia in the airways [21]. Using these criteria, we identified a total of 
42,205 total asthma cases. We randomly selected 90,034 age- and gender-matched 
subjects from the same database to serve as controls.

We selected a total of 15,071 cases with serum eosinophil counts of 0.15 (1500 
cells/mm3) or less as the non-T2 cohort, and a total of 7094 cases with serum 
eosinophil counts of 0.35 (3500 cells/mm3) or more as the T2 cohort. As some 
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asthma cases did not have any eosinophil counts recorded, we excluded them from 
either group. In order to reduce errors due to misclassification, we also excluded 
a large group of cases with eosinophil counts between 0.15 and 0.35 which we 
considered to be moderate or borderline values.

Finally, we selected an age- and gender-matched control cohort of 21,688 sub-
jects without asthma or similar respiratory disease. After quality control filtering, 
the genotype dataset included 547,147 SNPs for each case and control subject.

Our aim was to identify significant genotype differences between T2 and non-T2 
asthma, to explain the observed difference in T2 phenotype and use this to develop 
novel targets specific for the non-T2 population. While UK Biobank does not have 
data from sputum samples, blood eosinophil counts are considered a good indica-
tor of eosinophilia in the airways [21]. Therefore, we used blood eosinophil counts 
from the UK Biobank database to separate asthma cases into T2 vs. non-T2 cohorts.

Using precisionlife MARKERS, we performed several studies comparing the T2 
cohort to the non-T2 cohort, and both cohorts independently to healthy controls. 
Firstly, we compared the lists of ‘critical’ SNPs with the lowest p-values from two of 
the studies: T2 vs. controls, and non-T2 vs. controls. We expected this comparison 
to identify three sets of critical SNP genotypes:

1. those that are significantly present in T2 asthma

2. those that are significantly present in non-T2 asthma

3. those that are common to both subtypes.

Figure 4 illustrates the numbers of critical SNP genotypes that are significant 
in each of these categories, indicating clear differences in SNPs between T2 and 
non-T2 cases.

The unique SNPs identified in the replication study (that is, those that show up in 
both cohorts as statistically significant minor alleles) follow a striking pattern. When 
prioritized by p-value, we see a large number of SNPs that relate to immune system 
disorders and asthma—which confirms our hypothesis that our analysis is finding 
biologically relevant high-order combinations of genotypic features.

We then mapped these SNPs into genes within +/− 1 KB and plotted the corre-
sponding genes in a network diagram to illustrate the genetic differentiation of the 
two subtypes of asthma at the level of genes (Figure 5).

Figure 4. 
Critical SNP genotypes that are significantly represented in T2 asthma (2064) vs. non-T2 asthma (1456) vs. 
those that are common to both subtypes (332).
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3.2  Using stratification insights to develop novel targets for non-T2 asthma 
patients

Next, we mapped the prominent SNP genotypes in T2 and non-T2 asthma 
to gene sets and performed a comparative pathway enrichment analysis (see 
Figure 6). As expected, the pathway enrichment analysis shows that T2 and non-T2 
asthma are quite different diseases that share a common symptomatology but little 
else. This is at odds with the clinical prescribing pathways in place for asthma cur-
rently and indicates the need for the development of novel drugs that are specific 
for each patient sub-group.

While many of the most significant genes we identified in the T2 asthma popula-
tion corresponded to classic T2-driven immune pathways, we identified a range of 
different non-immune pathways that were significant in the non-T2 cohort, includ-
ing metabolic and neuronal mechanisms.

Several of the most significant genes in the non-T2 population encode enzymes 
that are involved in key stages of fatty acid synthesis and oxidation pathways. 
Although all the genes we identified represent novel asthma targets, both of these 
pathways have been implicated in driving asthma pathogenesis [22, 23]. We also 

Figure 5. 
Cytoscape plot illustrating major genes involved in asthma disease architecture. Genes in red are prominently 
involved in T2 asthma, genes in green are prominently involved in non-T2 asthma, and genes in blue are 
involved in both subtypes.
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identified targets that are involved in the promotion of LDL oxidation. Increased 
oxidized LDLs (oxdLDLs) are hypothesized to increase bronchial inflammation 
through recruitment and degranulation of neutrophils [24], and inhibitors of this 
pathway are already of interest to several pharmaceutical companies as potential 
new asthma therapies.

Furthermore, we found a range of genes that modulate several different neuronal 
pathways, including regulation of GABAergic transmission, purinergic receptor activa-
tion and glutamate signalling. This implies that non-allergic asthma is driven by a vari-
ety of different mechanisms that are not directly related to the immune system. None 
of the current biologic treatment options address these non-immune mechanisms.

The clear differences between the T2 and non-T2 asthma cohorts hold signifi-
cant potential for better patient stratification, diagnosis and development of new 
treatment options. We have now identified over 20 novel genes that are significant 
only in the non-T2 population with strong, testable hypotheses for their mechanism 
of action. These represent promising opportunities for the development of person-
alized therapies for patients presenting with nonallergic asthma.

Figure 6. 
Pathway enrichment results for T2 (right) vs. non-T2 asthma (left) showing distinct genes and pathways 
associated with the two forms of asthma (calculated using the ClusterProfiler R package).
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4. Systematic drug repurposing

Healthcare is a huge and steadily rising cost for all major global economies. 
Decades of dedicated scientific endeavor and extensive industry investment in 
biopharmaceutical R&D have paid huge dividends in improving the health of 
nations. The associated costs are however significant and are becoming potentially 
unsustainable [25] due to changing demographics, reduced R&D productivity and 
increasing use of expensive new treatment modalities.

A new way of routinely identifying the most appropriate and cost-effective 
treatments for individual patients is needed. This would identify the best, most per-
sonalized therapies from both the existing formulary as well as innovative new drug 
options to improve outcomes and lower costs. This is the compelling proposition 
underpinning precision medicine, and it is being enabled in oncology and beyond 
by new developments in AI technology aimed at improving patient stratification, 
drug repurposing and therapy selection.

Precision medicine promises to deliver better medicines, improved patient 
outcomes, and lower healthcare costs [26]. Personalized therapies can reduce costs 
associated with the inefficiencies of the ‘one size fits all’ approach of healthcare 
systems such as trial-and error dosing, hospitalizations due to adverse drug reac-
tions, and reactive treatment [27]. However, developing novel targeted therapies 
for each patient sub-group is challenging. Robustly identifying disease causative 
mutations with druggable targets and developing the new medicines to target these 
is an expensive and time-consuming process that has proved difficult to scale, even 
with the advent of genomic medicine.

A more cost-effective approach can be to identify targets associated with the 
clinically relevant subgroups of patients with unmet medical needs and then search 
the current formulary to find the drugs that will be effective for each of them. This 
approach is called drug repurposing or repositioning.

4.1 Pharmacoeconomic pressures and healthcare costs

Over the last 70 years, improved vaccines, antibiotics, drugs and other health-
care interventions have delivered decades of profound positive change in lifespan, 
patient outcomes and socioeconomic productivity. But these benefits have come at 
a cost. In 2017, US healthcare spending was over $3.5 trillion—equivalent to $10,739 
per person or 18% of the country’s gross domestic product (GDP) [28]. This is 
expected to rise to almost $6 trillion (19.4% of GDP) by 2027 [29].

The world pharmaceutical market was worth $935 billion in 2017 [30]. 10% of 
the US healthcare budget is spent on prescription drugs [31]. This drug budget is 
increasing worldwide and is forecast to rise by an annual average of 6.1% in the US 
from 2020 to 2027. A key underlying driver of rising costs is the increase in chronic 
conditions, related to changes in lifestyle and an aging population [32]. Globally, 
33% of adults have multiple long-term diseases, rising to 75% in developed coun-
tries. Healthcare costs increase with each condition [33], and with age. Annual US 
treatment costs for an over-65 patient are five times higher than for under 18 s, 
and 2.5 times those for people aged 18–64 [34]. The number of over-65 s is set to 
increase significantly in the next 20 years.

At the same time R&D productivity in the pharma industry has been diminish-
ing for decades. In 2018, R&D returns declined to 1.9%, down from 10.1% in 2010 
[35]. Drug discovery is costly (at over $2.8B per marketed drug) [36] and lengthy—
it takes an average of 12 years to develop and market a new drug [37]. Even then, 
as noted above, many drugs benefit only a limited proportion of patients to whom 
they are prescribed [1].
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A secondary driver in the increase in drug spending is the growing emphasis in 
biopharmaceutical innovation away from small molecule drugs to more complex 
and expensive biologic drugs including targeted antibodies, cancer vaccines, 
checkpoint inhibitors, and cell and gene therapies. Since 2014, almost all the net 
growth in drug spending is accounted for by biologic medicines [38]. In 2017, while 
biologic drugs represented just 2% of all US prescriptions, they accounted for 37% 
of net drug spending.

There are good reasons underpinning this switch of emphasis—new biologic 
approaches have been revolutionary in offering new therapy options and more 
effective modalities for some extremely difficult to treat conditions, especially in 
oncology. Use of monoclonal antibodies also overcomes a lot of the issues associ-
ated with late-stage failure of small molecule compounds due to off-target effects, 
toxicity and bioavailability.

There is undoubtedly a subset of patients who will only benefit from these 
treatments and who should therefore have access to them, but the economics of their 
use can be challenging for widespread adoption by health systems [39]. High cost 
is a consistent attribute of biologic drugs, which on average cost $10,000–$30,000 
per patient per year. This is particularly true in the US where, unlike Europe, these 
drugs are regulated differently and have considerable protection with relatively little 
competition from generic versions, known as ‘biosimilars’ [40]. While potentially 
transformational for discrete patient sub-groups, this level of pricing for biologics 
does not always support their widespread use. This presents a challenge for all par-
ties—payers, providers, patients and even the pharma companies themselves in the 
longer run. Precision medicine is a key tool in ensuring that medicines are prescribed 
to those who can benefit from them, saving cost and improve patient treatment.

4.2 Using patient stratification to inform drug repurposing

As of 2018, over 1500 drugs have been approved [41, 42], including many safe 
and effective medicines that hit targets that play roles in multiple diseases. These 
can be used in other disease areas with a somewhat lower regulatory burden as they 
have already been safely prescribed (often for decades) in humans.

Traditionally, drug repurposing involves identifying a drug candidate that is 
proven safe in humans but that was either ineffective for its original indication, or 
that has been approved and launched in another disease area. Someone wishing to 
repurpose the drug would typically license it from the original inventor or company 
marketing the drug, reformulate it if necessary, and then take it through a short-
ened clinical trial in the new indication, before gaining approval and launch. This 
can be quicker and cheaper than de novo drug development. Repurposing can help 
identify therapies especially for areas of unmet medical need in complex disease 
such as asthma, ALS, dementia and breast cancer [43].

The detailed disease architecture views offered by the combinatorial approach 
used by precisionlife MARKERS take drug repurposing from a serendipitous exer-
cise, observing multiple metabolic roles or potential poly-pharmacology of specific 
targets, to a level where diseases can be systematic repurposed, identifying all of 
the available therapies for targets that are relevant to the various disease population 
sub-groups (Figure 7).

4.2.1 Identifying drug repurposing opportunities systematically in breast cancer

Breast cancer is a highly heterogeneous disease with significant variations in 
prognosis, treatment response across the patient population. It is currently the 
leading cause of cancer-related mortality in women [44], with approximately 1 in 
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8 women being diagnosed with the disease at some point in their lifetime [45]. 
Patients are currently classified into several different molecular subtypes, based 
on underlying disease mechanisms, hormone receptor status and tumour biol-
ogy. Common forms include ER, PR and HER2-positive and triple-negative breast 
cancer (TNBC).

Some of these have existing targeted therapies. Greater understanding of 
underlying HER2-positive disease mechanisms has led to the development of 
HER2-targeted therapies such as trastuzumab and lapatinib, generating significant 
improvements in patient survival as a result [46]. Notwithstanding these improve-
ments, up to 50% of HER2-positive breast cancer patients still go on to develop 
metastases.

However, although breast cancer treatment has a more personalized approach 
than some other diseases, subtypes of breast cancer patients—such as those with 
TNBC—do not respond to these targeted hormonal therapies. These may cor-
respond to more aggressive and harder to treat forms of the disease. Because of this 
there remains a significant need for more therapeutic options and greater person-
alization of treatment strategies in breast cancer therapy in order to continue to 
increase patient response rates and overall survival.

In order to investigate potential repurposing options for one key sub-group of 
patients who do not have as many therapeutic options, we wanted to stratify the 
breast cancer population and run a systematic repurposing study to identify all of 

Figure 7. 
Detailed disease architecture view of the SNPs (grey circles) and genes (blue circles) associated with ALS 
disease risk from a precisionlife MARKERS study of 8700 patients and 14,400 controls. This connects patient 
sub-groups with the genes/targets involved in their disease and the available drugs/development compounds 
known to be active against all of these targets (red triangles).
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the known active chemical compounds. Again, we used the UK Biobank to generate 
the study population (cases and controls). Unfortunately, the hormone receptor sta-
tus of the patients is not routinely available in the dataset, so tying these to disease 
phenotype at a very detailed level was not possible.

Genotype data of 547,197 SNPs from 11,088 breast-cancer cases and 22,176 
controls (1:2 case control ratio all women) was obtained from the UK Biobank 
(ICD10 code C50) [47]. An age-matched control set was created of randomly 
selected healthy females with no prior history of cancer. We ran the precisionlife 
MARKERS platform to identify disease associated signatures.

The results of the study are a series of SNPs, scored and ranked to select the most 
significant mutations. These are then mapped to genes and annotated using data 
from a wide range of publicly available data sources. Information on the functional 
role, pathways and expression levels for these genes is combined with information 
on active chemistry, druggability, on- and off-target effects, toxicity, bioavailability, 
as well as assays, models, scientific literature, IP filings and other sources.

A series of heuristics were then applied on the identified genes to find the targets 
and candidate drugs with the highest potential for repurposing on the basis of their 
correlation to disease, their existing disease indications, and other criteria such as 
expression in relevant (disease-related) tissues, acceptable safety profiles, delivery 
route, formulations and patent scope.

We found 175 risk-associated genes that are relevant to different patient sub-
populations. These genes were annotated and analyzed using the druggability 
heuristics discussed above. Using in silico tests, we identified 23 gene targets as high 
scoring repurposing candidates.

Different diseases may share common pathways, and drugs that affect genes 
in these pathways could therefore treat a variety of disease indications. Mapping 
existing drugs onto the genetic and metabolic signatures (Figure 8) indicates areas 
where there are already good clinical options, and also where off-label use of exist-
ing therapeutics with good safety and tolerability profiles, with acceptable routes of 
administration, could have potential. For a given patient, their specific combination 
of SNPs will in large part determine which drug or combination of drugs are likely 
to benefit them personally.

4.2.2 Our methodology identified two existing repurposed breast cancer drugs

Two of the targets we identified in our breast cancer study, P4HA2 and TGM2, 
which were both identified as having high repurposing potential, have already been 
investigated in the context of breast cancer and therefore serve as useful validation 
examples.

One of the highest scored genes identified in the analysis was P4HA2, whose 
protein product plays a role in collagen synthesis, catalyzing the formation of 
crucial 4-hydroxyproline residues that are involved in collagen helix formation and 
stabilization [48]. Collagen deposition in breast cancer increases cancer cell devel-
opment and growth [49]. Inhibiting P4HA2 may therefore prove beneficial in breast 
cancer by reducing collagen synthesis and deposition.

Even as well-known and ubiquitous a drug as aspirin decreases the expression of 
P4HA2, and thus lowering collagen deposition [50]. Aspirin is very well-studied [51],  
with a wealth of pharmacokinetic and toxicology data at high- and low-dose. It 
has a simple molecular structure (see Figure 9), meaning that it is notorious for 
interacting with a wide variety of biological targets. It was originally licensed as 
a non-selective COX-2 inhibitor [52], however it also modulates several different 
transcription factors and pathways implicated in cancer, including NF-κB, PIK3CA 
and AMPK and mTORC1 signalling [53].
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Aspirin reduces P4HA2 activity through two different mechanisms [50] and 
also enhances the levels of an miRNA called let-7 g, which binds and suppresses the 
expression of P4HA2. Additionally, the promoter of P4HA2 has three NF-κB bind-
ing sites and aspirin inhibits NF-κB expression, resulting in a concomitant decrease 
in P4HA2 activity. The benefits of this aspirin-induced reduction in collagen 
deposition were observed in a model of hepatocellular carcinoma, where inhibition 
of P4HA2 resulted in a reduction in tumour growth.

There is however conflicting evidence as to whether aspirin is effective in both 
reducing the risk of breast cancer and improving disease survival after diagnosis 
[53, 54]. A greater understanding of the mechanisms behind aspirin’s anti-tumour 
effect and stratification of the population into more clinically relevant subsets may 
indicate groups of patients who are more likely to respond to aspirin treatment. 
Our results identified a sub-group of patients with a gene signature that indicates 
aberrant P4HA2 expression for whom administration of aspirin is more likely to be 
effective.

TGM2 also scored highly for repurposing potential. TGM2 encodes an enzyme 
(transglutaminase 2, TG2) involved in post-translation modification of proteins, 
facilitating their crosslinking [55]. High TG2 expression has been associated with 

Figure 8. 
Graph of existing drug options for key targets identified as being relevant to disease sub-populations in a breast 
cancer population.

Figure 9. 
Molecular structures of aspirin (A), cystamine (B) and disulfiram (C).
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increased tumour growth and invasion in several different cancer types through the 
activation of PI3K/Akt and other cell survival pathways [56].

In breast cancer, TG2 is upregulated compared to its baseline in normal epithe-
lial tissue, and increasing expression is correlated with higher tumour stage [57]. It 
has also been shown that TG2 interacts with interleukin-6 (IL-6), facilitating IL-6 
mediated inflammation, tumour aggressiveness and metastasis in a mouse model 
of breast cancer [57]. Hence, repurposing a TG2 inhibitor in breast cancer could be 
therapeutically beneficial in a specific subtype of patients.

Cystamine is an allosteric inhibitor of TG2, causing the formation of a disulfide 
bond between two cysteine residues, diminishing TG2’s catalytic activity [58]. 
Moreover, although cystamine has not yet been trialled in breast cancer patients, an 
in vitro study has found that inhibiting TG2 expression resulted in reduced breast 
tumour growth compared to controls [59].

Unfortunately, trials in humans demonstrate that cystamine can cause a range 
of dose-limiting side effects [60]. Conversely, disulfiram, a drug approved for the 
treatment of chronic alcoholism, has a comparable molecular structure to cysta-
mine (see Figure 9). Palanski et al. demonstrated that disulfiram has the same 
activity as cystamine in vitro, with comparable inhibitory constants when assessed 
experimentally [61]. Disulfiram has a more favourable pharmacokinetic profile than 
cystamine; it can be administered orally with a maximum dose of 500 mg/day and 
is reasonably well tolerated in patients [62, 63].

Both targets identified from this study, TGM2 and P4HA2, have strong 
mechanistic links to breast cancer and are targeted by approved drugs with 
favourable pharmacokinetic and toxicity profiles. These two example targets 
demonstrate the potential of this approach to systematically identify repurpos-
ing candidates that have potential to be effective in specific sub-groups of breast 
cancer patients.

The analysis of multifactorial, multi-omic datasets using precisionlife 
MARKERS identifies disease associated combinations of features, provides an 
important improvement in analytical capability that will be central to the delivery 
all aspects of precision medicine. This will enable development of more detailed 
insights and personalized medicine strategies, with the potential to target spe-
cific sub-types of diseases with the greatest unmet need, such as triple negative 
breast cancer.

5. Combinatorial therapy design

Recognition of the need for more personalized prescription using all available 
information has driven huge interest in precision medicine, but progress has been 
slower outside of oncology [64]. The combination of large quantities of patient 
genotype, phenotype and clinical data and improved data analytics methods have 
the potential to usher in a new era of affordable precision medicine, lowering the 
cost of care and identifying the best drugs for individual patients, thereby giving 
them the best possible outcome. In a time of rising drug costs and squeezes on 
healthcare budgets, this step could be crucially important for the future affordabil-
ity of healthcare.

5.1 Personalized therapy selection

Repurposing drugs on an individual patient basis, through off-label prescrib-
ing, is already a route that can provide immediate access to effective drugs for 
patients with unmet needs. It is not without significant problematic issues, but 
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off-label prescribing already accounts for 20% of US out-patient prescriptions [65]. 
Including the examples shown below (Table 1) [66, 67].

More widespread delivery of precision medicine in the future could be achieved 
by having a principled and evidence led basis from which to make personalized sug-
gestions for an individual patient, and then studying the outcomes for patients and 
using these to refine future prescriptions [68]. This would need to be confirmed 
with appropriate biomarker tests (such as the combinatorial disease signatures 
described above) and subject to review as part of a personalized health plan by a 
comprehensive clinical team as is the current practice in oncology precision medi-
cine applications [69].

Payers and prescribers routinely collect such data over a sufficiently long time, 
and with appropriate controls, this can be used to identify a patient as a responder 
or non-responder to a particular treatment. Given the N-of-1 nature of the trials, 
the recommendations may also include off-label prescriptions, potentially including 
the full range of drugs available on the formulary, including generics. Recent studies 
have shown the efficacy and therapeutic benefits of choosing such non-standard 
drug options when guided by genomic insights, especially in diseases such as colon 
cancer [70, 71]. When available these may reduce the dosage of high toxic chemo-
therapy agents required while providing more targeted therapies that increase the 
effectiveness of treatment.

The key to maintaining effective oversight and control of such personalized 
interventions and deriving full benefit from them for future public health will be 
dependent on harmonizing their design and collection of their results. Aggregated 
results of many N-of-1 trials (with harmonized design and data capture) will offer 
an on-going information resource that can be used to identify how to better treat 
subsets of the population or even the population at large [1].

In the future, payers and prescribers will be able to use a clinical decision sup-
port tool based on the insights from a detailed combinatorial analysis of the disease 
architecture plus the results of the N-of-1 real world trials to prescribe existing 
drugs, either as approved or off-label, on a personalized basis to individual patients 
(see Figure 10). The additional therapeutic options from systematic repurposing, 
coupled with use of coordinated clinical decision support tools and structured 
N-of-1 trials will be designed to optimize the prescription of effective drugs, single 
or in combinations. This process could speed up the process of effective treatment 
for both the patient and the physician, cut costs, improve outcomes, and reduce 
side-effects.

Adding further datasets, such as known drug:drug, drug:disease and even 
drug:food interactions, and feeding back patient/clinician reported outcomes 
will further improve the personalization of recommendations for the patient, 
enabling the avoidance of predictable side-effects and adverse drug reaction 
with a patient’s other medications. It also present new opportunities to involve 
them as an active partner in the management of their own health, for example by 
providing personalized dietary advice that minimizes predictable adverse drug 
reactions [72].

Table 1. 
Examples of current common off-label prescriptions.
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6. Conclusions

Datasets are now being compiled in routine healthcare that give an unprecedent-
edly detailed and holistic view of patients. New AI and analytical tools are beginning 
to combine and analyze these data to improve diagnosis and the development and 
selection of therapies that are more closely targeted at specific patient sub-groups. 
These create opportunities to transform the delivery of medicine in the near future.

The combination of better access large quantities of high-quality multi-omic patient 
data, improved data analytics, systematic drug repurposing and N-of-1 trials have the 
potential to usher in a new era of affordable, personalized and precision medicine. This 
could lower the cost of care and identify the best drugs for individual patients, thereby 
giving them the best outcomes possible. In a time of rising drug costs and squeezes on 
healthcare budgets, this step could be crucially important for the future of healthcare.

The insights generated by multifactorial and multi-omic analysis of large disease 
populations are particularly enabling to:

• accelerate innovative drug discovery and repurposing projects

• find novel validated and stratified targets for complex diseases

• identify multi-omic biomarkers for patient stratification

• build better, more personalized combinatorial risk scores

• inform clinical decision support systems for precision medicine
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