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quality of the text are used to train the system to create 
a good classification model that is extremely important, 
deciding on the quality of the text classification system. 
However, building data warehouses for developing machine 
learning-based text classification applications is often quite 
expensive and less available, especially low user languages. 
Therefore, instead of using a Supervised Machine Learning 
method, people often use semi-supervised machine learning 
method so that they do not need a large amount of training 
data (labeled text) during classification. Non-Supervised 
Machine Learning method is rarely used because the classi-
fication quality is not high and the speed is low [2].

The essence of text classification is to try to assign clas-
sification labels to a new document based on the similarity 
of it to the text that has been labeled in the training. Many 
machine learning and data mining techniques have been 
applied to the text classification such as a decision method 
based on Naïve Bayes, decision trees, closest neighbors, neu-
ral networks, etc. In recent research, the SVM is interested 
and used extensively in the field of text classification. The 
SVM method was born out of the statistical theory of Vap-
nik and Chervonenkis and has great potential for theoretical 
and practical applications [3].

1. Introduction

Currently, the Internet has given people the opportunity 
to access to human knowledge quickly and conveniently 
through various channels such as Web pages, social net-
works, digital libraries, portals. However, with the process 
of exchanging and updating information quickly, the volume 
of information stored (in the form of digital documents) is 
increasing rapidly. Therefore, we are facing challenges in 
representing, storing, sorting and classifying documents.

The classification is an important step to make the pro-
cessing more efficient through the processing of a smaller 
group of documents (after classification) instead of having 
to deal with the entire block of documents. The classifica-
tion is applied in many fields such as searching, automatic 
translation, automatic question and answer, data mining. 
If a manual classification process is conducted, we usually 
take a lot of time and costs for this. Therefore, implementing 
the automatic classification of digital documents is now an 
urgent issue.

There are many methods of text classification and most 
of them are based on machine learning techniques [1]. To 
classify a text based on machine learning, the volume and 
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In this paper, we present a new approach to text classifi-
cation. This approach is based on semi-supervised machine 
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the vectors by Euclidean distance, we use geodesic distance. 
To do this, the text must first be expressed as an n-dimen-
sional vector. In the n-dimensional vector space, each vector 
is represented by one point; use geodesic distance to calcu-
late the distance from a point to nearby points and connect 
into a graph. The classification is based on calculating the 
shortest path between vertices on the graph through a ker-
nel function. We conducted experiments on articles taken 
from Reuters on 5 different topics. To evaluate the proposed 
method, we tested the SVM method with the traditional cal-
culation based on Euclidean distance and the method we pro-
posed based on geodesic distance. The experiment was per-
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built at the vertex (vector) having the nearest Euclidean 
distance;

− based on the Isometric Feature Mapping (Isomap) meth-
od, we can easily find and classify these spaces using geodesic 
distance. To calculate the actual distance by using geodesic 
distance, a simple measure of the distance between two vertices 
in a graph is the shortest path between the vertices. Formally, 
the geodesic distance between two vertices is the length in 
terms of the number of edges of the shortest path between the 
vertices. For two vertices that are not connected in a graph, the 
geodesic distance is defined as infinite. We propose the kernel 
function of the vector support machine using geodesic distance 
combined with Gauss function. We easily classify into different 
classes based on Isomap and kernel function.

4. Related works

4. 1. Text classification
The problem of text/document classification can be stat-

ed as follows [11]: give a set of documents D={d1, d2, ..., dn}, 
di is the ith document and class set C= {c1, c2, ..., cm}, cj is the 
jth class. The purpose of the problem is to identify and assign 
the text di into the class cj. 

The objective is to find the function f:

f:D×C→{True, False}.

Inside: 
– f(di, cj)=True, if the document di belongs to class cj;
– f(di, cj)=False, if the document di does not belong to 

class cj.
There are many cases of text classification such as binary 

classification (just need to determine a text belongs/does 
not belong to a given class), multi-layer classification (a text 
belonging to a certain class in the list of given classes), mul-
tivalued classification (a text can belong to more than one 
class in the list of given classes).

If there are 3 classes c1, c2, c3 then we will have the com-
bination (c1, c2), (c1, c3), (c2, c3). If there are n classes, there 
are n*(n–1)/2 combinations.

Example: 
There is text d through a combination (c1, c2)→c2; d 

through a combination (c1, c3)→c3; d through a combination 
(c2, c3)→c2; → d belongs to class c2 because the result is that 
c2 which it appears most often.

4. 2. Support Vector Machine
To classify digital documents, many classification meth-

ods have been proposed. One of the common methods is clas-
sification based on the vector spatial model. From this space, 
probability models are built through machine learning for 
the purpose of automated classification. The Support Vector 
Machine (SVM) is one of the efficient automatic classifi-
cation solutions that allows dividing the input texts/do- 
cuments into different classes. SVM is mainly based on bi-
nary classification algorithms and is highly appreciated by 
researchers in the field of machine learning [12].

SVM is a family of methods based on kernel functions 
to minimize the estimated risk. The SVM method was born 
out of statistical theory and developed by Vapnik and Cher-
vonenkis and has great potential for theoretical and practical 
applications [3]. Practical tests show that the SVM method 
has good classification ability for text classification problems 

However, the SVM method based on the semi-super-
vised machine learning model has some limitations. One of 
the issues that needs to be researched is how to calculate the 
distance between the vectors (the similarity between texts 
for grouping). 

When calculating the distance between a point (vector 
representing a text) to other points correctly and quickly 
will help clustering, partitioning faster and more efficiently.

Therefore, research to improve algorithms and calcula-
tion methods to increase accuracy is scientifically necessary.

2. Literature review and problem statement

Text classification is the process of classifying informa-
tion in text format by its content, i. e., by the messages that 
may be conveyed by the words contained within it. Auto-
mating this process is crucial in order to be able to classify 
a large amount of text-based information in a time-critical 
manner. Due to the vast quantity of textual information 
that needs to be processed, automated text classification 
finds widespread application in a variety of domains such as 
text retrieval, summarization, information extraction and 
question answering, among others. SVM is a method many 
researchers choose to use when classifying documents [4–6].

However, SVM has some limitations as follows:
− choosing a “good” kernel function is not easy to in-

crease classification accuracy [4, 7]. Linear SVM is a para-
metric model, an RBF (Radial Basis Function) kernel SVM 
isn’t, and the complexity of the latter grows with the size 
of the training set. Not only is it more expensive to train 
an RBF kernel SVM, but we also have to keep the kernel 
matrix around, and the projection into this “infinite” higher 
dimensional space where the data becomes linearly separable 
is more expensive as well during prediction. Furthermore, 
you have more hyperparameters to tune, so model selection 
is more expensive;

− long training time for large datasets [5, 8]. Obviously, 
very large datasets take longer time to train (days or weeks). 
Many times we need to train various models (SVM, Neural 
Network, etc.) to compare and find a better performance 
model. The problem is that we want results as quickly as 
possible but produce the best performance;

− SVM is initially meant to perform binary classification 
because of the way it creates the hyperplane to discriminate 
two classes. So, we need special strategies to make SVM 
work like an N-class classifier for classifying texts into 
N-number of classes [9, 10].

3. The aim and objectives of the study

The aim of this study is to develop a method for the clas-
sification of documents using a geodesic distance to calcu-
late the comparison of documents. This will make it possible 
to increase the accuracy of multilayer classification.

To achieve this aim, the following objectives are accom-
plished:

− instead of calculating the distance between the vectors 
using the Euclidean distance, we use geographic distance. 
Geographic distance allows calculating the actual distance 
and thus increases the accuracy of the classifier;

− we study to convert texts into feature vectors linking 
data into a graph and connecting the data with the graph 
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The above equation is equivalent to the following equa-
tion:

C+w1.x1+w2.x2+…+wn.xn=0.

Equivalent to the formula: 

C+Σwi.xi=0, i=1,…, n 
 

with w=w1+w2+...+wn is a set of hyperplane coefficients or 
weight vectors, C is the offset, when changing w and C, the di-
rection and distance from the origin to the hyperplane change.

We need to choose w and b to maximize the margin, or 
the distance between the two parallel hyperplanes so that 
they are as far as possible while still dividing the data. These 
hyperplanes are defined by: 

w.x–b=1 

and 

w.x–b=–1.

Note that if training data can be split linearly (by a 
straight line), we can choose the two hyperplanes of the 
margin so that there is no point between them and try to 
maximize the distance between them. By geometry, we find 
the distance between the two hyperplanes 2/w and we want to 
minimize the value of ||w||. To avoid data points falling into the 
margins, we add the following conditions, for each i we have:

w.xi–b≥1 if yi=1 (first class),

or 

w.xi–b≤–1 if yi=–1 (second class).

It can be abbreviated as follows:

yi(w.xi–b)≥1, ∀1≤i≤n.

We can put them together in an optimal problem:
Minimum according to w, b: ||w|| with the condition for 

all i=1, ..., n.

yi(w.xi–b)≥1.

The optimization problems presented in the previous sec-
tion are difficult to solve because it depends on ||w||, the norm 
w, which includes a square root. Fortunately, it is possible to 
change the equation by replacing ||w|| with 1/2 w2(element  
1/2 being used for convenience in math) without changing 
the solution (minimum of the original and modified equation 
with w and b). This is the problem of optimizing a quadratic 
equation. More clearly:

Minimum (in w, b): 21
2

w  

yi(w.xi–b)≥1, (∀ i=1,...,n).

Returns the Lagrange equation with a multiplier αi [7]:
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as well as in many other applications (such as handwriting 
recognition, human face detection in images, regression...). 

The SVM algorithm divides two data layers by a (d–1) 
hyperplane when the number of directions of training data 
is d. Fig. 1 is an example of separating data belonging to two 
classes using SVM. Where w.x – b=0 is a hyperplane show-
ing data decomposition [13].

Fig. 1. Optimal hyperplane and boundary

Given the training set represented in a vector space, 
where each document is a point, the standard SVM method 
finds a decision hyperplane that can best divide the points 
on this space into two layers, separately corresponding to 
class (+) and class (–). The efficiency of determining this 
hyperplane is determined by the distance of the point closest 
to the plane of each layer. The larger the distance, the better 
the decision plane means the more accurate the classification 
and vice versa. The ultimate aim of the method is to find the 
maximum boundary distance.

The algorithm is described as follows:
– purpose: used to determine the class which new data 

belong to;
– input: give a training data set labeled as grades –1 

or +1; set of data to classify;
– data output: labels for new data;
– algorithm description: we have a training set that is a 

set of n points of the form:

( ) { }{ } =
= ∈ ∈ −

1
,� | � � ,�� � � ;1,1�

np
i i i i i

x y x y .		

For yi with the value +1 or −1, specify the class contain-
ing xi point. Each xi is a real vector with p dimensions. We 
need to find the hyperplane with the largest margin that sep-
arates the xi points of the field of interest and is labeled yi=1; 
and the xi points of the field of non-interest and is labeled 
yi=−1. Each hyperplane can be written as a set of points x 
satisfying the equation: 

w.x–b=0,

with “.” denoting the scalar product. The weight vector w, 
which is perpendicular to the hyperplane. The parameter 
b/w determines the deviation of the hyperplane from it to 
the vector w.
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The SVM is the process of finding hyperplanes depending 
on the weight vector parameter w and offset C. The goal of the 
SVM method is to estimate w and C to maximize the margins 
between the positive and negative data layers. The different 
values of the margins give us different families of hyperplanes 
and the bigger the margin, the less the power of machine 
learning. Thus, maximizing margins is essentially finding a 
learning machine with the least capacity. The classification 
process is optimal when the classification error is minimal. 
After finding the hyperplane equation using the SVM algo-
rithm, apply this formula to find the class label for new data. 

If the learning data is not linear, add the variable ηi and 
replace the above equation with the equation:

 
2
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From there we have the general equation of the hyper-
plane found by the SVM algorithm:

f(x1, x2,…, xn)=C+Σwi.xi, 

∀i=1,…,n,

where n is the number of training data.

5. Proposed solution

5. 1. Geodesic distance model
In order to build a classification model, labeling files is 

essential. The more files that are labeled, the more accurate 
the classification. However, this labeling job is very costly 
and time consuming for experts in each field to perform. So, 
the problem is how to reduce the cost of labeling and still 
improve the classification efficiency. Therefore, in this study, 
the method of text classification based on geodesic distance 
is proposed. The geodesic distance model is a model that uses 
a measurement distance based on given real data, using the 
shortest correlation system (in text classification is the de-
gree of proximity between texts/documents) to calculate the 
distance between two vectors [14]. This distance is called a 
geodesic distance and is different from the Euclidean dis-
tance. Building a reasonable geodesic model, that is, build-
ing a correlation between logical texts, the automatic text 
classification will be easier. Previous classification models 
often used Euclidean distances to calculate data distances. 
Therefore, on bended spaces, it is difficult to use a good 
classification model for using Euclidean distances. Fig. 2 
below distinguishes the Euclidean distance and the geodesic 
distance of the x and y points in 3-dimensional space [15].

The Euclidean distance is the distance measured by the 
distance between the two points x and y calculated by the 
flying bird line. 

The proposed model is shown in Fig. 3.
In 3-dimensional space, the vector data layers are inde-

pendent of each other and these data spaces are separated by 
a distance. Previous classification models often used the Eu-
clidean distance to calculate the data distance between two 
points x and y in a straight line, which would be inaccurate. 

Therefore, on bending spaces (a), the use of Euclidean dis-
tance calculation will be difficult to build a good classification 
model. This leads to unsuccessful classification results. In 
order to overcome the above model, in this study, we propose 
the model for calculating distance by geodesic distance, we 
can convert that text into a feature vector linking data into 
a graph (b) and connecting the data with the graph built at 
the vertex (vector) having the nearest Euclidean distance. 
Based on the Isometric Feature Mapping (Isomap) method, 
we can easily find (c) and classify these spaces using geodesic 
distance. 

Fig. 2. Euclidean distance and geodesic distance

Fig. 3. Proposed model

Meanwhile, the geodesic distance is the actual distance 
along the curved terrain between x and y. When comparing 
these two distances, we often think of calculating the length 
of the path when crossing a mountain in reality. We cannot 
calculate the cost of the path by calculating the distance the 
crow flies because in fact we have to follow the ridge, climb 
to the top of the mountain and then descend by following 
the ridge on the other side to reach the destination. There-
fore, measuring the actual distance can accurately calculate 
the cost of a distance. The data in text classification are the 
same, text is often distributed over curved spaces. Therefore, 
the use of geodesic distance will be able to increase the rec-
ognition efficiency more.

5. 2. Floyd-Warshall algorithm 
There are many graphing algorithms like Depth-First 

Search (DFS), Breadth-First Search (BFS), or Dijkstra. The 
DFS algorithm is used to solve problems we want to have a 
solution (not necessarily the shortest distance), or we want 
to visit all vertices of the graph. The BFS algorithm also 
treats the vertices of the graph, but one important property 
is: if all edges are unweighted, the first time a vertex is vis-
ited, we have the shortest path to that vertex. The Dijkstra’s 
algorithm is famous for finding the shortest path from one 
given vertex to the other vertices, in a graph with non-nega-
tive weight edges [16, 17].

In this study, to find the shortest path, we propose to use 
the Floyd-Warshall algorithm [18].
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If the Dijkstra’s algorithm solves the problem of finding 
the shortest path from a given vertex to every other vertex 
in the graph, the Floyd-Warshall algorithm will find the 
lengths (summed weights) of the shortest paths between all 
pairs of vertices by a single execution of the algorithm. An-
other feature is that the Floyd-Warshall algorithm can run 
on graphs with negative weighted edges, which is not limited 
as the Dijkstra’s algorithm. However, note that in the graph 
there should be no round with the total number of edges is 
negative, if there is such a round we can not find the shortest 
path (each time going through this round the distance length 
is reduced, so we can go infinite times). The Floyd-Warshall 
algorithm compares all possible paths between each pair of 
vertices. It is a form of dynamic programming.

We can easily use the Floyd-Warshall algorithm to find 
geodesic distances for all vector pairs. This algorithm allows 
us to find the shortest path between any pair of vertices. If 
vertex k is on the shortest path from vertex i to vertex j, then 
the segment from i to k and from k to j must be the shortest 
path from i to k and from k to j respectively. Hence, we use 
matrix D to save the shortest path length between all pairs 
of vertices.

Floyd-Warshall Procedure
Input: 
N: a set of documents (n vertices)
Output: 
D: the matrix contains the shortest distance between any 

pair of vertices in the graph
Begin // Building graphs
for i from 1 to n do
for j from 1 to n do
D[i,j]= − 2

k lx x
if (D[i,j]> ε� ) then D[i,j]= ∞�
endif
endfor
endfor 
// Find the shortest path between any pair of vertices
for k from 1 to n do 
for i from 1 to n do
for j from 1 to n do
D[i,j]= min(D[i,j], D[i,k]+D[k,j])
endfor
endfor
endfor 
end

5. 3. Clustering using geodesic distance 
A clustering technique when the structure of each layer 

is relatively complex. Manifold Clusterings based on Geode-
sic Distance [19−21] is a technique for classifying unlabeled 
data on non-linearly bent spaces. In case the data of clusters 
are on each space and these spaces are separated by a dis-
tance, based on isometric feature mapping (Isomap), we can 
easily find and classify the spaces by using geodesic distance. 
The following is a summary of the clustering method using 
geodesic distance. 

The main purpose of this method is to use geodesic dis-
tance, so initially we calculate the geodesic distance Dkl of 
all pairs of vertices corresponding to the data pairs in the 
training set k and l. This geodesic distance is calculated 
by the minimum distance between pairs of vertices on the 
neighborhood graph of the training set. This neighborhood 
graph is constructed by connecting pairs of vertices k and l 

having a smaller distance ε (ε-Isomap) or k is one of the K 
closest neighbors (K-Isomap) [22]. 

Geodesic distance Dkl is formulated as follows:

{ }= +; ; ;min ,kl G kl G ki G ilD d d d  

with = − 2
;G kl k ld x x  if vertex k and l have a connection in the 

neighboring graph, otherwise we assign = ∞; .G kld
Next, the clustering method uses the optimal geodesic 

distance problem:
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= =
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The distance of each data to vector cj is calculated by: 
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In this formula, ( ) ( )= ϕ ϕ*

kl k lK x x  is the kernel function 
of the classifier, which is the scalar product of two vectors 
mapped onto a new space for easier classification. This space 
has been proposed in previous studies [11−13]. Depending 
on the selection of the kernel function for the text classifier, 
different clustering units can be built.

For example, polynomial kernel ( ) ( )= +, 1
pT

i j i jk x x x x  
leading to polynomial clustering, Gaussian kernel

 ( ) ( )= −γ − 2, exp || ||i j i jk x x x x ,

leads to RBF clusters (Radial Basis Functions) [18, 23], and 
sigmoid kernel

( ) ( )= β +, tanhi j i jk x x x x c  

leads to sigmoid neuron network two layers.

5. 4. Calculation of geodesic distance 
Before constructing a geodesic distance model for the 

text, each text needs to go through word segmentation and 
feature extraction to be represented by a vector. This vector 
represents the properties of the text that we need to classify 
and call as the feature vector. 

In previous studies, there were many methods of word 
segmentation and feature extraction. However, in this re-
search, we don’t focus on the research and development of 
word segmentation or characterization methods but only 
as an available method. This study uses the Uni-gram sta-
tistical method for word segmentation, and the vector spa-
tial model for characterization. Specifically, when giving a 
training set the documents are stored as “.doc” or “.pdf” files, 
we convert these documents into “.txt” file format. Then 
separate the words and organize them into a list. Words with 
a low frequency of occurrence indicate that they are uncom-
mon and likely to be words that may cause interference in the 
classification model. Therefore, we remove the words with 
low frequency in the final list. From this list, we construct 
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a vector model that corresponds to a word from the list that 
will have an element in the vector. This study uses two main 
methods to construct vectors for the text, the frequency us-
age method and the TF-IDF method. 

The problem here is how to calculate the geodesic dis-
tance in a given problem, in which we know only data of 
feature vectors, without knowing exactly how the space was 
bent. This geodesic distance is calculated by the minimum 
distance between pairs of vertices on the neighboring graph 
of the training set. 

From the training set consisting of the feature vectors 
extracted at the word segmentation and feature extraction 
steps, we construct a graph connecting the vectors corre-
sponding to each near point on the graph together. The two 
points are connected to each other to show the similarity in 
the frequency of words appearing in the two documents. That 
is, if two texts with vectors are connected to each other on 
the graph, the likelihood of having the same subject matter is 
high. Then, use the built graph to find all geodesic distances 
between any two vertices using the Warshll-Floyd algorithm 
and name Dkl. Where k, l are the ordering numbers of the text 
in the training set.

For documents that need to be classified but not included 
in the training set, we can convert that text into a feature 
vector and link it to the built graph at the vertex (vector) of 
the nearest Euclidean distance. We then calculate the geode-
sic distance of the text x to xk in the training set as follows:

( ) = + − 2,k kl lD x D x x  

where l is the ordering number of the text in the training set 
closest to the text to be classified:

( )= − 2arg min .uu
l x x  

Based on the geodesic distance between documents, we 
will decide the classification into classes.

5. 5. Kernel function in SVM using geodesic distances
The SVM was originally a linear classification algorithm 

based on the application of kernel functions, the algorithm 
can find hyperplanes in variable nonlinear spaces. 

Extending the scalar product via a mapping function 
for variables in a larger space H and possibly even infinite 
dimensions, whereby the equation remains true. In each 
equation, when we have a scalar product, we also calculate 
the scalar product through transformations of vectors and it 
is called the kernel function. The kernel function is used to 
define multiple non-linear input relations [23].

For the linear kernel function, we can define many qua-
dratic or exponential functions. In recent years, a number of 
studies have gone into different kernel functions for SVM 
classification and for many other experimental statistics. 

In this study, we propose the kernel function of the vec-
tor support machine using geodesic distance combined with 
the Gauss function as follows: 

( ) ( )= −γ, exp ,k l klk x x D

( ) ( )( )= −γ, exp .k l kk x x D x

in which, ( ),k lk x x  is the scalar product of 2 vectors of the 
text k and the text l on the classification space of the support 

vector machine ( ), .k lk x x  ( ), �kk x x  is the scalar product of 
the vector containing any text and the vector of the text k 
on the classified space of SVM. 

To calculate in SVM, the kernel matrix satisfies the 
condition that all private values must be non-negative. By 
empirical research, we have proved that the kernel function 
in the proposed model satisfies that condition.

5. 6. Text classification based on geodesic distance 
model

This method proposes using geodesic distance to calcu-
late the kernel function in the kernel matrix of the support 
vector machine. This method uses all labeled data and 
unlabeled data of training to calculate geodesic distance, 
so the proposed method is one of semi-supervised learning 
methods. 

This solution is mainly based on the support vector 
model. The difference of the proposed method is to use 
the geodesic distance to calculate the kernel function for 
the support vector machine instead of using the Euclidean 
distance.

The proposed model is as follows (Fig. 4):

Fig. 4. Proposed model classifies text based on geodesic 
distance

In this model, there are 3 main modules:
– the first module: calculating geodesic distance for data 

including training data and test data. This section includes 
methods for extracting text features;

– the second module: using geodesic distance to calcu-
late the kernel function in the kernel matrix of the support 
vector machine;

– the third module: using support vector machines to 
classify (assign labels) to digital texts.

6. Experiment

To experiment the text classification system, we used 
sources extracted from Reuters articles at the address 
https://www.reuters.com (Fig. 5).
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Fig. 5. Topics on Reuters

The articles included 5 topics: Business, Markets, World, 
Politics, and Technology.

For each topic, we took 150 articles, after preprocessing, 
the textual content of each article was saved as a .TXT file of 
about 3–5 KB. The total size of text files used for the exper-
iment is nearly 4.2 MB.

We experiment on 2 classification software: SVM clas-
sification using Euclidean distance and SVM classification 
using geodesic distance.

On each software, we conducted 5 tests. Each time, we 
randomly selected 50 documents (of each topic) as a training 
set and 100 of the remaining ones to test the classification 
(automatic labeling).

Classification results between tests were relatively 
similar, the difference between classifications was only 
1–3 % (Table 1). The average test results of classification are 
as follows.

Table 1

Experimented results on SVM with Euclidean and geodesic 
distance

No Topics
Correct ratio

Euclidean Geodesic

1 Business 89 % 92 %

2 Markets 88 % 92 %

3 World 90 % 94 %

4 Politics 91 % 93 %

5 Technology 92 % 95 %

Average ratio 90 % 93.2 %

The experiment was performed on the same data set of  
5 topics: Business, Markets, World, Politics, and Technolo-
gy. The results show that the classification based on geodesic 
distance gives higher results (average of 3.2 %).

7. Discussion of the research results of document 
classification by using geodesic distance

The SVM method using Euclidean distance is based on 
the determination of a hyperplane to separate points into two 
groups with a minimum distance according to a given thresh-
old, so it mainly serves binary classification. If you want to 
classify multi-layer, you have to perform multiple binary clas-
sifications to divide the expenditure into different classes. Our 
method uses geodesic distance to determine the distance from 
a point to the nearest neighboring point. From there, based 
on graph theory to connect points into a series of consecutive 
points based on geographical distance. When forming a series 
of points, it is easy to divide them into layers by selecting the 
points that divide the series into different segments.

Our method shows that multi-layering is faster and more 
efficient than the old one using Euclidean distance.

8. Conclusions 

1. Text classification is an important step in natural 
language processing and is applied in many different fields 
such as automatic translation, system/software multilin-
gualization, automated question and answer, etc. Learning 
is constantly finding solutions to improve the quality of the 
text classification system.

2. Our research is based on semi-supervised machine learn-
ing and SVM models. Our outstanding contribution is to re-
place the Euclidean distance calculation method with geodesic 
distance calculation. To implement this method, we must first 
extract textual characteristics (training and classification) 
based on geographical distance. Next, the kernel function must 
be determined through an SVM-specific matrix. 

3. Test results show that the classification according to 
this method has about 3.2 % higher accuracy than the old 
methods using Euclidean distance.
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