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Abstract—Evolvable hardware (EHW) refers to self-
reconfiguration hardware design, where the configuration is
under the control of an evolutionary algorithm (EA). One of
the main difficulties in using EHW to solve real-world problems
is scalability, which limits the size of the circuit that may be
evolved. This paper outlines a new type of decomposition strategy
for EHW, the “generalized disjunction decomposition” (GDD),
which allows the evolution of large circuits. The proposed method
has been extensively tested, not only with multipliers and parity
bit problems traditionally used in the EHW community, but
also with logic circuits taken from the Microelectronics Center
of North Carolina (MCNC) benchmark library and randomly
generated circuits. In order to achieve statistically relevant
results, each analyzed logic circuit has been evolved 100 times,
and the average of these results is presented and compared with
other EHW techniques. This approach is necessary because of
the probabilistic nature of EA; the same logic circuit may not
be solved in the same way if tested several times. The proposed
method has been examined in an extrinsic EHW system using the
(1 + λ) evolution strategy. The results obtained demonstrate that
GDD significantly improves the evolution of logic circuits in terms
of the number of generations, reduces computational time as it is
able to reduce the required time for a single iteration of the EA,
and enables the evolution of larger circuits never before evolved.
In addition to the proposed method, a short overview of EHW
systems together with the most recent applications in electrical
circuit design is provided.

Index Terms—Adaptive system, evolutionary computation,
evolvable hardware (EHW), problem decomposition.

I. INTRODUCTION

EVOLVABLE hardware (EHW) [1]–[12], also known as
evolutionary electronics and hardware evolution, is a tech-

nique to automatically design circuits (digital [5], [9], [13] and
analog [5]–[7], [14], [15], antennas [16]–[18], and robots [1],
[19], [20]) using methods inspired by natural evolution. The
circuit configuration is carried out under the control of evolu-
tionary algorithms (EAs) [21]–[25]. These techniques began to
be treated with increasing interest in the 1960s when Holland
introduced the concept of genetic algorithms (GAs) [26], [27],
which are the most general methods of solving search and
optimization problems. Research in this area has introduced
other EAs, such as genetic programming (GP) [28]–[30], evo-
lution strategy (ES) [24], grammatical evolution (GE) [31],
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Fig. 1. Schema of a basic EHW system. The EA sends the circuit con-
figurations (the chromosome) to the chip, which configures itself with the
configuration received. The EA is also responsible for sending test vectors
to stimulate the design inputs and to check the circuit’s response received
against the expected values. Based on those responses, the EA modifies the
chromosomes and supplies a new configuration to the chip. In the case of digital
logic circuits, the stimuli are the input combinations of the truth table.

evolutionary programming (EP) [32], Cartesian GP (CGP) [33],
[34], adaptive GA (AGA) [35], parallel GA (PGA) [36]–[38],
compact GA [39], etc. The basic schema of an EHW sys-
tem, adapted for the evolution of logic circuits defined by truth
tables, is illustrated in Fig. 1. Initially, EHW was intended
for real-world applications [41], but due to its limitations in
scalability (see Section II), to date few real-world applications
have been developed. Table I outlines the most important ap-
plications for electrical circuits developed with EHW systems
so far. The performance of EHW has been actively studied on
the evolution of multipliers. Both programmable logic array
(PLA)-based and field-programmable gate array (FPGA)-based
circuits have been considered. For example, the three-bit multi-
plier containing 26 logic gates [40] (the best solution obtained
to date) has been evolved for an FPGA structure after 3 000 000
generations using the gate-level EHW approach, introduced
in [42] and [43]. In gate-level evolution, the design of digital
circuits is based on primitive hardware gates such as AND and
OR. Analysis of the complexity of evolved logic circuits in
one run revealed that the most complex multiplier evolvable
is the four-digit multiplier [44]. The four-bit multiplier was
designed using logic gates as building blocks for an FPGA
target structure after 643 274 721 generations [44].

This paper presents a new type of decomposition strategy
for the evolutionary design of relatively large combinational
circuits. The proposed method involves reducing the number
of inputs prior to evolving logic circuits by introducing a new
function, which was previously briefly discussed in [45]. Here,
the authors intend to investigate more thoroughly the behavior
of the proposed technique and to show the following.

• It is capable of evolving larger circuits never before
evolved with any other evolutionary computational tech-
nique in a reasonably short time. The most complex cir-
cuits evolved are the 17-bit parity, the six-bit multiplier,
and the alu4, which is a circuit with 14 inputs and eight
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TABLE I
MAIN ELECTRICAL CIRCUITS DESIGNED WITH EHW SYSTEMS

outputs taken from the Microelectronics Center of North
Carolina (MCNC) library [81].

• It is able to significantly reduce the number of generations
required to evolve digital logic circuits and to reach higher
fitness values, which result in better optimized circuits,
although the research presented in this paper concentrates
only on the evolution of fully functional circuits rather
than on the optimization.

The method presented here therefore breaks through the
scalability barrier and opens up new opportunities in the design
and application of evolvable combinational electrical circuits.
The significance of this paper lies in the potential for EHW
to contribute to the design of electrical circuits by removing
human intervention and associated costs. Not only electrical

circuits but also antennas and robot controllers could be auto-
matically designed without the need for human inputs. Further-
more, EHW, because of its basis in EAs, could adapt itself to
change task requirements and optimize its performance, which
would be particularly desirable where human intervention is
unfeasible or very expensive. Despite recent advancements in
research and technology, a number of issues remain unresolved,
including the following.

• Reducing the number of logic gates, which is quite high if
compared with hand design circuits.

• Increasing the evolvability [46]–[49]. Evolvability, as
defined in [52] is the ability of the genetic opera-
tor/representation scheme to produce offsprings that are
fitter than their parents.
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• Fault tolerance [6], [13], [49]–[51].
• Maintainability and comprehensibility of the evolved cir-

cuit [53]. Maintainability as in [54] is the system’s abil-
ity to preserve and improve its performance and fault
tolerance properties and to adjust them to the varying
environment.

This paper is organized as follows. The next section consid-
ers the problems of scalability and stalling effect in the fitness
function. In Section III, a brief description of the benchmarks
used to carry out the simulations is presented. Section IV
illustrates the basis of an extrinsic EHW system (first intro-
duced in [55]), together with the EA implemented, the chromo-
some encoded, and the fitness function applied to the system.
Furthermore, a short introduction on bidirectional incremental
evolution (BIE) is given. Section V outlines the limitations of
an EHW system by testing the evolution of several logic circuits
of different complexities. Section VI proposes the generalized
disjunction decomposition (GDD) for EHW, together with a
study case. Section VII gives the parameter’s setting for the
experiments carried out with the proposed method. Section VIII
illustrates the experimental results of the proposed method
together with BIE. The proposed method is compared against
other techniques and the advantages and disadvantages are out-
lined. Section IX concludes this paper and provides a summary
of key conclusions.

II. SCALABILITY PROBLEMS AND STALLING EFFECT

IN THE FITNESS FUNCTION

In this section, the problem of scalability [1], [49], [60],
[85]–[87] and the stalling effect in the fitness function for an
EHW system are outlined. The word scalable, or scalability, as
written in [93], has been used to describe how the size of the
problem will influence the performance of algorithms. EHW
systems are not scalable because of the genotype length, which
increases with problem size [61], and the time required for
fitness evaluation, which increases rapidly with the size of the
desired evolvable circuits.

The length of the genotype increases with the number of
logic gates used during the evolution and the level of permit-
ted connectivity between logic gates. The time necessary for
fitness evaluation is not scalable because it is exponentially
dependent on the number of inputs of the system that should be
evolved. If the number of inputs increases linearly, the number
of input–output combinations, which represent the description
of the digital logic circuits problem, increases by a power of
2. Consequently, as the number of inputs increases, the system
needs more time to produce new potential solutions, to evaluate
them, and to select new individuals. The time required for the
evolutionary process is given by the time for a single iteration
(µ) multiplied by the total number of iterations Ngen needed to
solve the problem, i.e.,

Ttot = µNgen. (1)

A possible method to reduce the total time for the evo-
lutionary process is to introduce a new algorithm to reduce
the number of generations needed or to reduce the time for a

single iteration. The method proposed in this paper is able to
accomplish both reductions.

Recently, the scalability problem has been investigated
mainly in the following areas.

• Introducing and/or improving existing evolutionary
processes [19], [74], [90].

• Developing multievolutionary processes using the princi-
ples of problem decomposition [68], [79], [84].

• Improving the genotype–phenotype mapping on biolog-
ical development [85], [86], [88], [89], [91], [92]. This
approach is achieving good results, for example, Gordon
[86] was able to evolve a 12-bit parity function.

One approach to tackling scalability is the function-level
EHW proposed in [42], [43], [64], and [65]. In function-level
evolution, the synthesis of circuits is done based on higher
functions as sin, adders, etc., instead of primitive gates such as
AND and OR. Function-level evolution has proven to be success-
ful in achieving the evolution of relatively complex tasks [64].
However, one of the main weaknesses of this approach is that it
still requires human intervention to select the most appropriate
functions for specific problems. Function-level evolution has
been further extended in [67]. Although the proposed approach
significantly reduces the number of generations required to
obtain a fully functional solution, the evolvability [46], [48],
[49] of logic circuits with a higher number of inputs remains
the central issue.

Using decomposition strategies, a number of approaches
intended to overcome scalability have been introduced, such as
divide-and-conquer for EHW [79] and BIE [62], [84].

The divide-and-conquer method, also called increased com-
plexity evolution [80], has been introduced to reduce the search
space, which allows complete evolution of logic circuits with
ten inputs by introducing the training vector and partitioned
training set [70]. However, a significant weakness is also
present, that is, the difficulties in defining the fitness func-
tion for the initial stages of evolution, which makes it less
suitable for completely automatic systems. Furthermore, this
method creates an unconditional constraint on the system: the
top-down solving approach that does not allow the discovery
of new designs. BIE [62], [84] is a completely automatic
decomposition method that does not require any knowledge
from the designer. However, it is not scalable to really large
circuits due to the limitations of EHW-oriented output and
Shannon decompositions (see Fig. 2). The first attempt to use
BIE in EHW was achieved by the evolution of a seven-input
ten-output logic function from MCNC benchmark [81]. BIE
has been further improved by the introduction of new assem-
bling techniques [82]. Although BIE and increased complexity
evolution have proven to be successful in the evolution of
logic circuits, the scalability problem remains to be one of
the main issues in achieving the evolution of relatively large
logic circuits in a reasonably short time. This paper addresses
that issue.

The problem of stalling effect in fitness functions is re-
lated to the nonimprovement of the fitness values during the
evolutionary process. Fig. 3 shows the stalling effect of the
fitness function during an evolutionary process for evolving a
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Fig. 2. Decomposition of logic circuits. (a) Initial system with n inputs and m outputs. (b) Output decomposition. (c) Shannon decomposition [62].

Fig. 3. Stalling effect in fitness function. Stalling effect in fitness function refers to a nonimprovement of the fitness value during the evolution process. In this
graph, the stalling effect during an evolution of a seven-bit adder is shown.

seven-bit adder using (1 + λ) ES. It may be observed that when
the fitness function reaches 82.8% the stalling effect occurs. It
means that the EA chosen and/or the initial configuration for
solving that particular problem are not suitable.

III. BENCHMARKS

In this paper, several combinational circuits have been con-
sidered for use in simulations. First of all, the benchmarks
usually used within the EHW community were considered, i.e.,
multipliers, used in [13], [44], [49], [70], [88], [94], and [95],
and parity circuits, used in [30], [85]–[87], and [108].

Then, the MCNC benchmark [81], usually used by the logic
design community, was taken into account. Finally, simple logic
circuits with randomly generated truth tables were considered.
The rationale for choosing several benchmarks is that it is
beneficial to be able to compare the method proposed here with
other existing methods in order to establish its contribution.

IV. EXTRINSIC EHW

In this section, an explanation of the system used to evolve
combinational logic circuits is given. The EA that has been used
and the chromosome representations, fitness function, genetic
operators, and BIE are presented.

A. Description of the Algorithm

The EA used for the simulation is the well-known (1 + λ)
ES already tested for its in performance in [24], [25], [33],
and [83], where λ represents the population size (see Fig. 4).
First, all the chromosomes are randomly initialized. Second, the
fitness value of each individual is computed. Third, the fittest
individual is selected. Fourth, the previously selected individual
is used to test if the conditions to stop the process have been
met. These conditions are: the fitness value of the chromosome
is 100% or the number of generations has reached the maximum
value set by the user for that particular experiment. If the
conditions are not met, a new population will be generated by
mutating the best chromosome (selected at the third step) λ
times in order to obtain other λ individuals. In the next cycle, all
λ newly created chromosomes are evaluated, the fitness value
of each of them is compared with the fitness value of the best
chromosome of the previous generation, and the best of these
(1 + λ) individuals is selected.

B. Chromosome Encoding

The chromosome defines the structure of the logic circuit and
the connectivity between logic gates. In our approach, the logic
circuit has been presented as a rectangular array of logic cells.
The type of each logic cell is randomly chosen from the set of
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Fig. 4. Schema of (1 + λ) ES.

Fig. 5. Chromosome’s structure. (a) Geometry level. (b) Functional level. (c) Connection level. (d) Example of a chromosome at the connection level. In this
example, the logic gate identified by the number 32 is considered. This logic gate has five inputs, which are taken from the outputs of the logic gates identified by
the numbers 3, 5, 11, 7, and 27.

AND, OR, XOR, NOT, and MUX, where MUX is a multiplexer
with two inputs and one control signal. The chromosome has
been represented by a three-level structure.

• Geometry level [see Fig. 5(a)] contains information about
the number of rows, the number of columns of the rectan-
gular array, and the degree of internal connectivity, also
referred to as level-back parameter [34]. The level-back
parameter defines how many columns of cells to the left
of the current column may have their outputs connected to
the inputs of the current cell.

• Functional level [see Fig. 5(b)] describes the array of cells
and determines the circuit’s outputs.

• Connection level [see Fig. 5(c)] represents the structure of
each cell in the circuit and the connections between them.

In Fig. 6, an example of chromosome encoding for a circuit
layout with three inputs and two outputs is given. The circuit
layout is a circuit with two rows and three columns, and the
level back is set to three; therefore, the chromosome at geome-
try level is “2,” “3,” and “3.” The chromosome at functional
level encodes the array of cells. For example, the logic gate
identified by the output “3” is an XOR gate. XOR is encoded with Fig. 6. Example of a chromosome encoding.
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the number “9.” Thus, the first two cells of this chromosome
are “3” and “9.” The logic gate with output “4” is an AND gate
(encoded with the number “7”); thus, the next two cells of the
functional level’s chromosome are “4” and “7.” All the other
logic gates are encoded in the same way. The last two cells of
that chromosome contain the outputs of the circuit (in this case,
the outputs of the circuit are taken from the output of the logic
gates “4” and “5”).

The chromosome at connection level identifies the logic
gates, its number of inputs, and from which gate’s output
those inputs are taken. The chromosome of the first logic gate
(first row, first column) contains “3” (which is the logic gate
identifier), then “2” (which means that that circuit has two
inputs), and then “0” and “1,” which means that one input is
taken from X0 and the other from X1. All the other five logic
gates are encoded in the same way.

C. Fitness Function

The fitness function evaluates the evolved circuits in terms
of their functionality. The fitness function selected for the
experiments has two main criteria, namely; 1) design, and, once
the circuit is fully functionally evolved, 2) optimization, which
leads to reduced numbers of active logic gates used in the circuit
configuration.

The fitness function ftot is calculated as

ftot =
{

f1, if ftot ≤ 100 design
f1 + f2, if ftot > 100 optimization

(2)

where f1 is a design criterion that defines the percentage
of correct output bits produced by the evolved circuit after
the application of all possible input combinations. f2 is the
optimization criterion for the optimization stage.

The fitness function for the functionality of the evolved
circuit f1, or the so-called design criterion, has been calcu-
lated as

f1 = 100 − 100
mp

2n−1∑
fc=0

m−1∑
i=0

|yi − di| (3)

where m and n are the number of outputs and inputs of
the given logic function, respectively, p is the number of
input–output combinations, yi is the ith digit of the output
combination produced by the evaluation of the circuit, di is
the desired output for the fitness case fc, and |yi − di| is the
absolute difference between the actual and the required outputs.

The fitness function for the optimization stage has been
calculated below, where NLG is the number of total logic gates
present in the chromosome and is equal to the number of
rows multiplied by the number of columns of the chromosome.
Nmax

PLG is the number of primitive logic gates necessary for
building the logic gate with the highest number of inputs
present inside the chromosome. Fig. 7 shows how to decompose
a logic gate with four inputs. Therefore, if a logic gate has four
inputs, the number of primitive logic gates necessary to build it
is 3. Nrow and Ncol are the number of rows and columns of the
chromosome, respectively. NPLG(i,j) is the number of primitive

Fig. 7. Decomposition of a logic gate with four inputs into primitive logic
gates.

Fig. 8. Example of a possible chromosome configuration.

logic gates necessary to build the (i, j)th logic gates. NPLG(i,j)

is 0 if the (i, j)th logic gate is unconnected, i.e.,

f2 = NLGNmax
PLG −

Nrow∑
1=1

Ncol∑
j=1

NPLG(i,j) . (4)

An example of how the fitness function for a chromosome
during the optimization stage is calculated is given below. Sup-
pose that the chromosome in examination is a rectangular array
of two rows and four columns (see Fig. 8) and for a particular
configuration the highlighted logic gates are connected (see
Fig. 8). Therefore, the total number of logic gates NLG is two
rows multiplied by four columns, so NLG = 8.

The logic gate with the highest number of inputs is the cell
marked with index (2, 2), which contains five inputs; conse-
quently, Nmax

PLG = 4. The fitness function for the optimization
stage can be calculated as

f2 = NLG × Nmax
PLG −

Nrow∑
i=1

Ncol∑
j=1

NPLG(i,j)

= 8 × 4 − (1 + 2 + 0 + 3 + 0 + 4 + 3 + 0) = 19. (5)

Fig. 9 shows the behavior of the fitness function during the
evolution of functionality for the function

f = �sqrt(x)� (6)

with four inputs and three outputs. In Fig. 9, two different stages
are noticeable. The first shows the design of the function, so
with each generation the fitness function value increases until
it reaches 100%; therefore, the functionality of the circuit is
completely evolved. During the first stage, the fitness function
has been calculated using (3). The second stage starts just after
the circuit is evolved. This stage performs the optimization
of evolved circuits by reducing the number of active logic
gates. Furthermore, during this stage, the fitness function, as
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Fig. 9. Fitness function behavior. This graph shows the effect of the use of the selected fitness function during the evolution of a logic circuit. When the fitness
value reaches 100% (functionality evolved), the optimization process begins.

Fig. 10. BIE approach.

calculated using (4), also increases its value because the circuit
is better optimized.

D. BIE

BIE [62], [84] operates by gradually decomposing a complex
system into a series of simpler ones when the evolution does
not bring any improvement in terms of fitness function value
(see Fig. 10). These simpler blocks are evolved separately and
then merged together once completely developed. If, during the
evolution of each single subsystem, the stalling effect in the
fitness function (see Fig. 3) occurs again, the single subcircuits
will be decomposed again and again until all the subcircuits
are simple enough to be evolved. The systems are decomposed
by using Shannon and output decomposition (see Fig. 2).
Evolution occurs on both sides. First toward modularization
(having simpler and smaller logic circuits) and second toward
an optimized system by assembling the simpler subcircuits
together. This system is completely automatic and does not
require any human intervention.

E. Genetic Operators

Gene mutation and elitism [21] have been used in our extrin-
sic EHW system. Elitism ensures that the best individual of one

TABLE II
INITIAL DATA FOR THE EXPERIMENTS CARRIED OUT WITH (1 + λ) ES

generation is transferred to the next one. The mutation operator
is involved in changing the value of some genes inside the
chromosome. The aim of this operation is to bring more change
(diversity) into the population. By increasing the mutation rate,
the genetic search will be transformed into a random search but
will help to reintroduce lost genetic material [22].

V. LIMITATIONS OF EHW EVOLUTION

In order to identify the limitations of the previous systems,
a number of experiments have been carried out. The purpose
of these experiments was to quantify how the performance of
the evolutionary process is dependent on the complexity of the
tasks used. Logic circuits have been evolved using the extrinsic
EHW approach with (1 + λ) ES described in detail in the
previous section, with λ = 5. Each logic circuit, randomly gen-
erated, has been evolved either 50 or 100 times, and the average
number of generations needed for each run has been reported.
The initial configuration used for evolving the logic circuits
has been set out in Table II, where all the parameters for the
ES are outlined. The obtained results were classified according
to the number of inputs, number of outputs of logic circuits,
and number of generations required to evolve such circuits. In
Fig. 1, the relationship between the dimension of the circuits
and the required number of generations in order to evolve
them has been considered. The experimental results have shown
that the number of generations required in order to evolve a
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Fig. 11. Average number of generations required to evolve logic circuits with
n inputs and m outputs using (1 + λ) ES.

logic circuit is mainly dependent on the number of inputs. The
system set-up together with the EHW algorithm used was able
to evolve only the circuit for which the results are given in
Fig. 11. The considered system has not been able to evolve
more complex logic circuits. Based on the obtained results, one
may conclude that there is a need for the development of a
method that would concentrate on the input decomposition for
EHW systems. That method is proposed in the next section. The
experimental results prove that such a method will tackle the
scalability problem better than the methods focused on output
decomposition. This paper is devoted to proposing that method.

Therefore, a new system that is capable of reducing the
number of required generations and at the same time improving
the fitness values and evolving larger logic circuits has been
introduced.

VI. GENERALIZED DISJUNCTION DECOMPOSITION

In this section, the proposed method, GDD, which speeds
up the evolutionary process and optimizes the logic circuit, is
explained. This method improves the scalability for evolving
logic circuits. This method has been introduced as a result of
the limitation of EHW evolution demonstrated in the previous
section: the number of generations required to evolve a circuit
is mainly dependent on the number of inputs rather than on the
number of outputs.

A. Proposed Method

This method is based on rewriting the truth table in such a
way that the inputs needed to describe the system are decom-
posed in two parts. Supposing that a system with n inputs and
m outputs, see Fig. 12(a), should be evolved using either the
extrinsic EHW approach previously described or other EAs.
The functionality of this system can be described by the truth
table given in Fig. 12(b), where p = 2n is the number of prod-
ucts (or the so-called number of input–output combinations).
The system depicted in Fig. 12(a) can be decomposed into two
subsystems as shown in Fig. 13(a).

Fig. 12. General description of logic circuits.

Subsystem G with r inputs and s outputs represents the
evolvable part of the newly created system, where

s = m × 2n−r (7)

and subsystem H with (s + n − r) inputs and m outputs rep-
resents the fixed part of the circuit that is generated using
multiplexers. This part does not participate in the evolution-
ary process. The structure of this subcircuit depends on the
number of used inputs and outputs. The next section gives a
description of the system H. The decomposition of the system
F into the two subsystems (G and H) is done automatically.
At the moment, the user decides how many inputs G should
have. Then the initial system F, defined by its truth table, is
decomposed. Software in C++ has been written to accomplish
this decomposition. Subsystem G can be evolved using either
the traditional EHW approach or any other scalable approach
such as divide-and-conquer, BIE, etc. The complexity of the
evolutionary process will depend on the type of method used.
Let us consider the process of generating the truth table for
subsystem G. Let us assume that r should be always less than
n(r < n), where r is the number of inputs in the G subsystem
and n is the number of inputs in the initial system. The new truth
table, shown in Fig. 13(b), has been calculated by applying the
following procedure.

• Generation of all the input combinations of the truth
table G.

• Identification, per each input combinations, of the truth
table G, s/m output combinations on truth table F, wher-
ever the input combinations of the truth table G match
in sequence the input combinations of the initial system
(truth table F).

• The outputs, of the initial system (truth table F) previously
identified, become the outputs of the reduced truth table
(output of G).

B. Multiplexer Part

In this section, the complexity of subsystem H, the multi-
plexer part, is shown. A multiplexer with two inputs and one
control signal is composed of four logic gates: one NOT, two
AND, and one OR, as shown in Fig. 14.
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Fig. 13. (a) Proposed decomposition of the initial logic circuit. r and g refer to the number of inputs and outputs of the reduced subsystem, respectively. (b) Truth
table of the evolved part of the proposed subsystem.

Fig. 14. Multiplexer with one control signal and how it is built with
logic gates.

Fig. 15. Multiplexer with two control signals.

In Fig. 15, a multiplexer with two control signals is shown,
as well as the process for constructing it. The number of logic
gates required for a generic multiplexer is given by

Nlg = 4(2c − 1) (8)

where Nlg is the number of logic gates required to build the
multiplexer with c control signals.

C. Case Study

In this section, a case study regarding the generation of a
truth table for subsystem G based on a simple example is
considered. The truth table corresponding to the function given
in (6) with four inputs and three outputs has been taken into
account as an initial system to be decomposed. Therefore,
the system F has n = 4 [number of inputs (x0, x1, x2, x3)],
m = 3 [number of outputs (f0, f1, f2)], and p = 16 (number
of products or input combinations).

The truth table of this function is shown in Fig. 16(a).
Supposing that a subsystem G with only two inputs is to be
generated. Therefore, the new system will have r = 2 [number
of inputs of the subsystem G (x0, x1)] and s = 12 [number of
outputs of G, calculated based on (7)].

The new system is shown in Fig. 17. In order to generate
the truth table of G, the procedure described in the previous
section should be followed. First, all of the input combinations
have been generated. Therefore, in this case, the input combi-
nations of subsystem G are 4: (x0, x1) = (00), (01), (10), (11).
Second, for each input combination generated, the s/m out-
put combinations of the initial system, wherever the input
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Fig. 16. (a) Truth table of the initial function F. (b) Newly generated truth table for subsystem G.

Fig. 17. Decomposed subsystems obtained using generalized decomposition
strategy. G is the evolvable part, and H is the multiplexer part.

combinations of the truth table G match in sequence the in-
put combinations of F, should be identified. Let us identify
the s/m = 4 output combinations for the input combination
(x0, x1) = (0, 0). The truth table F has been examined and the
output of all the s/m input combinations that include (0, 0) for
(x0, x1) have been considered as outputs for subcircuit G when
(x0, x1) = (0, 0). Once the outputs for the input combination
(x0, x1) = (0, 0) have been generated, the input combination
(0, 1) is considered. The truth table generated for subsystem G
is given in Fig. 16(b).

The number of logic gates required to implement the fixed
part (H-system) of the new system, based on (8), is 12.

VII. SETTING PARAMETERS

In this section, the system setup used to simulate the GDD
is provided. The building blocks (a combination of primitive
logic gates) that participate in evolutionary processes are AND,
OR, XOR, NOT, and a multiplexer with two inputs and one
control. Each logic gate has up to four inputs. The connections
between building blocks inside the chromosome are interactive
and in cascade mode (see Fig. 18). The mode in which they are

Fig. 18. Connections between building blocks in cascade and interactive
mode. This figure explains how building blocks could be connected inside the
circuit layout. The mode in which they are connected is automatically selected
during the evolution.

connected is automatically selected. Furthermore, the output of
a primitive logic gate of the nth columns could be connected
to the input of a primitive logic gate of (n − l)th columns with
l < n, where l represents the level back [34], and of (n + k)th
columns, where k ≥ 0 and (n + k) is less than or equal to the
number of columns of the circuit layout.

The truth tables used to describe the logic circuits are
compatible with the Berkeley standard format for the physical
description of a PLA [119].

The system used for evolving circuits with BIE is shown in
Fig. 10, while for the GDD the schema is shown in Fig. 19.

In Table III, EA’s parameters are given, where the number of
generations refers to the number of cycles that each experiment
has been evolved, population size refers to the number of
different chromosomes, and gene mutation rate and elitism are
the genetic operators used.

Each logic circuit has been evolved 100 times. For the given
logic functions, the results are considered only if the logic
circuit has a success rate of 100%. In Table IV, the features
of the circuit layout used during evolution are given. The size of
the chromosome (i.e., circuit layout) is chosen according with
the complexity of the task being evolved. The more complex the
task being evolved, the larger the circuit layout selected. Those
parameters are not chosen according to previously published
results; rather, they are tuned in order to obtain the best results.
Definitions of the number of rows, columns, and level back have
been provided in Section IV-B. The experiments are run with a



1034 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART B: CYBERNETICS, VOL. 36, NO. 5, OCTOBER 2006

Fig. 19. System used for evolving logic circuits. The GDD is implemented
into BIE.

TABLE III
INITIAL PARAMETER FOR THE EXPERIMENT CARRIED OUT

WITH BIE AND WITH THE PROPOSED APPROACH

desktop PC with a Pentium IV at 3.00 GHz and 768 MB of
RAM. The software is written in C++.

VIII. EXPERIMENTAL RESULTS

In this section, the results of the logic circuits evolved by
using the GDD together with BIE are shown.

The aim of the experiments is to prove that the proposed
method requires less generations and improves scalability for
designing logic circuits in EHW in comparison with exist-
ing evolutionary computation methods. As the standard EHW
approach, which does not use any decomposition technique,
has high limitations in the evolution of relatively large logic
circuits, it was decided not to compare the results of this method
with the results obtained with GDD. The logic circuits analyzed
in this paper have been taken from different sources: some of
them were randomly generated, others were taken from MCNC
benchmark [81], others describe the behavior of multipliers of
different complexity, and others are even n-bit parity circuits
traditionally used within the EHW community. In this section,
another benefit of the use of GDD is also shown: GDD is capa-
ble of reducing the time required for a single iteration, therefore
reducing the time required for the entire evolutionary process.

A. Evolving Randomly Generated Logic Circuits

The circuits analyzed here are randomly generated. The
complexity of these circuits is quite low; therefore, it is easy
to evolve them. However, it has been decided to evolve those
circuits in order to show how the use of GDD could bring
some benefits to the evolution of small logic circuits over BIE.

TABLE IV
INITIAL DATA. DIMENSION SIZE AND CONNECTIVITY OF THE

CIRCUIT LAYOUT USED DURING SIMULATIONS

In Table V, the experimental results are shown. The circuits
evolved with the GDD are better optimized and the number of
generations is significantly reduced. In that table, all the char-
acteristics of the circuits have been given: name, number of in-
puts, outputs, and products. For example, by looking at the logic
circuit 6–4, it has six inputs, four outputs, and 64 input–output
combinations. Then, the numbers of generations (average out
of 100 runs and the best run) needed for evolving the logic
circuits have been reported. The next two columns give the
average and best times (values are expressed in seconds) for
each experiment. The next two columns provide the value of
the fitness function for the final optimized solutions. For circuits
6–4, it can be observed that it is evolved using BIE (first row,
six inputs and four outputs) and a different configuration (four
inputs and 16 outputs) is obtained using the GDD.

B. Evolving Multipliers

The evolution of multipliers is a quite difficult task. Several
researchers have recognized the importance of the evolution
of these circuits, and in the past few years this benchmark has
become widely used within the EHW community. In Table VI,
experimental results regarding the evolution of multipliers are
given. Like BIE, GDD is not able to evolve a six-bit multiplier
within the maximum number of generations set for this exper-
iment. Therefore, the maximum number of generations for this
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TABLE V
EXPERIMENTAL RESULTS FROM BIE AND GDD, WHERE IN, OUT, AND P ARE THE NUMBER OF INPUTS, OUTPUTS, AND PRODUCTS IN THE

GIVEN LOGIC FUNCTION. EACH LOGIC CIRCUIT HAS BEEN EVOLVED 100 TIMES WITH A SUCCESS RATE OF 100%

TABLE VI
EXPERIMENTAL RESULTS FROM BIE AND GDD. EACH LOGIC CIRCUIT HAS BEEN EVOLVED 100 TIMES WITH A SUCCESS RATE OF 100%. FOR THE

EVOLUTION OF THE SIX-BIT MULTIPLIER, THE MAXIMUM NUMBER OF GENERATIONS WAS SET TO 3 000 000 BECAUSE OF THE DIFFICULTIES TO

EVOLVE IT. ONLY THREE RUNS HAVE BEEN CARRIED OUT FOR THIS MULTIPLIER AS THE AVERAGE REQUIRED EVOLUTION TIME IS 48.48 h

circuit was increased to 3 000 000. In [117], it has already been
proven for one run that GDD is able to solve this multiplier,
but only by using a higher number of generations. The six-bit
multiplier is also evolved using another configuration of GDD,
with nine inputs and 96 outputs. Three experiments have been
carried out with this configuration, and the average number
of generations required is 2 536 135 while the average time
per experiment is 32.00 h; a bit less than the configuration
with ten inputs.

C. Evolving Even n-Bit Parity Function

Parity functions are often used to check the accuracy of
stored or transmitted binary data in computers because a change
in the value of any one of its arguments toggles the value of
the function. As a result of this sensitivity to its inputs, the
parity function is difficult to learn [29]. This benchmark, as with
the multipliers, is popular within the evolutionary computation
community. The even n-bit parity circuit produces a response
equal to the sum modulo 2 of its inputs. Table VII shows the
experimental results for the evolution of those circuits. From
that table, it can be observed that with the use of GDD the
evolution of a large circuit is feasible. GDD is able to evolve

large even parity bit circuits never evolved before. The best
parity bit circuit successfully evolved previously was presented
in [86], and it was a 12-bit parity circuit. It was evolved using
a developmental model based on a biological map between
genotype and phenotype.

D. Evolving Logic Circuits From MCNC Benchmark

The experimental results reported in this section are those
in relation to the evolution of circuits taken from the MCNC
benchmark [81], [110]. This benchmark was first presented
at the 1990 International Workshop on Layout Synthesis.
Since then, several researchers within the GA community
have used it as a test bench for floor planning [111], cell
placement [112], [113], power consumption [114], etc. It is
still not popular within the EHW community because of the
complexities of those circuits. However, here, it has been de-
cided to evolve those circuits in order to show that GDD has
the capability to cope with these circuits. Figs. 20–23 show
the relationships between the values of the fitness function, the
number of generations, and the time spent for each experiment.
“Reduced circuit” refers to a circuit that has been obtained
by applying the proposed method to the original circuit. Each
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TABLE VII
EXPERIMENTAL RESULTS FROM BIE AND GDD. THE LOGIC CIRCUITS PARITY16E AND PARITY17E HAVE BEEN EVOLVED TEN TIMES,

THE OTHERS 100 TIMES. ALL THE CIRCUITS HAVE BEEN EVOLVED WITH A SUCCESS RATE OF 100%

Fig. 20. Relationship between the final value of the fitness function reached at the end of each experiment and the number of generations required for evolving
the circuit 9sym. The circuit has been evolved 100 times, and all the results are shown.

Fig. 21. Relationship between the final value of the fitness function reached at the end of each experiment and the CPU time required for evolving the circuit
9sym. The circuit has been evolved 100 times.
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Fig. 22. Relationship between the final value of the fitness function reached at the end of each experiment and the number of generations required for evolving
the circuit rd84. The circuit has been evolved 100 times.

Fig. 23. Relationship between the final value of the fitness function reached at the end of each experiment and the CPU time required for evolving the circuit
rd84. The circuit has been evolved 100 times.

graph compares the evolution results between the original
logic circuits and two different configurations of the “reduced
circuit.” For all the evolved logic circuits, it has been observed
that a smaller number of generations is required for the evo-
lution of the “reduced circuits” and at the same time better
values of fitness are achieved. The same results for the time
required for each experiment have been found. For any of the
given graphs, it can be seen that when the number of inputs is
reduced the fitness value for each experiment is increased and
the time and number of generations are reduced. In Table VIII,
all the experimental results obtained by using BIE and GDD are
shown. It should be noted that for the evolution of the circuit
alu4, only five runs are analyzed and the maximum number of
generations for those experiments was set at 2 000 000; this was
done because of the high computational time required for the
simulations. Even with this initial set up, BIE was not able to
completely solve the task.

E. Reduction of Time Required for a Single Iteration

Another benefit of GDD is that it is able to reduce the time re-
quired for a single iteration µ [see (1)]. This leads to a reduction
of the total time required for the entire evolutionary process.

To illustrate this advantage, the time required for a single
iteration for circuits with different numbers of inputs has been
calculated. The system set up for those simulations is a circuit
layout with three rows and 80 columns and level back equal to
the number of columns.

The logic circuit in examination was the 17-bit even parity.
Using GDD, circuits with 16 inputs and two outputs, with
15 inputs and four outputs, and so on, down to a circuit with two
inputs, were created, and those circuits were used as a test bench
for this experiment. As can be observed from the results shown
in Fig. 24, the required time for a single iteration increases with
the number of inputs: going from 16.172 ms for a circuit with
two inputs to 35.79 s for a circuit with 17 inputs.
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TABLE VIII
EXPERIMENTAL RESULTS FROM BIE AND GDD. EACH LOGIC CIRCUIT HAS BEEN EVOLVED 100 TIMES, WITH THE EXCEPTION OF alu4,

WHICH HAS BEEN EVOLVED FIVE TIMES. ALL EXPERIMENTS HAVE REACHED A SUCCESS RATE OF 100%

Fig. 24. Time per iteration for circuits with different numbers of inputs.

These experiments were performed with a personal computer
with 768 MB of RAM and a Pentium IV processor at 3.00 GHz.

F. Analysis of Results and Comparison to Techniques

In this section, an analysis of the obtained results is outlined.
The experimental results have shown a reduction of the number

TABLE IX
REDUCTIONS, EXPRESSED IN PERCENTAGE, OF THE NUMBER OF

GENERATIONS, THE TIME SPENT, AND THE IMPROVEMENTS OF

THE FITNESS VALUE BY USING THE PROPOSED METHOD

COMPARED WITH BIE SOLUTIONS

of generations required to fully evolve combinational circuits
for all the benchmarks used following a reduction in time spent
performing the evolution.

Furthermore, increased fitness function values have been no-
ticed, which leads on to better optimized logic circuits, although
the presented method aims to improve scalability rather than
optimization of the evolved logic circuits.
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TABLE X
MOST COMPLEX COMBINATIONAL CIRCUITS PREVIOUSLY EVOLVED KNOWN TO THE AUTHORS AND COMPARISON

OF THOSE WITH GDD. “IN” REFERS TO THE NUMBER OF INPUTS

The best results for GDD are scalability. Several combi-
national circuits, taken from different benchmarks, never pre-
viously evolved, have been successfully evolved. Table IX
shows improvements in terms of the number of generations,
evolution time, and fitness values that GDD brought over the
BIE evolutionary method. The best result is a reduction of 84%
of the number of generations required to fully evolve a circuit.
This result was obtained for the circuit 9sym taken from the
MCNC benchmark.

In Table X, the most complex parity bit circuits, multipliers,
and circuits from the MCNC benchmark before evolving are
considered and compared with the results obtained by GDD.
A comparison of GDD against the conventional method is not
given because the aim of the experiments set in this paper is to
show that the proposed method is able to automatically design
large combinational logic circuits. The method proposed here
does not deal with the optimization of the evolved circuits. It
means that hand design logic circuits are better optimized in
terms of number of logic gates, but GDD can design the same
circuits avoiding the high cost of human design.

In conclusion, the main advantages of this method, as proven
from the simulations, are as follows.

• Fewer numbers of generations required to evolve the sys-
tem in comparison with BIE.

• Less computation time, for two reasons. First, the com-
putation time required is smaller because the number of

generations is less [see (1)]. Second, because the truth
table treated with GDD is much smaller and can be
processed quickly; therefore, the required time for a single
iteration is reduced, as exposed in Section VIII-E. For
instance, an even parity circuit with 17 inputs (as evolved
in Section VIII-C) described with the Berkley format is
2689 KB. The same truth table rewritten with GDD is
only 157 KB. Therefore, the necessary time to run a single
generation for the EA is reduced.

• Improved optimization of the evolved circuit. The circuits
evolved here using GDD have better fitness values when
compared with those evolved by BIE, although the aim
of the experiments was to show that bigger logic circuits
could be evolved and not specifically to show that better
optimization could be achieved. To show that the proposed
method actually tackles the optimization problem, the
number of generations for the experiments would not be
set at 1 000 000, rather a much larger number would have
been chosen.

• The possibility of evolving larger circuits, as the 17-bit
even parity, the six-bit multiplier, and the alu4 (14 inputs).

• GDD is independent of the strategies used; therefore,
it could be implemented in different evolvable system
environments. Here, it has been implemented into BIE;
therefore, the system is completely automatic and does not
require any information from the user.
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Fig. 25. Example of output and Shannon decompositions of a system (with
seven inputs and ten outputs) into several subsystems. The EA is applied untill
a subsystem is small enough to be completely evolved. If it will not become
evolved within a certain number of generations, it will be decomposed into
subsystems.

G. Evolving Complex Logic Circuits

The necessary time to evolve a circuit, as reported in (1),
is dependent on the number of required generations and the
time necessary for a single iteration. GDD is able to reduce the
number of generations and also to reduce the time required for
a single iteration as shown in Section VIII-E.

The time required for a single iteration is highly dependent
on the complexity of the fitness function and on the hardware
used. Further reductions of the evolution time will be achieved
by using faster hardware. The experimental results presented
here have shown a success rate of 100% for all the analyzed
circuits. This success rate is as a result of the nature of the
core of the system used, which is BIE [62], [84]. BIE works
by progressively reducing the complexity of the logic circuits,
which should be evolved. Therefore, a complex task, which is
difficult to evolve, will be decomposed until the EA is able to
evolve it. In Fig. 25, an example of how the decomposition
of the initial system would be done with the use of BIE is
reported. The method of decomposing a system into other sub-
systems (using output and Shannon decomposition see Fig. 2)
is completely automatic. The initial system is decomposed into
smaller subsystems until the EA is able to evolve them.

IX. CONCLUSION

In this paper, the GDD for EHW, which is used for the
evolution of logic circuits, has been presented and compared
with other EHW techniques.

The proposed algorithm has been tested based on the evo-
lution of not only multipliers and even n-bit parity circuits,
traditionally used by the EHW community, but also with logic
circuits taken from MCNC benchmark library, traditionally
used in logic design, and also randomly generated circuits.

The experimental results have confirmed that GDD requires
significantly fewer generations to evolve fully functional solu-
tions, reduces the time for a single iteration during the evolu-
tionary process, and allows the evolution of large circuits. The
17-bit parity circuit, the six-bit multiplier, and the alu4, which is
a circuit with 14 inputs and eight outputs never evolved before
with any other techniques, were evolved using the method
proposed here.

GDD demonstrates that is beneficial for solving more com-
plex logic circuits. Furthermore, the evolved circuits have
reached higher values of fitness during the optimization stages
when compared with BIE, although the work presented here
is based on the evolution of large circuits rather than into the
optimization.
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