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ABSTRACT

In this paper we investigate the effectiveness of class
specific sparse codes in the context of discriminative action
classification. The bag-of-words representation is widely
used in activity recognition to encode features, and although
it yields state-of-the art performance with several feature
descriptors it still suffers from large quantization errors and
reduces the overall performance. Recently proposed sparse
representation methods have been shown to effectively rep-
resent features as a linear combination of an over complete
dictionary by minimizing the reconstruction error. In contrast
to most of the sparse representation methods which focus on
Sparse-Reconstruction based Classification (SRC), this paper
focuses on a discriminative classification using a SVM by
constructing class-specific sparse codes for motion and ap-
pearance separately. Experimental results demonstrates that
separate motion and appearance specific sparse coefficients
provide the most effective and discriminative representation
for each class compared to a single class-specific sparse co-
efficients.

Index Terms— Activity representation, sparse codes,
bag-of-words

1. INTRODUCTION

Successfully recognizing human activities from complex
video sequences has lots of potential applications such as
intelligent video surveillance, automatic video annotation,
smart homes and elderly patient monitoring. However, ac-
tivity recognition faces several challenges due to occlusion,
clutter, inter and intra class variations, complex and moving
background, camera motion etc. Several activity recognition
frameworks have been proposed in literature to address these
challenges and improve the overall recognition performance
such as Holistic features, space-time templates and tracking
interest points in video sequences [1, 2, 3]. These approaches
demand high computational requirements and are severely
affected by the above mentioned challenges.

Recent approaches using spatio-temporal features demon-
strate significant performance improvement compared to

other methods. These methods usually incorporate the fol-
lowing procedure: sample the video (densely or sparsely) to
detect the interest points, and use spatio-temporal descriptors
to encode the appearance and motion information present
around the detected points. Then a Bag of Words (BoW) rep-
resentation is applied to quantize each feature to the closest
visual word in the dictionary and video is represented as a
histogram of visual word occurrences. Hard vector assign-
ment generates more quantization errors and necessitates the
use of a complex kernel function to improve performance.
Recently several methods have been proposed to improve
the feature representation such as hierarchical dictionaries,
spatio-temporal feature modelling, sparse representations etc.

This paper focuses on sparse representation to improve
the discriminative action classification. In recent years sparse
representation has received lot of attention in a wide range
of applications such as image denoising, image restoration,
texture classification, face recognition, object recognition and
action recognition [4, 5, 6, 7, 8]. Although sparse representa-
tion mainly focuses on learning an over complete dictionary
to represent the signal with only few elements from the dic-
tionary to minimize the reconstruction error, recently several
approaches have been proposed in object recognition that not
only minimize the reconstruction error, but also to improve
the discriminative power of the sparse coefficients to improve
the overall classification performance. Ramirez et al. [6] in-
corporates an incoherence promoting term to make the dictio-
naries for different classes as independent as possible. Mairal
et al. [9] proposes to simultaneously learn a classifier by em-
bedding a logistic loss function. Discriminative K-SVD [10]
and label consistent K-SVD [11] focused on improving the
discriminatory power of the spare codes with a good repre-
sentation.

Several sparse representation methods have been pro-
posed to solve the action classification problem. Zhu et
al. [12] introduced sparse representation to classify actions
with a shared dictionary with single scale max-pooling and a
linear SVM classifier. Guha et al. [13] explored shared, class-
specific and concatenated dictionaries with different recon-
struction error based classification. Sparse Reconstruction-
based Classification (SRC) with different features has been



explored in [14, 15, 7]. SRC with L1 and L2 regulation
(SR-L12) was proposed by Gao et al. [16].

Amongst the various sparse coding methods proposed for
action recognition, our method differs in two key ways: 1)
Unlike other methods, where a single dictionary for a class
is built, we build separate dictionaries for motion and appear-
ance features; 2) In this paper we focus on discriminative clas-
sification and demonstrate better results compared to the SRC
method. In our proposed method we first extract dense His-
togram of Gradient (HOG) features to represent appearance
and Motion Boundary Histogram (MBH) [3] features to rep-
resent motion information at different scales. Then we learn a
separate over complete dictionary for appearance and motion
vectors to approximately represent them as a weighted sum of
sparse coefficients. These appearance and motion sparse co-
efficient vectors are concatenated and max-pooled separately
for each action class at different spatio-temporal scales. A
final vector is created by concatenating all the max-pooled
sparse coefficients and a linear SVM is used for classification.

The rest of the paper is organized as follows. Section 2 de-
scribes our proposed approach in detail and Section 3 presents
the experimental setup and results. Finally, Section 4 con-
cludes the paper.

2. CLASS-SPECIFIC DICTIONARY LEARNING

Sparse coding is popularly used to represent a signal as a lin-
ear combination of an over complete basis using a few ele-
ments of the dictionary. Sparse representation is defined as
follows: for a given signal x ∈ Rn and a dictionary D ∈
Rn×k, mina‖a‖0, s.t. x = Da, where ‖a‖0 is the l0 norm
of the coefficient vector a ∈ Rk. i.e. minimizing the number
of non-zero elements present in the coefficient vector. Since
minimizing the l0 norm is an NP-hard problem and greedy
algorithms don’t guarantee an optimal solution it is replaced
with an l1 norm and the following optimization problem is
solved instead:

min
a
‖x−Da‖22 + λ|a|1, (1)

where the parameter λ is used to establish balance be-
tween the sparsity and reconstruction error. The above op-
timization problem becomes convex and can be solved using
the popular LASSO algorithm. The l1 norm induces a sparse
solution for the code vector a.

In our proposed method, the appearance feature vector
XA = [x1, ..., xm] ∈ RnA×mA , where nA is the dimension of
the appearance vector extracted from a given class and mA is
the number of the appearance vectors, is sparsely represented
by minimizing the equation:

min
DA,CA

‖XA −DACA‖22 + λ|CA|1 (2)

where, the class-specific appearance dictionary is DA ∈
RnA×dA with the size of the dictionary set to dA and corre-
sponding sparse coefficients are CA ∈ RdA×mA . The appear-
ance feature vector xi can be approximated as xi ≈ DAc

i
A.

i.e. ciA is the sparse coefficient vector corresponding to the
appearance feature vector xi.

Similar to the appearance encoding, the motion vector
YM = [y1, ..., ym] ∈ RnM×mM , where nM is the dimension
of the motion vector extracted from a given class and mM is
the number of the motion vectors, is sparsely represented by
minimizing the equation:

min
DM ,CM

‖YM −DMCM‖22 + λ|CM |1 (3)

where, the class-specific motion dictionary is DM ∈
RnM×dM with the size of the dictionary of dM and the corre-
sponding sparse coefficients are CM ∈ RdM×mM . The mo-
tion feature vector yi can be approximated as yi ≈ DMc

i
M .

i.e. ciM is the sparse coefficient vector corresponding to the
motion feature vector yi.

The final representation of an interest point (Ii) is given
by a concatenation of motion (ciM ) and appearance (ciA)
sparse coefficient vectors. i.e. Ii = [ciMc

i
A].

Spatio-temporal characteristics are captured using max-
pooling at different spatio-temporal scales, which is shown
to be effective with sparse coding [17]. The pooled features
at different scales are concatenated to form the final spatio-
temporal pyramid representation. Finally, a linear SVM is
used for classification.

3. EXPERIMENTS AND RESULTS

In the experiments, we evaluated our proposed representa-
tion against the following 3 methods with two popular action
recognition datasets with varying complexity: KTH [18] and
UCF sports [19].

Sparse Representation-based classification (SRC): The
SRC method [8, 20] assigns each feature to the action class
based on the reconstruction error: R(x,D) = ‖x − Da‖22,
where x ∈ Rn is the feature vector, D is the dictionary and
the sparse code vector, a ∈ Rk, is calculated from Equation
1. For a K class classification problem, each class i has a
dictionary Di and a code ai is calculated for each dictionary.
Finally the feature vector x is assigned to the class i∗ which
minimizes the reconstruction error R:

i∗ = argmin
i
R(x,Di) (4)

Shared dictionary with an SVM classifier: A single
shared dictionary Φ is learned to sparsely encode each fea-
ture vector followed by spatio-temporal max-pooling and a
linear SVM classifier is applied for classification.



Experimental setup Average accuracy (%)

SRC 86%
Shared Dictionary + SVM 92%
Class Dictionary + SVM 94.5%

Our method 96.8%

Table 2: Average Accuracy on the KTH Dataset using the
four different experimental setups

Class-specific dictionary with SVM classifier: We learn
K separate dictionaries Φ1,Φ2, ...,ΦK for each class followed
by spatio-temporal max-pooling and linear SVM classifica-
tion.

In feature extraction we densely sample each video and
extract Histogram Oriented Gradients (HOG) and Motion
Boundary Histogram (MBH) features to represent each video.
For each cell, an 8-bin HOG histogram is calculated and nor-
malised into a HOG descriptor. The robust optical flow based
MBH [3] descriptor is used to capture the motion information
present in the spatio-temporal volume.

The parameter λ in Equation 2 and 3 controls the sparsity
of the the sparse coefficient vector while minimizing the re-
construction error. We set the λ parameter to 10% in all exper-
imental settings which yields better results. We use randomly
selected HOG and MBH features from each class to gener-
ate the appearance and motion specific dictionaries. Once
we learn DA and DM for all classes each feature vector is
mapped to the sparse coefficient vector.

3.1. KTH Dataset

The KTH dataset consists of 6 different activities such as
clapping, boxing, jogging, waving, walking and running
performed by 25 subjects under 4 different environmental
settings: indoors, outdoors, outdoors with different clothing
and outdoor with camera motion. We use the same experi-
mental setting proposed by Schuldt et al. [18]. Table 2 shows
the average accuracy obtained with 4 different experimen-
tal setups. Our proposed sparse representation outperforms
the class-specific dictionary by 2.3%. Confusion matrices
for class-specific representation and our proposed method
are shown in Table 1. Our representation not only performs
well across all the classes but also reduces the confusion
amongst closely related classes by increasing the discrimina-
tory power.

3.2. UCF Sports Dataset

UCF-Sports dataset [19] consists of approximately 200
videos sequences at a resolution of 720 × 480. It consists
of 9 different action classes such as driving (S1), golf swing-
ing (S2), kicking (S3), lifting (S4), horseback riding (S5),

Experimental setup Average accuracy (%)

SRC 84%
Shared Dictionary + SVM 87%
Class Dictionary + SVM 89 %

Our method 92.3%

Table 3: Average Accuracy on the UCF-Sports Dataset using
the four different experimental setups

S1 S2 S3 S4 S5 S6 S7 S8 S9
S1 .97 .00 .00 .00 .03 .00 .00 .00 .00
S2 .00 .93 .03 .00 .00 .00 .00 .04 .00
S3 .03 .00 .90 .00 .00 .00 .00 .00 .07
S4 .00 .00 .00 .90 .00 .00 .00 .00 .10
S5 .00 .00 .00 .00 .82 .05 .00 .00 .13
S6 .00 .00 .00 .00 .00 .82 .05 .00 .13
S7 .00 .00 .12 .00 .00 .00 .88 .00 .00
S8 .05 .08 .00 .00 .00 .00 .87 .00
S9 .00 .05 .00 .00 .00 .10 .00 .00 .85

S1 S2 S3 S4 S5 S6 S7 S8 S9
S1 .99 .00 .00 .00 .01 .00 .00 .00 .00
S2 .00 .96 .00 .00 .00 .00 .00 .00 .04
S3 .00 .00 .94 .00 .00 .00 .00 .04 .02
S4 .00 .00 .00 .96 .00 .00 .00 .00 .04
S5 .00 .00 .00 .00 .85 .00 .07 .00 .08
S6 .00 .00 .02 .00 .00 .88 .00 .00 .1
S7 .00 .00 .03 .00 .00 .00 .94 .00 .03
S8 .00 .05 .02 .00 .00 .00 .00 .93 .00
S9 .00 .05 .00 .00 .00 .05 .00 .00 .90

Table 4: Confusion matrices for the UCF-Sports Dataset us-
ing class-specific dictionary (Top) and our proposed represen-
tation (Bottom).
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Running 0.91 0.00 0.02 0.07 0.00 0.00
Boxing 0.00 0.96 0.00 0.00 0.00 0.04
Walking 0.00 0.00 0.97 0.03 0.00 0.00
Jogging 0.03 0.00 0.04 0.93 0.00 0.00
Waiving 0.00 0.00 0.00 0.00 0.95 0.05
Clapping 0.00 0.03 0.00 0.00 0.02 0.95
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Running 0.92 0.00 0.00 0.08 0.00 0.00
Boxing 0.00 0.98 0.00 0.00 0.00 0.02
Walking 0.00 0.00 1.00 0.00 0.00 0.00
Jogging 0.02 0.00 0.05 0.93 0.00 0.00
Waiving 0.00 0.00 0.00 0.00 1.00 0.00
Clapping 0.00 0.00 0.00 0.00 0.02 0.98

Table 1: Confusion matrices for the KTH Dataset using class-specific dictionary (Left) and our proposed representation (Right).

running (S6), skating (S7), swinging (S8) and walking (S9).
These videos are obtained from video broadcast television
channels such as BBC and ESPN. Unlike the KTH dataset,
which is recorded in a static environment, this dataset consists
of videos with dynamic and cluttered backgrounds, camera
motion, viewpoint changes and illumination changes. We
used the Leave-one-out cross validation and average accu-
racy is reported in Table 3. We obtain an overall classification
rate of 92.3% which is 3.3% higher compared to the class-
specific dictionary. Confusion matrices for class-specific
sparse codes and our proposed method is shown in Table 4.

Experimental results in two datasets demonstrate that
class-specific dictionaries provide a better, sparse and dis-
criminative representation for their own class compared to
other classes. Further, the shared nature of the class-specific
appearance and motion dictionaries allow other classes to ef-
fectively capture common spatio-temporal elements present
in their action sequences. For example, some atoms in the
motion dictionary built for the running class can be used
to represent temporal elements of walking or jogging class
and atoms in the appearance dictionary built for the boxing
class can be used to represent some spatial elements in hand
clapping class. This rich dictionary structure allows us to fo-
cus on and capture minor spatio-temporal elements which are
important to differentiate between two closely related classes.

We achieve an overall performance improvement without
adding any additional terms in the optimization function. The
availability of parallel processing hardware will allow us to
build appearance and motion specific dictionaries simultane-
ously. Therefore the computational requirement is the same
as building a class-specific dictionary with combined motion
and appearance features.

4. CONCLUSION

In this paper, we have presented an efficient way of con-
structing a sparse dictionary to represent activities for dis-
criminative action classification. Experimental results on two
popular datasets with varying complexity demonstrate that
building separate appearance and motion specific dictionaries
for each class significantly improves the classification per-
formance compared to a shared dictionary and class-specific

dictionary. In addition our representation adds more discrim-
inative power to the video representation and can be extended
to different video based applications.

In future we plan to explore our sparse feature representa-
tion method with different generative and discriminatory clas-
sification schemes.
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