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Abstract

Neural Network Approaches to Medical Toponym Recognition

MohammadReza Davari

Toponym identification, or place name recognition, within epidemiology articles is a crucial

task for phylogeographers, as it allows them to analyze the development, spread, and migration of

viruses. Although, public databases, such as GenBank (Benson et al., November 2012), contain

the geographical information, this information is typically restricted to country and state levels. In

order to identify more fine-grained localization information, epidemiologists need to read relevant

scientific articles and manually extract place name mentions.

In this thesis, we investigate the use of various neural network architectures and language rep-

resentations to automatically segment and label toponyms within biomedical texts. We demonstrate

how our language model based toponym recognizer relying on transformer architecture can achieve

state-of-the-art performance. This model uses pre-trained BERT as the backbone and fine tunes on

two domains of datasets (general articles and medical articles) in order to measure the generaliz-

ability of the approach and cross-domain transfer learning.

Using BERT as the backbone of the model, resulted in a large highly parameterized model

(340M parameters). In order to obtain a light model architecture we experimented with parame-

ter pruning techniques, specifically we experimented with Lottery Ticket Hypothesis (Frankle and

Carbin, May 2019) (LTH), however as indicated by Frankle and Carbin (May 2019), their pruning

technique does not scale well to highly parametrized models and loses stability. We proposed a

novel technique to augment LTH in order to increase the scalability and stability of this technique to

highly parametrized models such as BERT and tested our technique on toponym identification task.

The evaluation of the model was performed using a collection of 105 epidemiology articles from

PubMed Central (Weissenbacher et al., June 2015). Our proposed model significantly improves the
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state-of-the-art model by achieving an F-measure of 90.85% compared to 89.13%.
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Chapter 1

Introduction

1.1 Motivation

Phylogeographers, who study the geographic distribution of viruses, have long linked the in-

crease in the geographical spread of viruses (Gautret et al., October 2012; Green and Roberts,

November 2000) to the growth in global tourism and international trade of goods. Notable cases

include, the 2006 outbreak of Escherichia coli O157:H7 across multiple states in the United States

linked to spinach grown in California (Grant et al., October 2008). Due to cross border trade of

goods, this local outbreak of Escherichia coli soon became pandemic and affected 20 states and

infecting 205 people in the US (Grant et al., October 2008). In 2014, a few scattered cases of Ebola

were first reported in Guinea; then shortly after the virus made its ways to Lagos, Nigeria (ap-

proximately 2000km from Guinea) as well as Dallas, Texas (approximately 9000km from Guinea)

through air travel (World Health Organization, January 2015). This is shown in Figure 1.1.

Epidemiologists study and model the global impact of the spread of viruses by considering

information on the DNA sequence and structure of viruses, but also by relying on accurate metadata.

Although accurate localized geographical data is critical for their studies, most publicly available

data sets, such as GenBank (Benson et al., November 2012), provide insufficient details on the

matter, limited only to the country or state level. Therefore, a manual inspection of biomedical

articles is vital in order to obtain more fine-grained localization information. Figure 1.2 shows an

example of the process of modeling the global spread of ZIKV virus based on the epidemiology

1



Figure 1.1: Outbreak of Ebola through air travel. Yellow: virus first seen, Red: Virus reported due
to air travel.

Figure 1.2: (a) Reports on the spread of ZIKV1(b) a model presenting the spread of the decease.

reports on the evidence of this virus. In this example, the report indicates that:

(1) The first evidence that ZIKV could infect humans came from serological surveys conducted

in Uganda. Evidence of sporadic human infections was then demonstrated across Africa and

parts of South-East Asia (Boeuf et al., August 2016).

Epidemiologists studying and trying to model the spread of the ZIKV virus, would need to manually

extract the place names: Uganda, Africa, and South-East Asia to be able to model the global spread

of this virus.
1This example is taken from (Boeuf et al., August 2016)
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Figure 1.3: An example of input and expected output of toponym detection task.

Toponym resolution can be regarded as a specific application of Named Entity Recognition

(NER), an active area of research in Natural Language Processing (NLP). NER addresses the prob-

lem of identifying and disambiguating phrases referring to entities (e.g. names of people, organi-

zations, and geographic locations) in texts (Chiu and Nichols, July 2016; Collobert and Weston,

July 2008; Lample et al., June 2016; Li et al., November 2015; Nadeau and Sekine, January 2007),

while toponym resolution focuses only on names of geographic locations (Magge et al., July 2018).

Toponym resolution hence refers to two problems: toponym identification and toponym disam-

biguation. Identifying the word boundaries of phrases that denote geographic expressions is the

concern of toponym identification. For example, as shown in Figure 1.3, given the sentence:

(2) We evaluated ear cartilage piercing practices in London, UK.2

The task of toponym detection is to identify London and UK as toponyms, and all other words as

non-toponym.

The task toponym disambiguation is to label each toponym with its geographic location. For

example in Example 2, toponym disambiguation should map the detected toponyms (London, UK)

to their corresponding geographical locations. For London alone, we have at least 11 choices of

locations around world (e.g. [London, UK], [London, Ontario], [London, West Virginia]). In this

example it is clear from the context of the sentence that the mention of London refers to the city in

the UK.

In recent years, toponym resolution has been the subject of a number of studies (e.g. (Ardanuy

and Sporleder, June 2017; DeLozier et al., February 2015; Taylor, December 2017)) which have

demonstrated that the task is highly dependent on the textual domain (Amitay et al., July 2004;

Purves et al., June 2007; Qin et al., November 2010; Kienreich et al., July 2006; Garbin and
2This example is taken from (Mandavia et al., June 2014).
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Mani, October 2005). Previous methods used for toponym identification have relied on compre-

hensive gazetteers (Lieberman and Samet, December 2011) and hand crafted rules (Tamames and

de Lorenzo, June 2010), which require significant work and expertise to adapt across domains.

Hence, an automatic tool to detect and disambiguate toponyms for specific domains is necessary.

1.2 Goal of This Thesis

Motivated by recent research on the use of neural networks for NLP, the goal of this thesis

is to experiment with neural approaches for toponym identification within the medical domain.

Rather than relying on hand-crafting rules or on comprehensive gazetteers, this work investigates

the use of architectures that not only automatically learn such rules and structures, but are also better

predictors. In order to achieve this goal we used SemEval 2019 task 12 shared task (Weissenbacher

et al., June 2019) dataset which contains 105 annotated bio-medical articles from PubMed. We

approached the problem from two different angles:

(1) relying on transferred semantic information (i.e. word embeddings) coupled with specific

linguistic insights (e.g. part of speech tags).

(2) relying on transferred knowledge from a comprehensive model of the language, allowing the

language model to determine the needed linguistic features by itself.

1.3 Contributions

This thesis presents a number of contributions:

• a set of experiments evaluating the contribution of a variety of linguistic driven insights and

embedding representations for toponym detection, in the medical domain. This gave rise to a

paper at CICLing 2019 (Davari et al., April 2019).

• a novel approach to toponym detection in the medical domain, based on knowledge transfer

from language models which achieves the state-of-the-art performance.

4



1.4 Thesis Structure

This chapter briefly defined the task of toponym resolution as two sub-tasks (detection and dis-

ambiguation) and motivated its importance within the medical domain. Given the drawbacks of

previous conventional approaches, through this thesis, we investigated neural networks and lan-

guage models for toponym identification. The rest of this thesis is structured as follows: Chapter

2 reviews the datasets used in our work, previous work on toponym identification, and the neural

architectures used in Chapter 3 and 4. Chapter 3 presents and evaluates our first model: a feed for-

ward neural network enriched with linguistic insights. Chapter 4 then expands the model developed

in Chapter 3 with a language model based neural architecture for toponym identification and shows

a significant improvement in performance. Finally Chapter 5 summarizes the thesis and proposes

future work.

5



Chapter 2

Related Work

In Chapter 1, we briefly introduced the task of toponym identification: labeling each word of a

text as toponym or non-toponym. Previous work on toponym detection can be categorized as:

• Non-Neural Approaches:

(1) rule based approaches (e.g. (Tamames and de Lorenzo, June 2010))

(2) dictionary or gazetteer-driven (e.g. (Lieberman and Samet, December 2011))

(3) traditional machine learning approaches (e.g. (Santos et al., June 2015))

• Neural Approaches (e.g. (Magge et al., July 2018))

2.1 Non-Neural Approaches

The aim of rule based approaches is to manually record the contextual information and patterns

that are indicative of the presence of toponyms. However, such indicative structures are limited and

difficult to identify even by experts (Tamames and de Lorenzo, June 2010). Often, text samples

sparsely manifest useful contextual information, and even if a pattern is correctly identified and

captured, it may lead to false positive identifications, so its use should be evaluated. In addition,

these handwritten rules are not capable of characterizing all possible cases, therefore leading to a

number of false negative identifications.
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Gazetteer based techniques (e.g. (Lieberman and Samet, December 2011)) rely on the existence

of comprehensive databases of geographic names (e.g. GeoNames 1 and Google Maps 2). These

approaches allow to reach high levels of recall but suffer from a large number of false positive

identification, resulting in a relatively low precision. This is because they are unable to correctly

identify and disambiguate the entities that belong to multiple classes of NER. For example in the

sentence,

(3) Alexander Hamilton was an American statesman and one of the Founding Fathers of the

United States.3

the word Hamilton will be recognized as a location name since it exists within the database of

geographic gazetteers; however, in the specific context of sentence (3), the entity is referring to a

person. To combat the relatively large number of such in-context false positive identification, hand-

written heuristics are typically used. However, defining heuristics requires accurate analysis of the

corpus and expertise in the domain. While these heuristics improve the precision of the model, they

decrease its generalizability, since these rules are mainly established from the patterns and statistics

exhibited by the corpus used.

A dramatic shift in NER research occurred around 2015 with the advent of deep learning ap-

proaches. Along with the wider NLP community, NER research moved from traditional machine

learning techniques to neural network approaches. By traditional machine learning techniques we

refer to non-neural network approaches, including conditional random fields (CRFs), support vec-

tor machines (SVMs) and naive Bayes classifiers. Approaching toponym recognition via traditional

machine learning techniques (e.g. (Santos et al., June 2015)) demands large, balanced, and accu-

rately annotated corpora. Such quality datasets are often not available, hence leading to relative

poor performance of this technique. Model training using this approach involves handcrafting rep-

resentative features, which is a time consuming task and requires expert knowledge of the domain.

Even with carefully engineered features, there is no guarantee that all relevant features have been

modeled, hence the optimal performance of the method is highly dependent on the quality of the
1http://geonames.org
2https://www.google.com/maps
3This example is taken from https://en.wikipedia.org/wiki/Alexander_Hamilton.
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engineered features.

2.2 Neural Approaches

State of the art approaches to NER (e.g. (Chiu and Nichols, July 2016; Collobert and Weston,

July 2008; Lample et al., June 2016; Li et al., November 2015; Wang et al., November 2015)) are

based on deep learning techniques. Compared to traditional machine learning approaches, deep

learning techniques require relatively smaller datasets, as the knowledge gained from one task can

be leveraged in another (Dai et al., June 2007; Wang et al., June 2016). Moreover, deep learning

techniques are robust to label noise, and achieve outstanding generalization without the need for

carefully annotated datasets (Rolnick et al., May 2017). These techniques learn to infer relevant

features automatically leading to competitive performances and better predictive generalization.

The most commonly used architectures include: multi-layer perceptrons (MLP) (e.g. (Xu et al.,

July 2017)), convolutional neural networks (CNN) (e.g. (Collobert et al., August 2011)), and re-

current neural networks (RNN) (e.g (Chiu and Nichols, July 2016)). MLP and CNN architectures

are used with the shared idea that only localized contextual information is needed for the prediction

task. These methods are trained via defining a sliding contextual window and dismiss any contex-

tual knowledge beyond the sliding window. MLP architectures are comprised of multiple layers of

densely connected feed forward networks which allows for complex function approximation (Pal

and Mitra, September 1992). CNN architectures reduce computational costs by taking advantage

of mathematical cross-correlation and capturing reusable, transferable, and localized features. Al-

though CNNs were originally designed as an architecture for computer vision tasks (LeCun et al.,

May 2010; Krizhevsky et al., December 2012; Oquab et al., June 2014), they have shown great

ability to capture localized linguistic features and improving performance across a variety of tasks

in NLP (Lopez and Kalita, March 2017; Mou et al., November 2016; Chen et al., August 2016).

RNN architectures differ from CNN and MLP as they aim to take advantage of all available con-

textual information within a meaningful instance of data by using its internal state in subsequent

processes of input sequences. In NLP, this meaningful structure is often the sentence, hence the

RNN architecture tries to capture the structure and the contextual knowledge of an entire sentence

8



Table 2.1: Popular activation functions.

Name Activation Function

Softmax Softmax(x)i =
exp(xi)∑
i exp(xi)

Sigmoid Sigmoid(x) =
1

1 + exp(−x)
Hyperbolic tangent tanh(x) =

exp(2x)− 1

exp(2x) + 1
Rectified Linear Units ReLU(x) = max(x, 0)

for its predictions.

2.3 Neural Building Blocks

In this section we will review the 3 neural architectures: feed-forward neural network (FFNN),

convolutional neural network (CNN), and recurrent neural network (RNN). These networks are the

building blocks of the more complex neural architectures used in this thesis (see Chapters 3 and 4).

2.3.1 Feed-Forward Neural Network

A feed-forward neural network is composed of one or many layers of fully or partially con-

nected neural nodes which allows for complex function approximation (Pal and Mitra, September

1992). Each layer is composed of one or many nodes where each node represents a non-linear

transformation function, the most popular of which are listed in Table 2.1.

Each layer receives as input a linear combination of the output of the previous layer. A non-

linear transformation is then performed on these inputs to produce the output of the layer. More

formally, let x be an n dimensional input vector of a layer (possibly from the output of the previous

layer) containing m nodes, and f be a non-linear function, then the m dimensional output y is

computed as:

y = f(Wx)

Where W is an n × m weight matrix learned during training. Figure 2.1 shows the architecture

of a fully connected feed-forward neural network. For most NLP tasks, having a neural network

9



Figure 2.1: Feed-forward neural network: (a) Previous layer (b) Current fully connected layer.

architecture exclusively comprised of a feed-forward network is not optimal due to expensive com-

putation cost of these networks and their inability to adjust to variable length input. The use of

Convolutional (CNN) and Recurrent neural networks (RNN) mitigate these problems, which we

will discuss further in Sections 2.3.2 and 2.3.3.

2.3.2 Convolutional Neural Network

Convolutional Neural Networks (CNN) were first proposed as an architecture in the domain of

computer vision and image processing (LeCun et al., October 1999). CNNs were developed with

the assumption that certain features are shared across the input and it suffices to learn these features

once and share them through the network. For example, in the context of computer vision, these

shared features could be edges, colors, and shadows. Since these fundamental features exist within

every portion of input images, the network can learn them by analysing each patch of the input.

Patches of input are connected to neurons by performing convolution, and as the weights of the

convolution matrix are shared, the network as a whole shares the knowledge. Figure 2.2 illustrates
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Figure 2.2: Convolutional Neural Network (CNN): (a) Input (b) Convolutional feature map applied
on the input patches.

the convolution operation performed on an input.

Success of the CNNs in the image domain (LeCun et al., May 2010; Krizhevsky et al., December

2012; Oquab et al., June 2014) led to experimentation with this architecture for NLP tasks. CNNs

have shown great ability to capture localized linguistic features and improve performance across a

variety of tasks in NLP (Lopez and Kalita, March 2017; Mou et al., November 2016; Chen et al.,

August 2016). These networks significantly reduce the computation cost by learning shared features

across the network. However, they are not well suited to deal with variable length inputs such as

sentences. Recurrent neural networks are designed to remedy this issue, which we will discuss

further in the following section.

2.3.3 Recurrent Neural Network

A recurrent Neural Network (RNN) is a natural extension of feed-forward neural network, al-

lowing the layers to have connections to themselves in addition to the layers before and after them.

This unique characteristic of the RNNs makes them the perfect candidate for the processing of vari-

able length inputs since the design of the layers allows them to loop and consume the inputs. Fur-

thermore, the intra-layer connections of RNN allows the network to capture and learn the sequential

dependencies of the inputs, making them the preferred choice for any type of time series data (e.g.
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Figure 2.3: Recurrent neural network: (a) Recurrent network presented with the self-loop (b)
Unrolled presentation of RNN with respect to time.

natural language text or speech). However, due to the sequential architecture of these network, train-

ing is not performed in parallel, leading to long training process for RNN based networks. Vaswani

et al. (January 2017) proposed the Transformer architecture to mitigate this problem, which will be

discussed in Section 2.7.

Due to the sensitivity of the network to the order of the input sequence, RNN networks are

implemented as either a: forward RNN or a backward RNN. The only difference between these

two types of RNNs, is the order in which the data is presented to the model. In the forward RNN,

the data is presented to the network from the first element to the last, which in the backward RNN,

the data is given to the network in reverse. For simplicity, from here on, when we refer to an RNN

we mean the forward RNN.

In order to formally describe the RNN architecture, we let x be the input to the RNN, and h the

output. For the time step t the network is defined as:

ht = f(Uxt +Wht−1) (1)

where U is the matrix of weights connecting the input to the RNN unit, W is the matrix of weights

used for the internal connections of the RNN, and f is some non-linearity (see Table 2.1). Figure 2.3

illustrates the general architecture of the RNN.

The most popular non-linearity for the RNN architecture (Equation 1) is the tanh function,
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Figure 2.4: LSTM architecture.

leading to the so called “vanilla RNN”. Although RNNs are specialized in sequential inputs, the

vanilla RNN is incapable of processing long inputs due to the vanishing and exploding gradient

problems which prevents the system from learning (Bengio et al., March 1994; Hochreiter and

Schmidhuber, November 1997). In order to mitigate this problem, 2 models were proposed: Long

Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, November 1997) and Gated Recurrent

Unit (GRU) (Cho et al., October 2014).

Long Short-Term Memory

Long Short-Term Memory (LSTM) was proposed by Hochreiter and Schmidhuber (November

1997) to mitigate the vanishing and exploding gradient problems (Bengio et al., March 1994). The

proposed architecture augments the vanilla RNN with: an input gate, a forget gate, and an output

gate. These gates allow the LSTM to learn to reset its sates when necessary. Figure 2.4 shows the

architecture of an LSTM. In order to formally define LSTM, let the values of the input, forget, and
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output gates, be labeled by i, f , and o respectively. These values are computed at time t as:

it = σ(U ixt +W iht−1)

ft = σ(Ufxt +W fht−1)

ot = σ(Uoxt +W oht−1)

where xt is the input at time iteration t, ht−1 is the output of the LSTM unit at the previous time

step, Us are the matrices of weights connecting the input to the LSTM unit, W s are the matrices of

weights used for the internal connections of the LSTM, and σ is the Sigmoid activation function.

The final output of the LSTM at time t, ht, is computed as:

ht = tanh(Ct)� ot

Where Ct is called the cell state and is computed via the following 2 equations:

C∗t = tanh(Ugxt +W ght−1)

Ct = σ(ft � Ct−1 + it � C∗t )

Although the LSTM is more robust towards the vanishing and exploding gradient problem (Hochre-

iter and Schmidhuber, November 1997), and performs relatively better when it is presented with

longer length inputs (Sutskever et al., December 2014), the additional parameters make it expensive

to train. GRUs (Cho et al., October 2014) were introduced as an alternative to LSTMs in order

to reduce the computation cost of the network while preserving the robustness of the model when

presented with longer sentences.

Gated Recurrent Unit

As mentioned in the previous section, GRUs (Cho et al., October 2014) were developed as an

alternative to LSTMs in order to reduce the computation cost, while preserving the robustness of

the model. GRUs augment vanilla RNNs with only two gates: an update and a reset gate. Figure 2.5

14



Figure 2.5: GRU architecture.

illustrates the architecture of GRUs.

In order to formally define GRUs, let z, r, and h∗ represent the value of the update gate, reset

gate, and the internal memory of GRU. Given input x at time step t, we have:

zt = σ(U zxt +W zht−1)

rt = σ(U rxt +W rht−1)

h∗t = tanh(Uhxt + (rt �W hht−1))

Where Us are the matrices of weights connecting the input to the GRU unit, W s are the matrices of

weights used for the internal connections of the GRU. The final output of the GRU is computed as:

ht = (1− zt)� ht−1 + zt � h∗t
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Table 2.2: Statistics of the SemEval 2019 task 12 shared task (Weissenbacher et al., June 2019)
dataset.

Training Development Test Total
Size 2.8MB 0.5MB 1.5MB 4.8MB
Number of articles 63 10 32 105
Average size of articles (in words) 6422 5191 6146 6220
Average toponyms per article 43 44 50 45

2.4 Toponym Resolution in The Epidemiology Domain

Toponym resolution in the epidemiology domain is a relatively new research area. Previ-

ous attempts at developing an accurate toponym detector in this domain includes rule based ap-

proach (Weissenbacher et al., June 2015), Conditional Random Fields (Weissenbacher et al., Novem-

ber 2017), and a mixture of deep learning and rule based approaches (Magge et al., July 2018).

However, most recent work in the area has been done within the context of the SemEval 2019

shared task 12 (Weissenbacher et al., June 2019).

In order to provide a common comparison point, the shared task organizers of the SemEval

2019 task 12 (Weissenbacher et al., June 2019) provided a base model. This baseline uses the

Deep Feed Forward Neural Network (DFFNN) architecture of (Magge et al., July 2018) and is

composed of 2 hidden layers with 150 rectified linear unit (ReLU) activation functions per layer,

and a Softmax output layer. The baseline model is reported to have an F1 score of 69.84% with the

dataset provided.

This dataset contains 105 articles from PubMed annotated with toponym mentions and their

corresponding geographical locations. The dataset was split into 3 subsets: training, development,

and test set containing 60%, 10%, and 30% of the dataset respectively. Throughout this thesis

the same subsets were used to train, fine tune, and evaluate the performance of the models. More

detailed statistics of the dataset are presented in Table 2.2. The evaluation of the models presented

in this thesis has been done with the SemEval 2019 task 12 shared task (Weissenbacher et al., June

2019). Therefore, the training and performance evaluation of the models are performed using the

dataset and the scorer function4 provided by the organisers.
4https://competitions.codalab.org/competitions/19948#learn_the_

details-evaluation

16

https://competitions.codalab.org/competitions/19948#learn_the_details-evaluation
https://competitions.codalab.org/competitions/19948#learn_the_details-evaluation


2.5 Metrics

The standard metrics for the task of toponym detection are: precision, recall and F-measure.

These metrics can be measured in two ways: strict or overlapping measures. The strict measures,

consider that a prediction to match with the gold standard annotation if both point to the exact same

span of text. On the other hand, the overlapping measures, are more lenient as they consider a

prediction to match with the gold standard annotations when they share a common span of text. The

leniency of this measure depends on the size of the overlapping common span of the text between

the predictions and the gold standard annotations.

(4) San Diego is a city on the Pacific coast of California.

If the system only identifies Diego as toponym, the overlapping measure counts this prediction as a

success since it shares one common token with San Diego, a toponym. On the other hand, the strict

measure would count it as a fail, since the whole San Diego was not predicted as toponym.

Since the research community in toponym identification is more concerned with strict mea-

sures (Magge et al., July 2018), we will only report on the strict measures of precision, recall and

F-measure. We will compute the precision and recall for toponym detection using the standard

equations:

Precision =
TP

TP + FP

Recall =
TP

TP + FN

where TP (True Positive) is the number of toponyms correctly identified by a toponym detector

in the corpus, FP (False Positive) the number of phrases incorrectly identified as toponyms by the

detector, and FN (False Negative) the number of toponyms not identified by the detector. As the

definition of the precision and recall entails, optimization of one measure, independent of the other

can lead to poor performance on the other measure. In order to have a single measure to represent
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precision and recall, the F-measure was developed as:

Fα = (1 + α2)× Precision× Recall
(α2 × Precision) + Recall

where the parameter α indicates an importance of precision compared to recall. In order to have

both precision and recall to have equal weights the F1-measure is used:

F1 = 2× Precision× Recall
Precision + Recall

2.6 Attention Mechanisms

2.6.1 Motivation

Attention mechanisms in the topic of learning algorithms are motivated by how we, humans,

pay attention to different components of our sensory inputs. In the context of visual attention,

depending on our objective, we bring different components of our visual input to focus and blur the

rest (Hoffman and Subramaniam, January 1995). Figure 2.6 (a) shows an image of maple taffies

with a patch of the image masked. If we were to guess the content of the masked region, we would

pay more attention to certain areas of the image, while blurring out the rest of the regions. The pink

areas shown in Figure 2.6 (b), depicting the twisted fingers holding a popsicle stick, some maple

syrup on the snow, and a popsicle stick attached to the maple syrup, will lead us to guess that the

masked region must be covering a rolled up maple taffy. Other regions in Figure 2.6 (b) such as the

background or the color of the person’s sleeve (indicated by gray circles) do not contribute to our

decision making.

In the context of natural language, we perceive similar contextual correlation between different

components. For example in the sentence:

(5) I drank a glass of water.

We expect a liquid to appear in the sentence once we read the word drank. There is a strong

correlation between these two words in this sentence. Hence, as shown in Figure 2.7, the word

drank attends to the word water, however it does not directly attend to the word glass.
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Figure 2.6: (a) Masked image (b) Attention to the pink circles help guess the content of the masked
region, while the gray regions receive no attention.

Figure 2.7: Solid arrows indicate high attention. Dashed arrow indicate low attention.
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In the context of learning algorithms, attention is a mechanism that distributes importance

weights to the components of an input (e.g. pixels in the image domain and words in natural lan-

guage) in order to infer a target output. These importance weights indicate the correlation between

the input components and the target output or in other words they specify how strong the algorithm

should attend to different components of the input to infer the target output.

2.6.2 Origin of Attention Mechanism

In order to better understand the importance and advantages of attention mechanism, we first

need to look at the problem it tries to solve. For this purpose, we briefly examine the sequence to

sequence model architecture.

The sequence to sequence model or encoding-decoding architecture is an extension of the RNN.

It is the standard model architecture for many NLP tasks such as: language modeling (Sutskever

et al., December 2014), neural machine translation (Bahdanau et al., May 2015; Cho et al., Octo-

ber 2014), and syntactic constituency parsing (Vinyals et al., December 2015). This architecture,

transforms an input or source sequence to an output or target sequence. These sequences can be of

arbitrary length and not necessarily equal to each other. The architecture of sequence to sequence

model is composed of: an encoder mechanism and a decoder mechanism.

The encoder operates on the source sentence, and compresses it to a fixed length vector known as

the context vector or sentence embedding. The context vector is expected to be a rich representation

of the source sentence containing a sufficient summary of the source information. A classical choice

for the context vector is the last hidden state of the encoder (Cho et al., October 2014). The decoder

constructs the target sentence based on the context vector it receives from the encoder. Both encoder

and decoder architectures are based on RNNs i.e. using LSTM or GRU units (see Section 2.3.3).

Figure 2.8 shows the encoder-decoder model used in neural machine translation for the following

translation:

(6) English: Watermelon is delicious.

French: La pastèque est délicieuse.

Bahdanau et al. (May 2015) showed that a major drawback of using fixed-size context vector
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Figure 2.8: Encoder-decoder architecture used in neural machine translation, translating the sen-
tence Watermelon is delicious to French.

is the limitation of this vector to summarize and remember all the necessary information in the

source sentence. Having a fixed-size context vector introduced a bottleneck on the performance of

sequence to sequence models. When the model is presented with longer length source sentences,

the model would simply forget some of the information from the earlier part of the source sentence.

In the context of neural machine translation, this led to poor and incoherent translations for longer

sentences (Bahdanau et al., May 2015). Attention mechanism was, therefore proposed by Bahdanau

et al. (May 2015) to remedy this issue.

In the context of Neural Machine Translation (NMT), Attention mechanism helps the encoder-

decoder network memorize longer length source sentences. Attention mechanism allows the context

vector to create links between the entire hidden representations of the source sentence, instead of

using a single fixed sized context vector from the last hidden state of the encoder. These links

are parameters learned by the network and they are adjusted for each output element in the target

sequence. Since the context vector has access to the entire source sentence, the performance of the

encoder-decoder network is not affected by the length of the source sentences.
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Figure 2.9: Neural machine translation architecture used by Bahdanau et al. (May 2015)5.

2.6.3 Formal Definition

Since the attention mechanism was introduced in NMT, we will base the examples of this section

on this task, and we will focus on the encoder-decoder architecture that was proposed by Bahdanau

et al. (May 2015). Assume, that we have a source sequence x of length T and the target sequence y

of length M :

x = [x1, x2, . . . , xT ]

y = [y1, y2, . . . , yM ]

The encoder will receive the source sequence x and will produce hidden state representations hi at

time step i. As shown in Figure 2.9, in the architecture proposed by Bahdanau et al. (May 2015) the

encoder is a bidirectional RNN and h at time i is defined as:
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hi =
[−→
hi ,
←−
hi

]
∀i ∈ {1, 2, . . . , T}

Where
−→
hi is the hidden state representations in the forward pass of the RNN and

←−
hi is the hid-

den state representations in the backward pass of the RNN. The decoder will produce hidden state

representations sj defined for time j as:

sj = f(sj−1, yj−1, cj) ∀i ∈ {1, 2, . . . ,M}

Where f computes the current hidden state given the previous hidden state, the previous output,

and the context vector. f can be either a vanilla RNN unit, a GRU, or an LSTM unit. The param-

eter cj is the context vector at time j computed as a weighted sum of the source sequence hidden

representations:

cj =

T∑
i=1

αjihi (2)

Where the weights αji for each source sequence hidden state representation, are alignment measures

indicating how well an input at position i and an output at position j match:

αji = align(yj , xi) (3)

The alignment measure is a probability distribution over a predefined alignment score function.

The score for the input at position i and output at position j is computed based on the hidden

representation of the input at position i, hi, and the hidden representation of the decoder at position

j − 1, right before emitting the output yi:

align(yj , xi) =
exp (score(sj−1, hi))∑T
r=1 exp (score(sj−1, hr))

In the architecture proposed by Bahdanau et al. (May 2015) a feed-forward neural network is used

to parametrize and learn the alignment scores. The feed-forward network is composed of a single
5Source of figure (Bahdanau et al., May 2015)
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Figure 2.10: Matrix of alignment scores for the translation of “This will change my future with my
family,” the man said. to French, “Cela va changer mon avenir avec ma famille”, a dit l’homme.6

hidden layer with tanh activation function and is jointly trained with the other parts of the network.

Hence, the alignment scores are given by:

score(sj , hi) = v tanh (W [sj , hi])

Where v and W are weight matrices that will be learned by the network. These alignment scores

define how much of each of the source hidden states is needed to produce each of the target outputs

or in other words, how much the target words should attend to the source sequence in the decoding

process. This concept is captured by the matrix of the alignment scores, explicitly showing the

correlation between input and output words. Figure 2.10 shows the matrix of alignment scores for

an English-French translation.

2.6.4 Variations of Attention Mechanism

Success of the attention mechanism in NMT motivated researchers to use it in different do-

mains (e.g. computer vision (Xu et al., July 2015)) and experiment with various forms of this
6Source of figure (Bahdanau et al., May 2015)
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Table 2.3: Popular Alignment Score Functions for an Attention Mechanism.

Name Alignment Score Function Used In
Content-based score(sj , hi) = cos(sj , hi) Graves et al. (December 2014)
Additive score(sj , hi) = vtanh (W [sj , hi]) Bahdanau et al. (May 2015)
Dot Product score(sj , hi) = sTj hi Luong et al. (September 2015)
General score(sj , hi) = sTj Whi Luong et al. (September 2015)
Location-base score(sj , hi) =Whi Luong et al. (September 2015)

Scaled Dot Product score(sj , hi) =
sTj hi

||hi|| Vaswani et al. (January 2017)

mechanism (Vaswani et al., January 2017; Luong et al., September 2015; Britz et al., September

2017). The first natural extension to this mechanism is the alignment score function.

As discussed in Section 2.6.3, Bahdanau et al. (May 2015) used a single feed-forward neural net-

work with a tanh activation function to compute the alignment scores. However other approaches

have been proposed for the alignment score function. Table 2.3 lists a few popular alignment score

functions.

Aimed to reduce the computation costs of attention mechanism, Xu et al. (July 2015) experi-

mented with two kinds of attention mechanism: soft attention and hard attention. Soft attention

is similar to the attention mechanism introduced by Bahdanau et al. (May 2015) as it assigns a

(soft) probability distribution to all the source hidden states, which makes the model smooth and

differential but costly in the computation time.

On the other hand , hard attention aims to reduce the computation cost of attention mechanisms

by only focusing on one single source hidden representation at a time. The attention mechanism

in this setting is representing a multinoulli probability distribution over all the source hidden states.

Therefore, the vector of the attention weights is a one-hot vector assigning a weight of 1 to the most

relevant source hidden state and 0 to the others.

The one-hot representation of the attention is non-differentiable hence it requires more compli-

cated techniques such as variance reduction or reinforcement learning to train (Luong et al., Septem-

ber 2015). In order to remedy the non-differentiability of hard attention, Luong et al. (September

2015) proposed the concept of local attention. In their work, they call the soft attention mecha-

nism, the global attention since it attends to all hidden states in the source sequence. The local

attention, on the other hand, only attends to a window of the source hidden states. This mechanism

first predicts a single aligned position for the current target word mimicking the behavior of the hard
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attention. A window centered around the source position is then used to compute the context vector

similar to the mechanism of soft attention. The local attention mechanism perfectly blends soft and

hard attention together to save computation costs while preserving the differentiability of the model.

Self-attention or intra-attention is a special case of the attention mechanism where the source

and target sequence are the same sequence. The context vector formulation is the same as in Equa-

tion 2, however, the weights are formulated differently. As a result, the target sequence in Equation 3

is replaced by the source sequence leading to:

αji = align(xj , xi)

The attention mechanism in this setting will find the best correlation between each word in a sen-

tence and the others, making self-attention an integral part of the recent advancements in embedding

representations (Vaswani et al., January 2017; Devlin et al., June 2019; Yang et al., December 2019).

2.7 Transformer

In Section 2.3.3 we introduced RNNs. Due to their ability of processing sequential inputs of

variable length, these architectures have been the preferred building block for many NLP neural

approaches such as language modeling (Sutskever et al., December 2014), neural machine trans-

lation (Bahdanau et al., May 2015; Cho et al., October 2014), and syntactic constituency pars-

ing (Vinyals et al., December 2015). However, RNNs are only slightly parallelizable, that means

the computational resources cannot be fully utilized during training and hence, leading to a very

time consuming training process.

In order to mitigate this issue, Vaswani et al. (January 2017) proposed the Transformer ar-

chitecture. The Transformer model is solely based on the attention mechanism (see Section 2.6)

and uses self attention layers to learn word representations. In the context of sequential data, the

Transformer architecture is superior to the classical neural architecture approaches such as RNNs

or CNNs based on three important criteria: computation complexity, parallelizability, and long term

dependency modeling.

The computation complexity of Transformer models is O(n2.d) for a sequence of length n
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and hidden representation of size d, as opposed to RNNs and CNNs which have a computation

complexity of O(n.d2) and O(k.n.d2) respectively, where k is the kernel size of the convolution.

The dominating factor determining computation complexity of the model is the dimension of the

hidden representation, since it is typically far larger than the sequence length or the kernel size.

Hence, the Transformer model is conserving computation complexity by O(d) compared to the

other two models.

As mentioned in Section 2.3.3, RNN computations are only slightly parallelizable, leading to a

sequential computation of O(n) on a sequence of size n, since the model essentially needs to loop

through the sequence. However, Transformer and CNN models are highly parallelizable by design,

having O(1) sequential computations.

Modeling long term dependencies of a sequence input is a challenging task (Bengio et al., March

1994; Bahdanau et al., May 2015). The length of the path between long range dependencies has

an inverse correlation with the ability of the model in learning these dependencies. Longer paths

prevent the gradient or learning signals to be transmitted smoothly (Bengio et al., March 1994).

Hence the shorter the path between long range dependencies, the better the model learns. CNNs

with a kernel of size k have a maximum path length of O(logk(n)) for a sequence of size n, while

RNNs have a maximum path length of O(n). Since Transformers are solely based on attention

mechanism, the maximum path length in this architecture is O(1), letting the model to seamlessly

capture long term dependencies of sequential inputs.

2.7.1 Multi-Head Attention

Vaswani et al. (January 2017) introduced the multi-head attention mechanism in order to jointly

attend to information from different representation sub-spaces at different positions. Rather than

only computing the attention once, the multi-head attention mechanism independently attends to the

source information multiple times in parallel and then concatenates the results to provide a richer

representation of the source sequence. This allows the attention model to capture different kinds of

dependencies within the source sequence such as: semantic dependencies, syntactic dependencies,

and grammatical gender dependencies. Figure 2.11 shows the different types of dependencies cap-

tured via 8 attention heads for the word because in the sentence The animal didn’t cross the street
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Figure 2.11: Matrix of alignment scores of the multi-head self attention model for the word because
in the sentence The animal didn’t cross the street because it was too tired.7

because it was too tired. In particular, we will focus on the contingency dependency in this figure.

The word because is an explicit discourse marker which indicates a contingency relation. The blue

and green attention heads (marked with thicker borders) in Figure 2.11 have successfully captured

this dependency relation.

The scaled dot product attention is used in all instances of the attention mechanism in the Trans-

former model, since it can be implemented using highly optimized matrix multiplication algorithms.

Transformer views the encoded representation as key-value pairs (K,V ) of dimension n, although

both the keys and values are the encoder hidden states, this distinction in notation helps with better

understanding of the model. The output of the decoder is represented by Q, the query, of size m.

The attention is defined as:

Attention(Q,K, V ) = softmax

(
QKT

√
n

)
V

7The image was produced using the pre-trained Transformer via Tensor2tensor (Vaswani et al., March 2018)
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Figure 2.12: Multi-head attention architecture.8

The multi-head attention with h heads performs the above operation h times, then concatenates the

outputs and performs a linear transformation for the final result, given as:

MultiHead(Q,K, V ) = [head1, . . . , headh]W
O

where headi = Attention(QWQ
i ,KW

K
i , V W

V
i )

Where WO, WQ
i , WK

i , and W V
i are matrix projections to be learned. Figure 2.12 shows the multi-

head attention architecture.

2.7.2 Model Architecture

The Transformer model was developed specifically for the NMT and follows the same principles

of the sequence to sequence models (Sutskever et al., December 2014). The model is comprised of

two modules: the encoder and the decoder module.

The encoder module (shown in the left side of Figure 2.13) generates an attention-based repre-

sentation. It consists of a stack of 6 identical layers, where each layer is composed of 2 sub-layers:

a multi-head attention layer and a position-wise fully connected feed-forward network. In order to
8The image was taken from (Vaswani et al., January 2017)
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Figure 2.13: Transformer model architecture.9

encourage gradient flow in each sub-layer, a residual connection (He et al., June 2016) is formed

followed by a normalization layer (Ba et al., July 2016), i.e. the output of each sub-layer is given

by:

Output = LayerNorm (x+ Sublayer(x))

Where Sublayer(x) is the function implemented by the sub-layer itself.

The decoder module (see the right side of Figure 2.13) also consists of a stack of 6 identical

layers. Similar to the encoder, each layer is composed of sub-layer, in addition to the two sub-

layers in each encoder layer, the decoder incorporates a third sub-layer, which performs multi-head

attention over the output of the encoder stack. Analogous to the encoder module, each sub-layer

adopts a residual connection and a layer normalization. The first multi-head attention sub-layer of

the decoder module is modified with a masking mechanism, in order to prevent the decoder to look

into the future.
9The image was taken from (Vaswani et al., January 2017)
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The Transformer model does not contain any recurrence or convolution, hence the model is un-

aware of the order of the sequence. In order to augment the model with this information a positional

encoding is added to the input embeddings. The positional encoding captures the relative position-

ing of the elements of the sequence via sine and cosine functions of different frequencies. The ith

dimension of a positional encoding of size n for the jth position is defined as:

PositionalEncoding(j,2i) = sin

(
j

10000
2i
n

)
PositionalEncoding(j,2i+1) = cos

(
j

10000
2i
n

)

2.8 Tokenization

Classical approaches to tokenization in English rely on punctuation between words to constitute

token boundaries. This method of segmentation does not generalize well to languages where punc-

tuation between words does not exist or exists but on a very limited scale (e.g. Chinese, Japanese,

and Korean). Word representations obtained from this naive approach to segmentation result in a

large vocabulary that is domain specific, and it is unable to handle out-of-vocabulary (OOV) words.

Intuitively rare and unknown words can often be decomposed into multiple representative and

meaningful sub-word units. For example, morphologically complex words can easily be defined by

the sum of their morphemes. This idea is the main motivation behind sub-word tokenization, which

leads to a compact network vocabulary and improves cross domain generalizability (Sennrich et al.,

August 2016).

Embeddings based on sub-word tokenization such as BERT (see Section 2.10.2) assign unique

vector representations for more frequent words, whereas less frequent words will be decomposed

into and represented by sub-word units that best retain their meaning. For example, a conventional

word embedding model (Mikolov et al., May 2013) would learn four different vector represen-

tations for the words [high, higher, low, lower], but embeddings based on sub-word

tokenization could attain smaller neural vocabulary by taking advantage of the compositionality of

the language. In this example we could have three vectors for [high, low, er] and represent

every word in our corpus as a linear combination of these three vectors.
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In this section we will briefly discuss two popular sub-word tokenization algorithms: Byte Pair

Encoding (BPE) algorithm (Sennrich et al., August 2016) and WordPiece algorithm (Wu et al.,

September 2016).

Sennrich et al. (August 2016) proposed Byte Pair Encoding (BPE) algorithm, which was origi-

nally proposed as a data compression algorithm (Gage, February 1994), to mitigate the OOV issue

in machine translation. Given a fixed final token vocabulary size and a corpus, the BPE algorithm

first splits all words into their characters and initializes the vocabulary with these characters (to-

kens). Next, it finds the most frequent co-occurrence of the tokens, merges those tokens, and adds

the newly formed token to the vocabulary. This increases the vocabulary size by one. The algorithm

repeats this procedure until it reaches the desired size limit of the vocabulary.

The WordPiece algorithm (Wu et al., September 2016) was proposed to solve the segmentation

problem of the Korean and Japanese languages. This algorithm is similar to the BPE algorithm

with the only the difference that WordPiece algorithm merges tokens together that could increase

the likelihood of a unigram language model instead of the most frequent token bigrams. In Sec-

tion 2.10.2 we will expand on the BERT model which is based on WordPiece and it is used in our

experiments in Chapter 4.

2.9 Word Embeddings

We, humans, use natural language to communicate information. The textual representation of

the language (characters, words, etc.) is comprehensible for us, however this is not the case for

machines and learning algorithms as their primary means of communication is numerical.

One of the simplest ways to translate textual data to numerical values is one-hot encoding. For a

vocabulary of size V , sorted in a given order, the one hot encoding of the ith word is a V dimensional

vector with a value of one in its ith dimension and zeros everywhere else.

Although simple, the one-hot encoding representation is not a scalable solution. As the vocab-

ulary size increases, the one-hot encoding representation requires much more memory and com-

putational resources (Bengio et al., February 2003) and the representation does not reflect syntac-

tic or semantic characteristics of the words. Embeddings (character (Kim et al., February 2016),
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Figure 2.14: Word Embeddings are designed to capture semantic and syntactic relation between
words.

word (Mikolov et al., May 2013), and sentence (Kiros et al., December 2015), etc.) were introduced

to mitigate these problems by representing textual data via densely populated vectors and reducing

the dimensionality of the representation vectors.

Word embeddings are dense vector representation of words. They are designed to capture syn-

tactic and semantic similarities between words. Hence, as shown in Figure 2.14 similar words

occupy the same region of the embedding vector space. There are two major word embedding

model families in the literature: statistical based embeddings (Bullinaria and Levy, August 2007)

and context based embeddings (Bengio et al., February 2003; Mikolov et al., May 2013).

Statistical based approaches leverage global statistical information of the corpus in order to

form co-occurrence matrices with the assumption that words in the same contexts share similar

semantics. For example in Latent Semantic Analysis (LSA) (Deerwester et al., March 1990) the

matrices are of word-document type and in Hyperspace Analogue to Language (HAL) (Lund and

Burgess, June 1996) the matrices are of word-word type. These large matrices are then decomposed

to low-dimensional word representations through low-rank approximations.

Context based approaches (Bengio et al., February 2003; Mikolov et al., May 2013) learn word

representations through a predictive neural model. The model is trained to predict a target word

given a window of its local context (i.e. c words that appeared before and after the target word).

The learned hidden parameters of this model constitute dense vector embeddings of the words in

the vocabulary. The next sections will review work in context-based approaches as these have been

used in our work (see Chapter 3).
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Table 2.4: Examples of Target-Context pairs.

Target Context
all good, things
good all, things, come
things all, good, come, to
come good, things, to, an
to things, come, an, end
an come, to, end
end to, an

2.9.1 Word2Vec

Mikolov et al. (May 2013) proposed a shallow, two layer neural network to learn dense em-

bedding representations for words. This context based approach to word embeddings aims to map

words that share common contexts in the corpus to locations in the vector space that are close to

one another. The training is performed using either of these two model architectures: continuous

bag-of-words (CBOW) or skip-gram. Due to the low computational complexity of these shallow

architectures, Word2Vec models can be trained on a large corpus in a short time (billions of words

in hours) (Mikolov et al., May 2013).

Both the CBOW and the skip-gram models are given a fixed sized window of (2× c+1) words

in a sentence. The word in the middle is called the target word and the words around it (i.e the c

words before and after the target word) are called the context words. For example, Table 2.4 lists all

the target-context pairs for a context window of size 2, for the sentence:

(7) All good things come to an end.

The CBOW model training objective is to predict the target word given the context around

it. Assume we have a vocabulary of size V and we aim to learn unique dense word embeddings

of length N for this vocabulary. Figure 2.15 shows the architecture of the CBOW model. In this

model, the one hot representations of context words (of length V ) constitute the input and the model

output is the one-hot encoding of the target word.

The inputs will then be multiplied by a matrix of size V ×N , the embedding matrix, where each

row corresponds to the embedding of a word in the vocabulary. The output of this multiplication is

then passed to a hidden layer of sizeN followed by another matrix multiplication in order to produce
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Figure 2.15: Architecture of The Word2Vec Continuous Bag-of-Words Model

Figure 2.16: Architecture of The Word2Vec Skip-Gram Model

a probability distribution over the vocabulary for the most likely target word. CBOW models are

fast to train and are suitable for large datasets (Mikolov et al., September 2013).

The training objective of the skip-gram model is to predict the context words of a given target

word. Supposed as before, that we have a vocabulary of size V and we aim to learn unique dense

word embeddings of lengthN for them. Figure 2.16 shows the architecture of the skip-gram model.

In this model, the one-hot encoding of the target word constitutes the input and the output of the

model is the context words. The model outputs a probability distribution over the entire vocab-

ulary for each of the context words. For example, in the first row of Table 2.4, the target word

all and the context words good and things, result in two training samples (i.e. [all,good] and

[all,thing]) for which the model would need to produce two probability distributions over the

vocabulary with highest values on the words good and things. The skip-gram model produces better

quality embeddings when the training corpus is small (Moen and Ananiadou, December 2013).
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2.9.2 GloVe

Pennington et al. (October 2014) proposed the Global Vector (GloVe) model in order to com-

bine the statistical-based matrix factorization and the context-based skip-gram model together. The

model aims to directly capture the global statistics of the corpus by modeling word embedding

vectors through the ratio of word-word co-occurrence probabilities rather than the probabilities

themselves. Similarly to the Word2Vec (see Section 2.9.1), the GloVe model captures the semantic

relations of the words, but unlike Word2Vec, GloVe models these semantic relations based on the

global co-occurrence of the words.

2.10 Generalized Language Models

In Section 2.9 we discussed two approaches to create word embeddings. The main shortcoming

of these approaches is their inability to represent words in context. For example, in Sentences 8 and

9, the word duck has two different syntactic roles and meanings. In Sentence 8, the word duck is

a noun and refers to a bird; on the other hand, in Sentence 9, the word duck is a verb and refers to

the act of lowering head or one’s body quickly. The approaches to word embeddings discussed in

Section 2.9 would create the same vector for both instances of the word duck. In this section, we

will discuss two approaches that were proposed to turn embeddings to a dynamic function of the

context and make them more efficient in downstream NLP tasks.

(8) I fed the duck.

(9) I saw you duck a punch.

2.10.1 ELMo

Peters et al. (June 2018) proposed a multi-layer bidirectional LSTM based model that learns

contextualized word embedding representations by pre-training a language model on a large corpus

of data. The pre-training phase is an unsupervised training during which the model learns to predict

the probability of next token given the past and future tokens. The pre-training phase can be scaled
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up since its learning objective is an unsupervised task and the unlabeled corpora can easily be

expanded.

The hidden layers of the ELMo model constitute the word embeddings, which leads to word

representations that are functions of the entire input sentence. For each specific downstream task, a

model learns a linear combination of the hidden states of the ELMo model i.e. the learned weights

of the linear combination of the ELMo layers indicate the needed task-specific modifications to the

ELMo embeddings.

Peters et al. (June 2018) investigated the nature of the linguistic structures captured via ELMo

embeddings by applying the model to semantic intensive and syntax intensive tasks. The ELMo

embeddings were applied to word sense disambiguation (WSD) and part-of-speech (POS) tagging.

The WSD experiments showed that the top layers of the model better capture semantic information

of the language; on the other hand, the POS tagging experiments indicated that the lower layers

of the model better represent syntactic information of the language. Since different layers of the

embedding model represent different types of linguistic information and each downstream task has

different linguistic needs, all layers of the ELMo model are always present in a new task. However, a

task-customized model would need to learn a linear combination of these layers in order to optimize

performance.

ELMo embeddings improve the performance of supervised learning tasks with small datasets.

However, this embedding model relies on task-customized model architectures to learn and optimize

the weights of the linear combination of the embedding hidden layers. This means that for every

downstream task, a significant effort needs to be spent on searching for a good model architecture.

In order to mitigate this issue, other language models such as ULMFiT (Howard and Ruder, July

2018), GPT (Radford et al., June 2018), and BERT (Devlin et al., June 2019) introduced the concept

of fine-tuning, which we will discuss further in the next section.

2.10.2 BERT

In Section 2.10.1 we discussed the motivation behind the ELMo embedding model. This model

transfers the contextualized embeddings to downstream tasks through customized task-specific neu-

ral architectures. This means that for every downstream task, significant effort is required to search
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Table 2.5: Details of BERT model size variation.

Model Transformer Layers Self-attention Heads Hidden Size Total Parameters
BERT-Base 12 12 768 110M
BERT-Large 24 16 1024 340M

for a good model architecture. In order to mitigate this problem, Howard and Ruder (July 2018)

proposed the ULMFiT model and explored the idea of using a pre-trained language model coupled

with fine-tuning the same base model for all end tasks.

Following the same philosophy of ULMFiT, the GPT (Radford et al., June 2018), and later the

BERT (Devlin et al., June 2019) models were proposed to eliminate the search for task-specific

model architectures and instead use the pre-trained language model directly for all end tasks. These

models follow a two step mechanism: pre-training and fine-tuning. In the pre-training step, the

model is trained in an unsupervised fashion on a large corpus of data targeting language modeling

tasks. In the fine-tuning step, the language model is augmented with a small neural structure and

trained on task-specific data. In this section we will explain BERT as it was used in our work (see

Chapter 4).

Devlin et al. (June 2019) proposed BERT, short for Bidirectional Encoder Representations from

Transformers, a language model based entirely on the Transformer (see Section 2.7) architecture.

The BERT architecture is comprised of multi-layer bidirectional Transformer encoder (the left side

of Figure 2.13). BERT was introduced through two model sizes with the same architecture: BERT-

Base and BERT-Large. Table 2.5 shows the main differences between these two variations.

Input Representation

As shown in Figure 2.17, the input to the model is represented as the sum of three embeddings:

token embeddings, segmentation embeddings, and position embeddings.

Token embeddings are the WordPiece tokenization embeddings (see Section 2.8) which allows

words to have variable length representations based on their morphemes and phonemes. In this

approach words are seen as the sum of smaller sub-word units, allowing the model to better handle

rare or unknown words.
10The image was taken from (Devlin et al., June 2019).
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Figure 2.17: BERT input embeddings consisting of token embeddings, segmentation embeddings
and position embeddings.10

Segmentation embeddings are motivated by the fact that many downstream tasks (e.g. Question

Answering (QA), or Natural Language Inference (NLI)) are interested in the relation between two

sequences, say sequence A and sequence B. The segmentation embedding forms an embedding for

sequenceA and sequenceB separated by the special token [SEP]. If the downstream task contains

only one sequence at each input, sequence A representation would correspond to the input, and

sequence B would be ∅.

The BERT model essentially applies multiple Transformer blocks over the input sequences. In

Section 2.7, we mentioned that the Transformer architecture does not contain any recurrence or

convolution, hence this architecture is unaware of the order of the sequence. In order to augment

the model with this information a positional embedding is added to the input embeddings.

The special token [CLS] is added at the beginning of each input in order to be used later for

prediction in downstream tasks. The final hidden state corresponding to this token is used as the

aggregate sequence representation for classification tasks.

Pre-Training Phase

During the pre-training step, BERT is trained on two language model tasks: mask language

model (MLM) and next sentence prediction (NSP).

MLM is designed to capture the word representations based on the context around a word (i.e.

before and after). In this task, some tokens are masked and the model is trained to predict the masked

tokens. Devlin et al. (June 2019) masked 15% of the tokens of each sequence, however replacing
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a token with special token [MASK] results in a mismatch between the pre-training phase and fine

tuning phase since [MASK] does not appear during the fine-tuning step. In order to mitigate this

issue, BERT uses the following heuristics during masking:

(1) Replace the chosen token with [MASK] token with the probability of 80%.

(2) Replace the chosen token with a random token with the probability of 10%.

(3) Keep the chosen token as is with the probability of 10%.

The output of the model is a sequence of tokens that the model predicts to be the masked tokens

(i.e. the model does not reconstruct the entire input sequence), hence the output length is 15% of

the input length.

NSP is motivated by the fact that many downstream tasks (e.g. QA, or NLI) are based on

understanding the relationship between two sentences. In order to capture this relationship, BERT

is pre-trained to predict whether one sentence is the next sentence of the other. For a sample sentence

pair (A,B), half of the time B follows A and half of the time it does not. The output of the model

for this task is a binary label indicating whether B follows A or not.

The training loss of the model is the sum of the mean MLM likelihood and the mean NSP like-

lihood. The pre-training phase can be scaled up, since its learning objectives are two unsupervised

tasks and the the training data for both of these tasks can be trivially generated from any monolingual

corpus.

Fine-Tuning Phase

The fine-tuning phase is seamless with only a few new parameters added to the pre-trained

model. Figure 2.18 shows how the augmented pre-trained model converts the Transformer hidden

states to the desired output of a downstream task.

For single sentence classification or sentence pair classification tasks (Figure 2.18.a and b), the

final hidden representation of the special first token [CLS], h[CLS], is linearly transformed (i.e.

multiplied by a weight matrixW ) and passed to a Softmax function to predict the probability output

classes (Softmax(h[CLS].W )).
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For the QA task (Figure 2.18.c), two probability distributions are defined over each tokens in

the given paragraph of a given question in order to define the boundaries of the answer text span.

One probability distribution estimates the probability of a token being the start of the text span

and the other models the probability of a token being the end of the text span. The final hidden

representation of the tokens of the paragraph will be multiplied by a weight matrix and passed

through a Softmax function to determine the start and end tokens.

For token classification tasks (Figure 2.18.d) such as NER (see Chapter 4), a similar augmen-

tation as the one for QA is performed. In token classification tasks, each output token belongs to

either of k available classes, hence we need to define a probability distribution over the possible

classes for each token in the output. The final hidden representation of the tokens will be multiplied

by a weight matrix and Softmax function would determine the class of each token.

2.11 Neural Network Compression

Transferring knowledge from a pre-trained neural model, such as BERT (see Section 2.10.2) for

NLP and VGG (Simonyan and Zisserman, September 2014) for computer vision, to a wide variety

of downstream tasks is an effective method for improving the performance of learning algorithms.

These models are pre-trained on large amounts of data, over tasks designed to capture the general

structure of their target domain. They are then fine tuned on a small amount of downstream data,

in order to bring their focus on a specific task. For example, as shown in Figure 2.19, a pre-

trained BERT model can be fine tuned with an added layer to produce sate-of-the-art results for

Named Entity Recognition (NER), Neural Machine Translation (NMT), or Question Answering

(QA). (Devlin et al., June 2019).

The significant performance enhancement of fine tuning based models come at a cost of memory

and computation complexity. Intuitively, each downstream task only needs a subset of the informa-

tion which is learned and offered by the pre-trained model. Identification of the necessary informa-

tion needed by a downstream tasks leads to smaller models and more efficient learning algorithms

since we can discard the excess and unwanted information.
11The image was taken from (Devlin et al., June 2019).
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Figure 2.18: Fine-tuning BERT in downstream tasks with few new training parameters added to
the base model and slightly modified training objective.11

42



Figure 2.19: Pre-trained BERT model can be fine tuned with an added layer to produce sate-of-the-
art results for Named Entity Recognition (NER), Neural Machine Translation (NMT), or Question
Answering (QA).

Pruning unnecessary structures from the neural networks is a technique to reduce the memory

and computational costs of the neural models without harm to performance (LeCun et al., Novem-

ber 1990; Han et al., December 2015). Pruning approaches can be categorized in two categories:

structural pruning and parameter pruning.

Structural pruning modifies the structure of the network in order to reach smaller sub-networks

while preserving performance. Structural pruning questions the importance of each neuron in the

network and trims the less important neurons based on a criterion or a heuristic in order to achieve

a lighter network (Molchanov et al., June 2019).

Parameter pruning reduces the number of weights or parameters of the network by removing

the less important links in the network (Hassibi and Stork, December 1993; Li et al., April 2017).

This technique preserves the general topology of the network, while producing a sub-network with

sparse weight matrices. In this thesis we focus on parameter pruning (see Chapter 4).

Once the unwanted structures are removed from the model, the sub-network is retrained to

adapt to the changes. However, training these sub-models from scratch (i.e. randomly initializing

the weights that survived pruning) is not effective and usually leads to a lower performance than the
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original network (Li et al., April 2017). Initializing the connections of the network that survived

pruning with the values of the initial training phase typically leads to better performance (Han

et al., December 2015). This could be seen as a form of pre-training and fine tuning, in which the

initialization schema of the network is equivalent to pre-training phase, and the fine tuning is the

pruning task.

Frankle and Carbin (May 2019) showed that only a subset of the network parameters have

impact on the model performance and thus the rest can be discarded. They formulated their findings

as the Lottery Ticket Hypothesis, stating that a randomly initialized dense networks contains several

sparse sub-networks, with varying performances, among which only a subset, the winning tickets

can outperform all others when trained in isolation. Frankle and Carbin (May 2019) proposed the

following iterative magnitude pruning (IMP) algorithm for finding the wining tickets:

(1) Randomly initialize a neural network with initialization values θ0.

(2) Train the network for j iterations to reach an optimal performance with parameter configura-

tion θj .

(3) Prune p% of the parameters (the ones with negligible weights) creating a mask m.

(4) The winning ticket initialization value is given by m� θ0.

The pruning algorithm proposed by Frankle and Carbin (May 2019) was able to recover the

wining tickets on relatively small networks targeting vision tasks. However, they showed that the

method is not able to find the winning tickets for larger networks without certain manipulations of

the learning rate.

Frankle et al. (June 2019) augmented the IMP algorithm with a rewinding mechanism (IMPR)

to mitigate the scalability and stability of IMP. In their approach the winning ticket initialization

values are not necessarily a subset of θ0 (see Step 4), but rather a subset of some θk, where k is

some number of training iterations.

Their results underline the importance of the winning ticket initialization in highly parametrized

networks. Their results suggest that the winning ticket initialization can be found early on during
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the training (0.1% to 7% through) and further training of the network does not have any significant

impact on these initial values.

Frankle and Carbin (May 2019) and Frankle et al. (June 2019) conducted their search for win-

ning tickets while training networks from scratch. In the context of transfer learning, where a

network inherits most or all of its parameters from a well trained network, the concept of rewinding

to an early stage of training for scalability and stability of IMP becomes irrelevant as the initializa-

tion are well trained in this context. In our work (see Chapter 4) we investigate the application of

IMP in the context of transfer learning and therefore we will not use the rewinding mechanism in

our experiments.

Frankle and Carbin (May 2019) and Frankle et al. (June 2019) have underlined the importance

of the Lottery Ticket Hypothesis in achieving high performance light neural networks, however,

their studies were focused on neural networks targeting vision tasks. To the best of our knowledge,

there has not been any investigation on the performance of this conjecture on NLP oriented tasks. In

Chapter 4, we will study the effect of Lottery Ticket Hypothesis on a highly parameterized network

(BERT) targeting an NLP task (toponym detection) and propose a novel approach to insure stability

and scalability of the IMP proposed by Frankle and Carbin (May 2019).
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Chapter 3

Neural Network With Linguistic

Insights

Our first attempt at toponym detection is based on the work of (Magge et al., July 2018),

which constitutes the baseline system at SemEval 2019 shared task 12 (Weissenbacher et al., June

2019). We developed a Deep Feed-forward Neural Network (DFFNN) that uses domain-specific

information as well as specific linguistic features. When evaluated with the SemEval 2019 shared

task 12 test set (Weissenbacher et al., June 2019), its performance exceeded the baseline model’s

performance by 10.29% in F1 measure.

3.1 The DFFNN Model

The architecture of our first toponym recognition model is shown in Figure 3.1. The model

pipeline is comprised of 2 main modules: an embedding layer, and a deep feed-forward network.

3.1.1 Embedding Layer

As shown in Figure 3.1, a word (e.g. cartilage) and its context (i.e. c words around it) constitute

the input of the model. An embedding representation is constructed for each word in a document

along with its context. More precisely, the embedding representation is comprised of a combination

of word embeddings and feature embeddings.
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Figure 3.1: Our DFFNN toponym recognition model: A fixed context window of words is ex-
tracted, (a) an embedding is constructed for them, (b) then sent to a feed-forward neural network
for predictions.

The model uses the pretrained Wikipedia-PubMed embeddings1 for its word embedding compo-

nent. Wikipedia-PubMed is trained on a corpus of 201, 380 words and it projects the representation

vector on a 200 dimensional feature space. In order to capture more domain specific information

(see Section 3.2) we used this embedding model as opposed to more generic embeddings such as

Word2vec (Mikolov et al., May 2013) or GloVe (Pennington et al., October 2014) since the corpus

used for training the Wikipedia-PubMed embedding consists partly of PubMed articles (Moen and

Ananiadou, December 2013). This implies that the embeddings would be more appropriate when

processing biomedical texts, and domain specific words. Moreover, the embedding model can bet-

ter capture and represent the semantic association, closeness, and relation of words in biomedical

articles. In order to form a single word embedding vector, the word embeddings of the target word

and its context words are concatenated, resulting in a vector of size 200 × (2c + 1), where c is the

context size.

Previous works in toponym detection have shown how effective the use of particular linguistic

features can be in this task (Magge et al., July 2018; Lieberman and Samet, December 2011). In

order to leverage this information, our model is augmented with embedding for these features.
1http://bio.nlplab.org/
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As shown in Figure 3.1, these include a capitalization feature, which captures whether a word is

capitalized, uncapitalized, or written in uppercase letters (e.g. USA). Other linguistic features we

observed to be useful (see Section 3.2) include punctuation, stop words, part of speech tags, and the

word embedding of the lemma of the word. These linguistic features are encoded using a binary

vector representation, for example in the case of capitalization feature, if a word is capitalized, its

feature embedding is [1, 0] otherwise it is [0, 1] and if it is written in all uppercase letters, then

its feature embedding is [1, 1]. The final embedding representation of the input is made of the

concatenation of the word embedding vector and the feature embedding of the input word and its

context words. As shown in Figure 3.1, this embedding representation, is passed to the next layer

of the model, the DFFNN.

3.1.2 The Architecture

The DFFNN receives the concatenated embedding representation formed in the embedding layer

(see Section 3.1.1) and performs a binary classification. This component contains 3 hidden layers

and one output layer, where each hidden layer contains 500 ReLU activation nodes (see Table 2.1).

Upon receiving an input vector x the output h(x) of a hidden layer h is computed as:

h(x) = ReLU(Wx+ b) (4)

Recursive application of the above equation for all 3 hidden layers defines the DFFNN model. A 2

dimensional softmax activation function forms the output layer of the network, which produces the

output O(x) upon receiving the input x as follows:

O(x) = Softmax(Wx+ b) (5)

The Softmax function was used at the output layer since this function provides a categorical proba-

bility distribution over the available classes for an input x, i.e.:

p(x = toponym) = 1− p(x = non-toponym) (6)
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Table 3.1: Optimal hyper-parameters of DFFNN model.

Parameters Value
Learning Rate 0.01
Batch Size 32
Optimizer SGD
Momentum 0.1
Loss Weighted Categorical cross-entropy
Loss weights (2, 1) for toponym vs. nontoponym

In order to prevent overfitting, we employed two mechanisms: drop-out and early-stopping. Early-

stopping prevents over-fitting and poor generalization by stopping the training process if the loss on

the development set (see Section 3.2) starts to rise. Drop-out aims to avoid the inner dependencies

between neurons in the network, leading to a more robust and stable training, the probability of

drop-out was set to 0.5 in our training. Norm clipping (Pascanu et al., June 2013), which scales

the gradient when its norm exceeds a certain threshold, was also used to prevent the occurrence of

exploding gradient. We experimentally found the best performing threshold for norm clipping to be

1 for our model.

In our experiments, we investigated the performance of various model architectures both in

depth and number of hidden units per layer as well as other hyper-parameters listed in Table 3.1.

We observed that deepening the model leads to immediate over-fitting due to the small size of the

dataset (Hinton et al., July 2012) (see Section 3.2) even with the presence of a drop-out function to

prevent it. Table 3.1 presents the optimal hyper-parameter configuration with the development set

used to fine tune them.

3.2 Experiments and Results

For comparative purposes, as indicated in Section 2.4, a baseline model for toponym detection

was provided by the organizers of SemEval 2019 shared task 12 (Weissenbacher et al., June 2019).

The baseline, inspired by (Magge et al., July 2018), also uses a DFFNN architecture comprised of

only 2 hidden layers and 150 ReLU activation functions per layer.

Table 3.2 shows the performance of our basic model presented in Section 3.1.2 (see row #4)

compared to the official SemEval baseline (row #3). A series of experiments was carried out
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Table 3.2: Performance score of the baseline, our proposed model and its variations. The suffixes
represent the presence of a feature, P: Punctuation marks, S: Stop words, C: Capitalization fea-
tures, POS: Part of speech tags, W: Weighted loss, L: Lemmatization feature. For example DFFNN
Basic+P+S+C+POS refers to the model that only takes advantage of punctuation marks, stop
words, capitalization feature, and part of speech tags.

# Model Context Precision Recall F1
8 DFFNN Basic+P+S+C+POS+L+W 5 80.69% 79.57% 80.13%
7 DFFNN Basic+P+S+C+POS+L 5 77.57% 73.44% 75.45%
6 DFFNN Basic+P+S+C+POS 5 77.55% 70.37% 73.79%
5 DFFNN Basic+P+S+C 2 78.82% 66.69% 72.24%
4 DFFNN Basic+P+S 2 79.01% 63.25% 70.26%
3 SemEval Baseline 2 73.86% 66.24% 69.84%
2 DFFNN Basic+P 2 74.70% 63.57% 68.67%
1 DFFNN Basic+S 2 64.58% 64.47% 64.53%

to evaluate the influence of a variety of parameters on the performance of the model, which are

described in the next sections.

3.2.1 Effect of Domain Specific Embeddings

As indicated by much work in this field of research (e.g. (Amitay et al., July 2004; Purves

et al., June 2007; Qin et al., November 2010; Kienreich et al., July 2006; Garbin and Mani, October

2005)), the task of toponym detection is highly dependent on the discourse domain. Due to this, our

basic model employs the Wikipedia-PubMed embeddings. In order to measure the effect of such

domain specific information, we experimented with 2 other pretrained word embedding models:

Google News Word2vec (Google, 2019), and a GloVe model trained on Common Crawl (Penning-

ton et al., 2014). As shown in Figure 3.2, although, the Wikipedia-PubMed has a smaller vocabulary

in comparison to the other embedding models, with the SemEval dataset, it suffers significantly less

from out of vocabulary words (OOV) since it was trained on a closer domain.

We experimented with our DFFNN model using each of these embeddings and optimized the

context window size to achieve the highest F-measure on the development set. Figure 3.3 shows

the performance of these models on the test set. As expected, the Wikipedia-PubMed performs

better than the other embedding models. This is likely due to its small number of OOV words (see

Figure 3.2) and its domain-specific knowledge. As Figure 3.3 shows, the performance of the GloVe

model is quite close to the performance of Wikipedia-PubMed. In order to investigate this further,
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Figure 3.2: A comparison of the vocabulary size of word embedding models and their percentage
of OOV words with respect to the dataset.

we trained another model on the combination of the two embeddings. As shown in Figure 3.3,

the performance of this combined model (Wikipedia-PubMed + GloVe) is higher than the GloVe

model alone but lower than the Wikipedia-PubMed. The observed decrease in performance can

be attributed to the dilution of the domain specific information captured by the Wikipedia-PubMed

embeddings, since GloVe embeddings provide relatively more general representations, hence when

the network is presented with a combination of the two embeddings, it will try to adapt a more

unified predictive strategy, leading to loss in performance. Because of this, from here on, our

experiments were carried exclusively using Wikipedia-PubMed word embeddings.

3.2.2 Effect of Linguistic Features

Although deep learning approaches have lead to significant improvements in many NLP tasks,

simple linguistic features are often very useful. In the case of NER, punctuation marks constitute

strong signals (Gelernter and Balaji, January 2013). In order to investigate the effect of punctuation

marks on our model, we retrained the DFFNN Basic without punctuation information. As Ta-

ble 3.2 (row #1) shows, the removal of punctuation marks, decreased the F-measure from 70.26%
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Figure 3.3: Effect of word embeddings on the performance of our proposed model architecture.

to 64.53%. A manual error analysis showed that many toponyms appear inside parenthesis, near a

dot at the end of a sentence, or after a comma. Hence, as suggested in (Gelernter and Balaji, January

2013) punctuation is a good indicator of toponyms and should not be ignored.

As Table 3.2 (row #2) shows, the removal of stop words, does benefit the performance of the

model. In fact it leads to a notable decrease in F-measure performance of the model (from 70.26%

to 68.67%). We hypothesize that some stop words such as in do help the system detect toponyms

as they provide a learnable structure for detection of toponyms and that is why the model accuracy

suffered once the stop words were removed.

As seen in Table 3.2 (row #4) although our basic model has a high precision of 79.01%, it does

suffer from a low recall of 63.25%. A manual inspection of the toponyms in the dataset revealed that

either their first letter is capitalized (e.g. Canada) or they are written in all uppercase letters (e.g.

USA). In an attempt to help the DFFNN learn more structure from the small dataset, we provided

the model with this information (see Section 3.1.1). As a result the recall increased from 63.25% to

66.69% and the F1 performance increased from 70.26% to 72.27% (see Table 3.2 #5).

We experimented with the use of part of speech (POS) tags as part of our feature embeddings
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to assist the neural network better understand and model the structure of sentences. We used the

NLTK POS tagger (Bird et al., June 2009) which uses the Penn Treebank tagset. As indicated in

Table 3.2 (row #6), the POS tags significantly improve the recall of the network (from 66.69% to

70.37%) hence leading to a higher performance in F1 (from 72.24% to 73.79%). We observed that

the presence of the POS tags help the DFFNN to better learn the structure of the sentences and take

advantage of more contextual information (see Section 3.2.3) in its predictions.

Neural networks require large datasets to learn structures and they learn better if the dataset con-

tains similar examples so that the system can cluster them in its learning process. Since our dataset

is small and the Wikipedia-PubMed embeddings suffer from 28.61% OOV words (see Table 3.2),

we tried to help the network better cluster the data by adding the lemmatized word embeddings of

the words to the feature embeddings and see how our best model reacts to it. As shown in Table 3.2

(row #7), this improved the F1 measure significantly (from 73.79% to 75.45%).

3.2.3 Effect of Window Size

We experimented with the amount of contextual information presented to the network by vary-

ing the size of the context window. As seen in Figure 3.4, the best performance of our Basic Model

is achieved with c = 2. Providing the model with more contextual information (i.e. considering

c > 2) leads to overfitting as the model is unable to extract any meaningful structures from the

extra information. The small size of the data set does not allow the DFFNN to learn the structure

and composition of the sentences, hence increasing the context window alone does not help the

performance. However, a window size of c = 2 allows the model to focus on the local structure

of the named entities. In order to help the neural network better understand and use the contextual

structure in its predictions, we experimented with part of speech (POS) tags as part of our feature

embeddings. As shown in Figure 3.4, the POS tags help the DFFNN to take advantage of more con-

textual information, as a result the DFFNN with POS embeddings achieves a higher performance on

larger window sizes. The context window for which the DFFNN achieved its highest performance

on the development set was c = 5, and on the test set the performance was increased from 72.24%

to 77.10% (see Table 3.2 #6).
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Figure 3.4: Effect of the context window on the performance of the DFFNN model with and without
POS features. (DFFNN Basic+P+S and DFFNN Basic+P+S+C+P )

3.2.4 Effect of the Loss Function

As shown in Table 3.2 most models suffer from a lower recall than precision. The main cause

of this gap in performance is the highly unbalanced distribution of samples, i.e. the number of

non-toponym words are much higher than toponyms (99% vs 1%). Therefore, the neural network

prefers to optimize its performance by concentrating its efforts on correctly predicting the labels for

the dominant class (non-toponym). To address this, we experimented with a weighted loss function

to minimize the gap between the recall and precision of the models. We adjusted the importance

of predicting the correct labels experimentally and found that by weighing the toponyms 2 times

more than the non-toponyms, the system reaches an equilibrium between the precision and recall

measures, leading to a higher F1 performance. This is indicated by “W” in Table 3.2 row #8.

3.2.5 Overall Model Reliance on Linguistic Features

Section 3.2.2 demonstrated the influence of certain linguistic features on the performance of the

model. Table 3.2 shows the influence of these features on performance as the model parameters

are iteratively changed. However, it does not indicate the final contribution of the features to the

model, since certain features can overlap on the hidden structures they represent. In this section, we

measure the reliance of the final learned model on these linguistic features. To do this, we used the
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unbiased statistical measure for model reliance (MR) introduced in (Fisher et al., October 2019).

The MR of feature f is defined as:

MR(f) =
epermuted(f)

eoriginal
(7)

In this equation, eoriginal refers to an error measure such as (error = 1 − F1score) over the test

set. The epermuted(f) is the error measure over the test set while the feature f is randomized by

permutation over all samples, and other features are untouched. An MR ratio of 1 or close to 1 for

a feature f indicates that the learned model does not rely on f to make its predictions. Figure 3.5

shows the MR of our proposed model. The MR value of the features was used to rank the importance

of these features to the final prediction of the model. As Figure 3.5 shows, the most reliable features

are grammatical in nature (POS and Lemma) whereas punctuation constituted the least reliable

feature.

3.3 Discussion

Overall our best model (DFFNN #8 in Table 3.2) is composed of the basic DFFNN plus all lin-

guistic features and a weighted loss function. The experiments and results described in Section 3.2
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underline the importance of domain specific word embedding models. These models reduce OOV

words and also present us with embeddings the capture the relation of the words and relevant knowl-

edge they represent in the specific domain of study.

Our experiments also underline the importance of linguistic insights in the task of toponym

detection. These insights and features should ideally be learned by the system itself, however, when

the data is scarce, as it was in our case, we should take advantage of the hidden linguistic structures

of the data for better performance. Moreover, in order to visualize and compare the confidence of

our proposed model with the baseline model in their prediction as given by the softmax function

(see Equation 5), we randomly picked 2 toponyms (Thailand and Nonthaburi) and 2 non-toponyms

(BioMed and disease) and investigated the results. As Figure 3.6 shows, our model produces much

sharper confidence in comparison to the baseline model.
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3.4 Conclusion

This chapter presented our linguistic enhanced deep learning approach for toponym identifica-

tion. The approach was evaluated using the dataset of the SemEval task 12 shared task on toponym

resolution (Weissenbacher et al., June 2019). Our best DFFNN approach took advantage of domain

specific embeddings as well as linguistic features and achieved a significant increase in F-measure

compared to the shared-task baseline system (from 69.74% to 80.13%).

We chose the feed-forward architecture based on the hypothesis that localized contextual in-

formation is sufficient to identify the toponyms. In Chapter 4, our second attempt at toponym

detection, we will experiment with neural architectures that considered all available contextual in-

formation (Vaswani et al., January 2017; Lan et al., September 2019) within a meaningful unit of

language.
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Chapter 4

Efficient Toponym Identifiers for

Medical Domain Using BERT

In our second attempt at toponym detection, we used the BERT model (Devlin et al., June 2019)

(see Section 2.10.2) as the backbone of our toponym identifier system. We created a family of

Toponym Identification Models based on BERT (TIMBERT) as the core of the network, in order

to learn directly in an end-to-end fashion the mapping from the input sentence to the associated

output labels. When evaluated with the SemEval 2019 shared task 12 test set (Weissenbacher et al.,

June 2019), our best model achieves an F1 score of 90.85%, a significant improvement compared to

our DFFNN (see Chapter 3) model’s performance of 80.13% and the state-of-the-art 89.10% (Wang

et al., June 2019; Magnusson and Dietz, June 2019).

The significant performance enhancement of our BERT based model comes at a cost of mem-

ory and computation complexity. Pruning unnecessary structure from neural networks has been a

popular way to reduce the memory and computational costs of the neural models without harm to

accuracy (see Section 2.11). In this chapter we propose a novel algorithm for parameter pruning

and investigate its application on the toponym recognition task.
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4.1 TIMBERT Model

In Chapter 3, we presented our DFFNN approach for toponym identification. This model relied

on domain specific embeddings, linguistic insights, and localized contextual information. TIM-

BERT was developed in order to sidestep these brittle design choices and to learn directly in an

end-to-end fashion the mapping from an input sentence to the associated output labels while main-

taining a compact structure.

4.1.1 Embeddings

Previous attempts to toponym detection in medical domain have confirmed the benefits of us-

ing domain specific word embeddings, specifically Wikipedia-PubMed embeddings1 (Davari et al.,

April 2019; Wang et al., June 2019; Magnusson and Dietz, June 2019). This embedding model

closely captures the semantic association, closeness, and relation of words in medical articles. How-

ever, there are two limitations to this approach:

• This approach views the task of toponym detection as highly dependent on the textual domain.

Hence, it reduces the generalizability of the model to other domains and requires domain

specific word embeddings for each domain of interest.

• The pretrained embeddings suffer from a significant number of out of vocabulary words. In

our case, (see Section 3.2.1), 28.61% of the corpus vocabulary were OOV words and were

mapped to a single token ([UNK]), which provides the system with no information about the

initial token.

In order to mitigate these problems, we used the pretrained BERT model (Devlin et al., June 2019)

(see Section 2.10.2) as the backbone of our architecture. In the pretraining phase, BERT learns a

general representation of the language. This general representation is then fine-tuned for a specific

task and domain. Fine tuning allows BERT to generalize across different domains, while other

approaches (eg. Word2Vec (Mikolov et al., May 2013), GloVe (Pennington et al., October 2014)

(see Section 2.9)) fail to do so and require a single language model for each domain to achieve

optimal performance.
1http://bio.nlplab.org/
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In this chapter, we treat the problem of toponym detection as an open vocabulary problem,

allowing words to have variable length representations based on their morphemes and phonemes.

We use WordPiece embeddings (Wu et al., September 2016) (see Section 2.8) with a 30,000 token

vocabulary. Representing morphologically complex words as the sum of their morphemes leads

to a compact network vocabulary and improves cross domain generalizability of the model (Sen-

nrich et al., August 2016). For example, a conventional word embedding model (Mikolov et al.,

May 2013) would learn a vector representations for the word biology, but WordPiece based embed-

dings (Wu et al., September 2016) would treat it as:

Biology = Bio + logy

The WordPiece approach, would learn embedding representations for the sub-words bio (life) and

logy (denoting a subject of study or interest). It then represents the word biology as the concatenation

of the learned sub-word embeddings.

4.1.2 Linguistic Features

As shown in Chapter 2, previous works on toponym detection in the medical domain have

typically taken advantage of handcrafted features to achieve competitive performance (Magge et al.,

July 2018; Davari et al., April 2019; Wang et al., June 2019; Magnusson and Dietz, June 2019).

BERT has demonstrated great capability to capture linguistic features (Clark et al., August 2019) and

transferring the learned knowledge to downstream tasks. Aimed to develop an end-to-end toponym

detection model with minimal reliance on feature engineering, we chose BERT as the backbone

of our second model. We experimented with the influence of different linguistic features on the

performance of the model, to verify whether the model needed additional linguistic features or not.

4.1.3 Contextual Information

In Chapter 3, the DFFNN model was based on the hypothesis that only localized contextual in-

formation is needed for the identification of the toponyms. Our experiments were based on a model
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that had only access to a sliding window of information. In this chapter we were motivated to exper-

iment with neural architectures that considered all available contextual information (Vaswani et al.,

January 2017; Lan et al., September 2019) within a meaningful unit of language. In Section 2.7

we discussed the Transformer model and its ability to deal with variable length inputs, while being

much more parallelizable in comparison to RNNs. Hence, we decided to base the architecture of

TIMBERT on the Transformer model. As discussed in Section 2.10.2, the BERT architecture is

based on the Transformer model, therefore we chose to have it as the backbone of our architecture.

4.1.4 Network Pruning

Pre-trained language representations such as GPT (Radford et al., June 2018), BERT (Devlin

et al., June 2019), and XLNET (Yang et al., December 2019) have shown substantial performance

improvements in a variety of NLP tasks. Knowledge transfer from these language representations

to downstream tasks is seamless by adding a single task-specific output layer to the base structure.

However, the significant performance enhancement of these pre-trained language representations

comes at a cost of memory and computation complexity. For example, the BERT-Base model and

BERT-Large model contain 110M and 340M parameters respectively.

Intuitively, each downstream task only needs a subset of the information which is learned and

offered by the pre-trained language model. For example, some tasks may require more semantic in-

formation (e.g. word sense disambiguation) and some task may require more syntactic information

(e.g. part-of-speech (POS)) (Peters et al., June 2018). Identification of the necessary information

needed by a downstream task leads to smaller and more efficient learning algorithms since we can

discard the excess and unwanted information.

Motivated by this intuition, we experimented with an iterative magnitude pruning (IMP) algo-

rithm (see Section 2.11) to identify the unnecessary information and discard them. In our experi-

ments, we augmented this algorithm for better stability and performance (see Section 4.3.2).
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Figure 4.1: TIMBERT model architecture.

4.2 TIMBERT Architecture

The architecture of our toponym recognition model is shown in Figure 4.1. The WordPiece

tokenization of a sentence constitutes the input of the model. These tokens are then passed to a pre-

trained BERT network (see Section 2.10.2). The output of the network along with certain linguistic

features are then passed to a fully connected layer which determines the labels of each token. We call

our model TIMBERT: Toponym Identification Model based on BERT. In our experiments, we used

two variations of the BERT model: BERT-Base, and BERT-Large (see Section 2.10.2). The respec-

tive TIMBERT models are called TIMBERT-Base and TIMBERT-Large. Since the BERT-Large

model is much more computationally expensive than BERT-Base, we tried to limit the experiments

involving this model.

4.3 Experiments and Results

For comparative purposes, we will use the DFFNN model developed in Chapter 3 as a baseline

for toponym detection. Table 4.1 shows the performance of our basic model i.e. TIMBERT-Base

without any linguistic features that was presented in Section 4.2 (see row #6) compared to the
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Table 4.1: Performance of the baseline DFFNN model (see Chapter 3), and the TIMBERT based
models.

# Model Precision Recall F1
1 TIMBERT-Large-CoNLL-w/-Orthographic-Pruned 90.51% 91.19% 90.85%
2 TIMBERT-Large-CoNLL-w/-Orthographic 89.73% 90.23% 89.98%
3 TIMBERT-Large-w/-Orthographic-Pruned 83.76% 86.89% 85.25%
4 TIMBERT-Large-w/-Orthographic 83.41% 86.88% 85.11%
5 TIMBERT-Base-w/-Orthographic 82.61% 83.19% 82.90%
6 TIMBERT-Base 82.59% 80.17% 81.36%
7 TIMBERT-Base-w/-POS 81.96% 80.08% 81.01%
8 DFFNN 80.69% 79.57% 80.13%
9 TIMBERT-Base-w/o-Punctuation 80.04% 78.75% 79.39%
10 TIMBERT-Base-w/o-Stop-Words 72.14% 72.01% 72.08%

baseline (see row #8). A series of experiments was carried out to evaluate the influence of a variety

of parameters on the performance of the model, which are described in the next sections.

4.3.1 Effect of Linguistic Features

Previous works on the SemEval 2019 shared task 12 dataset (Weissenbacher et al., June 2019)

have underlined the importance of carefully handcrafted linguistic features in order to achieve com-

petitive performance (Magge et al., July 2018; Davari et al., April 2019; Wang et al., June 2019;

Magnusson and Dietz, June 2019). In this section we examine the influence of selected linguistic

features on the performance of TIMBERT-Base (see Table 4.1 row #6).

4.3.1.1 Orthographic Features

The orthographic features we experimented with target the capitalization of the letters within a

token word. This feature is presented to the model as a one-hot vector and it captures whether a word

is capitalized (e.g. Canada), uncapitalized (e.g. city), or written in uppercase letters (e.g. USA).

Since in the preprocessing of the data, all tokens are brought to lowercase, the TIMBERT-Base is

unaware of this feature. Our experiments showed that augmenting the model with the orthographic

information results in the increase of the F1 performance from 81.36% to 82.90% (see Table 4.1

row #5).
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4.3.1.2 Part of Speech Tags

Our experiments in Chapter 3 indicated that augmenting the model with part of speech (POS)

tags results in an improvement in the performance of the model. On the other hand, the BERT

model has shown a great ability to capture a number of linguistic features and transferring them to

downstream tasks (Clark et al., August 2019). Since BERT constitutes the backbone of TIMBERT,

we investigated whether or not our model is aware of POS tags.

We used the NLTK POS tagger (Bird et al., June 2009) which uses the Penn Treebank tagset (Mar-

cus et al., June 1993). As indicated in Table 4.1 (row #7), including the POS tags reduced the per-

formance of the model from the F1 of 81.36% to 81.01%. This suggests that the TIMBERT-Base

model is already aware of the POS tags since the augmentation of the model with POS tags does

not affect its performance to any statistical significance. Although statistically insignificant, the

slight decrease in the performance could be due to the errors introduced by the NLTK POS tagger

model (Bird et al., June 2009) and the disagreement between the domain that the tagger was trained

on (Brown Corpus (Francis and Kucera, 1964), news paper articles) and the domain that it was

tested on (medical journal articles).

4.3.1.3 Stop Words

As Table 4.1 (row #10) shows, the removal of stop words using the NLTK stop words cor-

pus (Bird et al., June 2009) of 179 words, does not benefit the performance of the model. In fact

it leads to a significant decrease in F1 performance of the model (from 81.36% to 72.08%). We

hypothesize that some stop words such as in do help the system detect toponyms as they provide

a learnable structure for detection of toponyms and that is why the model accuracy suffered once

the stop words were removed. Moreover, the BERT model has evolved to capture contextual in-

formation and language structures. Therefore, to observe its true power, it should be given fully

comprehensible and structured sentences. stop words removal distorts sentence structure and there-

fore harms the model performance.
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4.3.1.4 Punctuation

In order to investigate the effect of punctuation marks on our model, in the preprocessing step

we removed all punctuation marks. We then trained the TIMBER-Base without any punctuation

information. As Table 4.1 (row #9) shows, the removal of punctuation marks, decreased the F1 from

81.36% to 79.39%. A manual error analysis showed that many toponyms appear inside parenthesis,

near a dot at the end of a sentence, or after a comma (e.g. (Montreal, Canada)). Hence, as suggested

in (Davari et al., April 2019; Gelernter and Balaji, January 2013) punctuation is a good indicator of

toponyms and should not be ignored.

4.3.2 Effect of Network Pruning

Experiments on the General Language Understanding Evaluation (GLUE) benchmark (Wang

et al., November 2018), which is a collection of diverse natural language understanding tasks,

have shown great performance gains when the backbone model was switched from BERT-Base

to BERT-Large (Devlin et al., June 2019). Motivated by these findings, we investigated the impact

of BERT-Large for our task. We substituted the BERT-Base backbone module with BERT-Large

in our best performing model from Section 4.3.1 (i.e. TIMBER-Base-w/-Orthographic). As indi-

cated in Table 4.1 (row #4), the resulting model, TIMBER-Large-w/-Orthographic, improved the

F1 performance from 82.90% to 85.11%.

The significant performance enhancement of this model came at a cost of memory and com-

putation complexity. As indicated in Section 2.10.2, BERT-Large has 340M parameters which is 3

times more than BERT-Base. In an effort to find lighter models while preserving performance, we

experimented with the iterative magnitude pruning (IMP) algorithm outlined by Frankle and Carbin

(May 2019) (see Section 2.11).

4.3.2.1 Sensitivity of IMP towards the ordering of the training data

Recall from Section 2.11, that the iterative magnitude pruning (IMP) algorithm identifies and

removes unnecessary model parameters by training the model and scanning for parameters with zero

or close to zero weights. In our experiments, we did not use a fixed number of training iterations
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and instead used early stopping to end the training process. The weights of the trained model were

then ordered and the top p% of the smallest weights were removed. However, we realized that the

weight ordering is highly dependent on the training dataset order and the optimization method, i.e.

shuffling the dataset and repeating the experiment resulted in different weight orderings.

In order to have a measure for this observation, we trained a total of eleven models, and sorted

the trained weights. We kept the weight ordering of one trained model as the reference and computed

our statistics using the weight ordering of the other ten trained models (repeated trials). Let W ref

and W t be the sets of all trained parameters for the reference model and tth repeated trial model

respectively. Let f : w → f(w) be the function that maps a weight w to its position in the ordered

list. Using Equation 8, we found that, on average, a weight parameter moves by 4.62% ± 3.47%

from its original place in the ordered list with larger weights being more stationary compared to

smaller weights.

Ewi∈W ref

Et∈Trials


∣∣∣f(wref

i )− f(wt
i)
∣∣∣

||W ref ||

 (8)

In order to improve the robustness of IMP towards the ordering of the training data and the

influence of the stochastic gradient decent, we proposed and experimented with an augmented IMP

algorithm. We augmented the iterative magnitude pruning algorithm with a scoring mechanism

(IMPS) in order to centralize the weight magnitude distribution in the ordered list.

We trained K instances of the same model with different training data orderings which resulted

in K different ordered parameter lists. For each model parameter wi, its score was defined using

Equation 9.

Score(wi) =

∑
k∈K f

(
wk
i

)
K

(9)

In this definition, the score of each parameter is the observed expected value of its position over

the K trained instances. The final ordered parameter list is obtained based on the score of each

parameter. In Figure 4.2, an example of this process is shown for the weight magnitude distribution

of three trained instances and the final ordered list that is obtained from them.
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Figure 4.2: An example of parameter scoring in IMPS.

Although generally the law of large numbers entails a large value of K (repeated trials) in order

to have convergence between the observed and the theoretical expected value of model parameters

positions, due to limited computational powers, in all of our experiments with IMPS, we used

five instances of the trained models to find the pruning parameter candidates. The details of these

experiments are given in Sections 4.3.2.2 and 4.3.2.3.

4.3.2.2 TIMBERT With BERT Initialization

In this section we discuss the details of our experiments on TIMBER-Large-w/-Orthographic

(see Table 4.1 row #4) in order to achieve a lighter model while preserving its performance. We ex-

perimented with parameter pruning using the IMP algorithm (Frankle and Carbin, May 2019), IMPS

(see Section 4.3.2.1), and random pruning. In these experiments, the initialization and rewinding

values of the backbone of the network are set to the values of the pretrained BERT-Large network.

The initialization and rewinding values of the last layer of the network, the prediction layer, are set

following the Glorot Initialization method (Glorot and Bengio, May 2010) and are kept the same

for all pruning algorithms.

As shown in Figure 4.3.a, we can compress the model to extreme degrees with little loss in

performance. Removing 60% of the model parameters results in only 0.8% loss of performance.

Figure 4.3.b shows the performance gains of IMPS over the simple IMP. For most parts, these

two approaches behave similarly and the issues discussed in Section 4.3.2.1 seem to have little to

no effect on the performance of the pruned sub-networks. However, the impact of the observed
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Figure 4.3: Parameter pruning on TIMBER-Large-w/-Orthographic with BERT-Large initialization
values. (a) Shows the effect of different parameter pruning algorithms on performance. (b) Shows
the relative performance gains of the IMPS algorithm compared to IMP and random pruning.

sensitives of IMP becomes visible in sever pruning regimes. At 80% and 90% pruning, IMPS

outperforms IMP by 2.62% and 14.60% respectively, indicating the pruning stability of IMPS over

IMP.

Our experiments with parameter pruning, could be seen as a permanent dropout which increases

regularization and results in better generalization performance (Srivastava et al., June 2014). It can

also be seen as a form of L0 regularization since it encourages sparse model representations which

has shown to improve generalization performance (Louizos et al., April 2018). Our experiments

confirm these views; we found that the compressed TIMBER-Large-w/-Orthographic model via the

IMP algorithm outperformed the uncompressed model at 10% pruning level with an F1 of 85.21%.

The compressed model via IMPS algorithm outperformed the original model at pruning levels of

10% and 20% having F1 of 85.25%. Further details on the performance of the model obtained from

the 20% pruning level is given in Table 4.1 (row #3).

4.3.2.3 TIMBERT With Toponym Identification Initialization

Previous work on the IMP algorithm (Frankle and Carbin, May 2019; Frankle et al., June 2019)

has shown the importance of the network initialization and rewinding values in the stability and

scalability of the Lottery Ticket Hypothesis. In the experiment of Section 4.3.2.2, the initialization

and rewinding values came from a pre-trained language model designed to handle a variety of NLP

tasks. In this section we investigate the effect of task specific initialization and rewinding values

on the performance of the sub-networks derived from the IMP algorithm (Frankle and Carbin, May
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2019), IMPS (see Section 4.3.2), and random pruning.

In order to fine-tune our model to a general domain toponym identifier, we used the CoNLL-

2003 dataset (Tjong Kim Sang and De Meulder, May 2003) which contains four types of named

entities: persons, locations, organizations and names of miscellaneous entities that do not belong

to the previous three groups. We filtered the dataset to only include instances of location names in

English and established a training set with 8.5k data points.

We fine-tuned our best performing model architecture i.e. TIMBER-Large-w/-Orthographic on

this dataset and used early stopping to end the training process. The weights of this trained model

constitute the initialization and rewinding values of our experiments in this section.

Using these initialization values, we further trained the network with the SemEval 2019 shared

task 12 dataset (Weissenbacher et al., June 2019) and observed a significant improvement in the

model performance, from 85.25% to 89.98% (see Table 4.1 row #3 and #2). We then repeated the

same experiments described in Section 4.3.2.2 to observe the effect of task specific initialization on

the performance of the pruned sub-models.

As shown in Figure 4.4.a, removing 60% of the network parameters results in negligible perfor-

mance reduction (0.8% F1), which is consistent with our findings from Section 4.3.2.2. Figure 4.4.a

also shows the robustness of IMPS and IMP in extreme levels of pruning. Figure 4.4.b, shows that

the sub-networks derived from IMPS outperform those from IMP at all levels of pruning, although

the performance gains are not significant at lower levels of pruning, we can clearly see the advan-

tage of IMPS in extreme cases of pruning, outperforming IMP at 80% and 90% sparsity levels by

5.54% and 20.59% respectively. These findings, empirically confirm the stability and robustness of

IMPS over the IMP algorithm.

We again observed that the compressed models outperformed the original uncompressed mod-

els. Compressing via IMP outperformed the original model at 10% and 20% sparsity levels with

90.18% and 90.08% F1 respectively. Compression via IMPS outperformed the original model at

10% and 20% pruning level with 90.85% and 90.37% F1 respectively. Further details on the best

performing pruned model is given in Table 4.1 (row #1).
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Figure 4.4: Parameter pruning on TIMBER-Large-w/-Orthographic with toponym identification
initialization values. (a) Shows the effect of different parameter pruning algorithms on performance.
(b) Shows the relative performance gains of the IMPS algorithm compared to IMP and random
pruning.

4.4 Discussion

Our search for a toponym identifier for the medical domain with little to no task-specific design

choices, led us to the development of the TIMBERT models. Our experiments with BERT as the

backbone of our models detailed in Section 4.3.1 confirmed that certain linguistic insights such as

POS tags are seamlessly transferred to downstream tasks while certain others such as Orthographic

Features (see Section 4.3.1.1) need to be implemented as part of the model.

Our efforts to find a compact model while taking advantage of a memory and computationally

intensive backbone model such as BERT led us to a recently proposed parameter pruning algo-

rithm (Frankle and Carbin, May 2019), IMP, and we studied its application in a large scale NLP

task. To the best of our knowledge, our study constitutes the first analysis of the impact of IMP in

large scale NLP task. Our results of Section 4.3.2.2 showed that only a subset of the BERT model

is needed to achieve competitive performance in a downstream task and the rest can be discarded

with very little loss of performance.

Our experiments with IMP led to a novel algorithm, IMPS, that empirically is more stable

and scalable in comparison to IMP. As shown in Section 4.3.2.2, sub-models produced from 90%

pruning by IMP and IMPS lost 24.63% and 15.10% in performance respectively compared to the

original unpruned models which confirms the superiority of IMPS. The same pattern emerged in our

experiments in Section 4.3.2.3, when sub-models produced from 90% pruning by IMP and IMPS
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lost 24.87% and 9.92% respectively, indicating the robustness of IMPS.

Comparing our results from Sections 4.3.2.2 and 4.3.2.3 underlines the importance of network

initialization in finding the winning tickets and suggests that task-specific fine-tuning could help to

reduce the margin of performance loss. Furthermore, sub-models obtained from performing IMP

and IMPS on a task specific backbone model achieved better performance in comparison to the ones

gained from the general language model initialization.

4.5 Conclusion

In this chapter, we presented a compact and efficient model for toponym identification in the

medical domain which significantly improves the state-of-the-art performance. Our approach suc-

cessfully eliminated many design choices (e.g. network architecture and embedded linguistic fea-

tures) and barriers (e.g. OOV and domain specific embeddings). Our search for the efficiency of the

model led us to the development of a novel approach to parameter pruning and our results underlines

the significance of our algorithm in severe pruning regimes.
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Chapter 5

Conclusion and Future Work

5.1 Summary

This thesis explored the recognition of toponyms within the medical domain via neural net-

works. The goal of this thesis was to develop an automated mechanism for toponym detection

within medical journals and reports. This task is beneficial to phylogeographers and epidemiolo-

gists who study and model the development and the global impact of the spread of viruses.

We trained and developed our models using the SemEval 2019 shared task 12 dataset (Weis-

senbacher et al., June 2019). The evaluation of the models were performed using the evaluation

script provided by the SemEval 2019 shared task 12 organizers (Weissenbacher et al., June 2019)

which reports the performance of the models on a predefined test set.

In Chapter 3, we presented and evaluated our first model: a deep feed-forward neural net-

work (DFFNN) enriched with linguistic insights and domain specific embeddings. We chose the

feed-forward architecture based on the hypothesis that localized contextual information is sufficient

to identify the toponyms. When evaluated on the SemEval 2019 shared task 12 test set (Weis-

senbacher et al., June 2019), the DFFNN exceeded the baseline model’s performance by 10.29%

in F1 measure. These results showed the importance of domain specific word embeddings and cer-

tain linguistic features in identifying toponyms within the medical domain. Our results underlined

the significance of knowledge transfer from domain specific word embeddings to downstream tasks

within the medical domain.
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In Chapter 4, our second attempt at toponym detection, we were motivated to experiment with

neural architectures that considered all available contextual information (Vaswani et al., January

2017; Lan et al., September 2019) within a meaningful unit of language. We used the BERT

model (Devlin et al., June 2019) as the backbone of our toponym identifier system. We created

a family of Toponym Identification Models based on BERT (which we call TIMBERT) as the core

of the network, in order to learn directly in an end-to-end fashion the mapping from the input sen-

tence to the associated output labels. When evaluated with the SemEval 2019 shared task 12 test

set (Weissenbacher et al., June 2019), our best model achieved an F1 score of 90.85%, a significant

improvement compared to our DFNN model’s performance of 80.13% and the state-of-the-art of

89.10% (Wang et al., June 2019; Magnusson and Dietz, June 2019).

The significant performance enhancement of our BERT based model came at a cost of memory

and computation complexity. In order to reduce the computation costs of TIMBERT we experi-

mented with parameter pruning and proposed a novel algorithm, IMPS, for large scale parameter

pruning of neural networks, then investigated its application in the toponym recognition task.

Our experiments with parameter pruning resulted in compressed TIMBERT models that consis-

tently outperformed the uncompressed models at 10% pruning level. Extreme regimes of pruning,

such as 90% parameter reduction, via our proposed IMPS algorithm led to minimal loss of perfor-

mance which underlines the significant ability of our pruning algorithm in finding the less essential

structures within a neural network and removing them.

In Chapter 4, we also examined the effect of parameter pruning in the transfer learning do-

main. Our results showed the importance of network initialization values in finding the optimal

compressed neural network from an uncompressed base model and suggested that task-specific

fine-tuning of the base model prior to its knowledge transfer to a downstream task could help to

reduce the margin of performance loss.

5.2 Contributions

This thesis presented a number of theoretical and practical contributions, including:
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• the implementation of different feed-forward neural networks enriched with linguistic in-

sights for toponym identification within the medical domain for the SemEval 2019 shared

task 12 (Weissenbacher et al., June 2019). This led to two publications: Davari et al. (April

2019) and Davari et al. (to appear 2020). (see Chapter 3)

• a novel approach to toponym detection in the medical domain, based on knowledge transfer

from language models which achieves the state-of-the-art performance on the SemEval 2019

shared task 12 test set (Weissenbacher et al., June 2019). (see Chapter 4)

• a novel parameter pruning algorithm, based on the Lottery Ticket Hypothesis (Frankle and

Carbin, May 2019) algorithm, for large scale neural networks which leads to minimal loss of

performance even in severe pruning regimes. (see Chapter 4)

• insights into the benefits of tasks-specific fine-tuning of large scale language models prior to

their knowledge transfer to downstream tasks. (see Chapter 4)

5.3 Future Work

In Chapter 3, we developed a toponym detection model and showed that the presence of certain

linguistic features improve the model performance. More specifically, we investigated the effect of:

removal of punctuation marks, removal of stop words, orthographic features, part of speech tags,

and lemmatization. An in-depth investigation of the influence of other linguistic features that we

did not examine, would reveal further insights on the task of toponym detection. As a result, future

neural models could leverage these insights to enhance their performance.

In Chapter 3, our experiments with deeper neural models were fruitless due to the small size

of the dataset. The models could be extended for better performance provided more human an-

notated data. However, since human annotated data is expensive to produce, we suggest distant

supervision (Krause et al., November 2012) to be explored to further improve results in the task.

Furthermore, in Section 4.3.2.3, we saw the benefits of task-specific transfer learning. It would be

interesting to see whether task-specific transfer learning could further improve the performance of

the model we developed in Chapter 3.
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In Chapter 4, we developed a family of Toponym Identification Models based on BERT (TIM-

BERT) as the backbone of the network. In future studies, we would like to investigate the effects of

other language models, such as XLNET (Yang et al., December 2019), RoBERTa (Liu et al., July

2019), and ALBERT (Lan et al., September 2019), for the backbone of TIMBERT and study the

behaviour of parameter pruning algorithms on these models.

In Chapter 4, we proposed a novel iterative parameter pruning algorithm (IMPS), based on

the Lottery Ticket Hypothesis (LTH) (Frankle and Carbin, May 2019) algorithm, augmented with

a scoring mechanism to centralize parameter ranking. We applied our algorithm in the domain

of transfer learning to a large scale natural language processing (NLP) task and found empirical

evidence of stability and robustness of IMPS over the LTH algorithm.

Future studies on other NLP tasks is needed in order to confirm the performance gains of IMPS

over LTH that we observed for the toponym identification task. Moreover, we would also like to

see whether this pattern continues in other domains that leverage transfer learning such as computer

vision.

An additional research direction is the performance and stability analysis of IMPS compared

to LTH when applied to neural networks for which the learning process does not involve transfer

learning. For this specific setting, Frankle et al. (June 2019) (see Section 2.11) have introduced a

more stable and scalable variation of LTH. The main idea of our algorithm could easily be integrated

with this work and it would be interesting to see whether any performance improvement can be

achieved.

Overall, the main objective of this thesis was to make use of the current developments in the field

of deep learning and natural language processing (NLP) to further facilitate the automation of text

based processes in the biomedical domain. NLP in the biomedical domain faces many challenges

such as: the small number of publicly available datasets, the relatively small training samples per

dataset, the domain specific vocabulary, etc. Considering the problems surrounding the field of NLP

in the biomedical domain and the relatively recent interest in applying neural network techniques to

bridge the gap between model performance in the general English domain and biomedical domain,

much more research still remains.
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