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ABSTRACT

Enabling Technologies for 5G and Beyond: Bridging the Gap between

Vision and Reality

Mohaned Chraiti, Ph.D.

Concordia University, 2019

It is common knowledge that the fifth generation (5G) of cellular networks will

come with drastic transformation in the cellular systems capabilities and will redefine

mobile services. 5G (and beyond) systems will be used for human interaction, in addi-

tion to person-to-machine and machine-to-machine communications, i.e., every-thing

is connected to every-thing. These features will open a whole line of new business op-

portunities and contribute to the development of the society in many different ways,

including developing and building smart cities, enhancing remote health care services,

to name a few. However, such services come with an unprecedented growth of mo-

bile traffic, which will lead to heavy challenges and requirements that have not been

experienced before. Indeed, the new generations of cellular systems are required to

support ultra-low latency services (less than one millisecond), and provide hundred

times more data rate and connectivity, all compared to previous generations such as

4G. Moreover, they are expected to be highly secure due to the sensitivity of the

transmitted information.

Researchers from both academia and industry have been concerting significant

efforts to develop new technologies that aim at enabling the new generation of cellular

systems (5G and beyond) to realize their potential. Much emphasis has been put on

finding new technologies that enhance the radio access network (RAN) capabilities

as RAN is considered to be the bottleneck of cellular networks. Striking a balance

between performance and cost has been at the center of the efforts that led to the

newly developed technologies, which include non-orthogonal multiple access (NOMA),

millimeter wave (mmWave) technology, self-organizing network (SON) and massive

multiple-input multiple-output (MIMO). Moreover, physical layer security (PLS) has
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been praised for being a potential candidate for enforcing transmission security when

combined with cryptography techniques.

Although the main concepts of the aforementioned RAN key enabling technologies

have been well defined, there are discrepancies between their intended (i.e., vision)

performance and the achieved one. In fact, there is still much to do to bridge the

gap between what has been promised by such technologies in terms of performance

and what they might be able to achieve in real-life scenarios. This motivates us to

identify the main reasons behind the aforementioned gaps and try to find ways to

reduce such gaps. We first focus on NOMA where the main drawback of existing

solutions is related to their poor performance in terms of spectral efficiency and con-

nectivity. Another major drawback of existing NOMA solutions is that transmission

rate per user decreases slightly with the number of users, which is a serious issue

since future networks are expected to provide high connectivity. To this end, we de-

velop NOMA solutions that could provide three times the achievable rate of existing

solutions while maintaining a constant transmission rate per user regardless of the

number of connected users.

We then investigate the challenges facing mmWave transmissions. It has been

demonstrated that such technology is highly sensitive to blockage, which limits its

range of communication. To overcome this obstacle, we develop a beam-codebook

based analog beam-steering scheme that achieves near maximum beamforming gain

performance. The proposed technique has been tested and verified by real-life mea-

surements performed at Bell Labs.

Another line of research pursued in this thesis is investigating challenges pertain-

ing to SON. It is known that radio access network self-planning is the most complex

and sensitive task due to its impact on the cost of network deployment, etc., capital

expenditure (CAPEX). To tackle this issue, we propose a comprehensive self-planning

solution that provides all the planning parameters at once while guaranteeing that the

system is optimally planned. The proposed scheme is compared to existing solutions

and its superiority is demonstrated. We finally consider the communication secrecy

problem and investigated the potential of employing PLS. Most of the existing PLS

schemes are based on unrealistic assumptions, most notably is the assumption of hav-

ing full knowledge about the whereabouts of the eavesdroppers. To solve this problem,

we introduce a radically novel nonlinear precoding technique and a coding strategy
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that together allow to establish secure communication without any knowledge about

the eavesdroppers. Moreover, we prove that it is possible to secure communications

while achieving near transmitter-receiver channel capacity (the maximum theoretical

rate).
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Chapter 1

Introduction

1.1 New Era of Cellular Systems

The wireless industry stakeholders, including service providers, wireless technology

developers, and even governments, have been racing to take the lead in developing

and deploying the next generation of cellular networks, namely, the fifth generation

(5G) and beyond [1–3]. This race has been driven by the belief that the new cellular

generation represents a major transformation in the type, diversity and quality of

services that will be made available for customers. This will give rise to significant

opportunities that will lead to revolutionizing many facets of our lives, including

building smarter cities, reducing energy consumption and hence pollution, solving

traffic problems, improving health services through remote access, to name a few.

Although the 5G network architecture specifics are still being defined, multiple

5G mobile services (i.e., remote cars, machine-to-machine communications) and de-

vices (e.g., internet-of-things devices) are already been deployed [4], [5]. These 5G

anticipated services come with heavy requirements in terms of transmission rates,

reliability, and latency [6–8].

The services, that 5G networks are expected to provide, have been defined to a
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large extent. With the emergence of mobile internet and Internet of Things (IoT) ,

the 5G and beyond systems will not only be used for human interaction [9], [10]. They

will increasingly become the primary means of network access for person-to-person,

person-to-machine and machine-to-machine (M2M) connectivity. In this use case,

connectivity is the major concern. Some other 5G use cases are delay sensitive such

as the case of vehicle-to-vehicle (V2V) communications. Many other data-intensive

mobiles services, both consumer-oriented and business-to-business, are also on the

verge of emerging. Examples include virtual/augmented reality and 3D ultra-HD

video haptic feedback applications. Therefore, 5G has to be designed to enable very

diverse use cases that have highly different requirements.

The performance criteria and requirements of 5G networks that are needed to

achieve all the anticipated services have also been well defined. It has been deter-

mined that 5G networks should be able to support a hundred times higher data rate

(ultra-high rate), a latency of less than one ms (ultra-low latency) across the radio

access link, a hundred times more connections (ultra-connectivity) and three orders

of magnitude lower energy consumption as compared to 4G systems [6–8]. Moreover,

some 5G services and their diverse requirements (e.g., transmitting short data with

ultra-low latency requirements) render the suitability of the security mechanisms,

used in previous generations, questionable for 5G [11]. To provide security for such

applications in an efficient way, the cellular systems security mechanism should be

revised, which is being considered as a pivotal issue in developing the standards of

the new generation.

Meeting the service providers’ and consumers’ expectations requires that cellu-

lar systems undergo radical transformations especially at the radio access network

(RAN), as it has been identified as the cellular network bottleneck [7], [8]. Such

transformation should not be limited to enhancing the base stations (BSs) and the
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users devices capabilities (e.g, latency, transmission rate), but should also englobe the

way that the RAN equipments are deployed (i.e., the RAN architecture), which will

have a big impact on enhancing the overall system capacity and reducing its cost. For

these reasons, there is ongoing work in multiple directions, and a set of key-enabling

technologies have been concluded. In fact, to enhance the connectivity and reduce

latency, non-orthogonal multiple-access (NOMA) has been developed [12], [13]. To

overcome the bandwidth shortage, millimeter wave (mmWave) communications has

been suggested [14–16]. Moreover, self-organizing network (SON) technology is pro-

posed as a promising approach to address the RAN cost issue through optimizing the

use of radio equipment (e.g., BSs, antennas). SON will contribute to enhancing the

quality of experience at an affordable service cost [17–21]. In addition, Physical-Layer

Security (PLS) has been proposed as a potential technique that could reinforce secu-

rity [22]. Another key enabling technology is massive multiple-input multiple-output

(MIMO), which brings all the benefits of MIMO with added gains in terms of diversity

and multiplexing.

Despite the fact that the main concepts of each of these proposed technologies

are well defined, there is a huge discrepancy between the achieved performance and

the minimum intended one that is necessary to enable the 5G. For instance, 5G and

beyond systems are expected to handle thousand more devices as compared to 4G. As

a remedy, NOMA has been investigated. However, it turn out that current versions

of NOMA, that are available in the literature, could at maximum double or triple the

number of connected devices [23]. Otherwise, the transmission rate per user decreases

considerably which could cause communications interruption. It is to admit that other

options are available such as using mmWave technology that provide large bandwidth

and hence high connectivity. However, they come with multiple disadvantages in

terms of cost and reliability and hence are deemed not preferable solutions.
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During the PhD work, we aim to reduce the gap to the expected performance

from each of the RAN enabling technologies, i.e., bridging gaps between vision and

reality. We propose several innovative solutions pertaining to a number of those

technologies, that includes NOMA, mmWave, SON and PLS (massive MIMO is not

considered in this dissertation and it is the subject of future investigations.) The

results show a significant enhancement as compared to what has been published

so far on these subjects. For instance, considering the same problems related to

NOMA that is described above, we provide a novel NOMA technique that keeps the

transmission rate per user almost constant as the number of uses increases which is

counter intuitive and is contrary to what is believed so far, i.e., the transmission per

rate decrease almost linearly with the number of users. This is significant results, since

it suggests that the technique allows to handle with the large number of connected

devices without sacrificing too much in the transmission rate. In the next section, we

provide a brief description of the RAN’ enabling technologies and brief summary of

our contributions.

1.2 Overview of RAN Enabling Technologies

NOMA, mmWave, SON and PLS are deemed to be necessary and complementary due

to the diversity of the anticipated services. One may not need all those technologies for

all the anticipated services as one technology may be central for certain services, but

not for other services. For instance, for ultra-reliable and low latency communications

(URLLC), there is a security issue (the transmitted information is of a very small size)

in addition to connectivity and reliability problems. In this case, mmWave is not a

good choice because mmWave links are not highly reliable. Meanwhile, mmWave is a

good option to handle enhanced Mobile Broad Band (eMBB) services in which high

transmission rate is required and moderate reliability is acceptable. In the following,
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we introduce each of the key enabling technologies of interest and provide their roles

in enabling 5G and beyond systems.

1.2.1 Non-Orthogonal Multiple Access

Multiple access techniques specify how the radio resources (e.g., spectral resource,

time, code, power) are shared among users. The design of a suitable multiple access

technique is one of the most important aspects and enablers for improving the ca-

pacity of cellular systems. In fact, multiple access has been a major distinguishing

factor among different cellular systems. For example, 3G (the third generation of

cellular systems) is based on code division multiple access (CDMA), whereas, in 4G

(the fourth generation), orthogonal frequency division multiple access (OFDMA) was

adopted.

The evolution from one generation to the next has primarily been motivated by the

continuous increase in mobile traffic, the number of connected mobile devices and the

emergences of new mobile services, while the spectral resources (and radio resources

in general) remain somewhat limited. Each generation comes with the development of

suitable multiple access techniques that exploit efficiently and adequately the avail-

able radio resources according to the requirements of mobile services. The recent

emergence of new industry verticals (IoT, pervasive computing, machine-to-machine,

tactile internet, etc.) presented new heavy requirements for 5G and beyond systems in

terms of transmission rate, latency, connectivity and diversity of services [6,7]. Con-

sequently, it is imperative to develop novel spectrally efficient and flexible multiple

access techniques to enable the new generation of cellular systems [12, 13].

Until recently, supporting multiuser communication (i.e., multiple mobile termi-

nals) has been achieved through using orthogonal multiple access (OMA) techniques.

Such techniques allocate the available resources, in an orthogonal fashion in time
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(e.g. time division multiple access (TDMA)), frequency (e.g., OFDMA), code (e.g.,

CDMA) and/or space using MIMO technologies. It is reasonable to use OMA tech-

niques to establish interference-free communications with multiple users and hence to

provide a good performance in terms of communication reliability. However, owing

to the fact that resources are limited, OMA may provide a limited number of con-

nections. As such, relying only on OMA may not be sufficient to support massive

connectivity. Moreover, it is not flexible enough to accommodate in an efficient man-

ner the diverse anticipated 5G mobile services [12,13]. In fact, resources are normally

allocated, as per existing standards such as 4G, by blocks of a fixed size. Since it is

not possible to divide a resource block into smaller parts, users also have to wait for

their turn to have access. This poses a major challenge to delay-sensitive applications

such as virtual reality and augmented reality. Besides, allocating reassure blocks to

users with delay constraints or with low rate requirements (e.g., sensor nodes) could

lead to low spectral efficiencies.1 To elaborate, let us consider the case of a sensor

node that aims to transmit real-time information with a low rate over a channel char-

acterized by a high capacity. On one hand, since the information is delay-sensitive,

the BS has to allocate resources to the sensor. On the other hand, since the resources

are allocated by blocks (e.g., OFDMA), only a part of the resource block is utilized

and doping bits are used to fill the remaining part of the resource block, which cannot

be assigned to other users. Motivated by this challenge, novel techniques need to be

developed to augment existing OMA techniques to provide more flexible solutions

suitable for 5G and beyond systems.

1The spectral efficiency is used to characterize the number of info information bits delivered per

second per Hz, whereas the channel capacity denotes the maximum possible reliable rate that a

system can support. A system with high channel capacity does not always lead to a high spectral

efficiency. However, the spectral efficiency should be less than the channel capacity. Otherwise, from

channel coding theory, reliable communications is not possible.
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In an effort to overcome challenges facing OMA, much work has been done re-

cently to come up with more flexible multiple access techniques suitable for 5G. To

this end, NOMA has been introduced [24–26], where employing NOMA in conjunc-

tion with OMA leads to enhancing the number of served users per radio resource

element. The basic idea of NOMA is to share the same time-frequency-code-space

resource among multiple users. With this feature, NOMA opens up the possibility

of providing ultra-high connectivity. In addition, multiple users with different service

types and transmission rate can be multiplexed and transmitted concurrently, which

effectively reduces latency and enhances the spectral efficiency. NOMA is also able

to enhance fairness without sacrificing much on the spectral efficiency. Owing to its

advantages, NOMA has been considered as a key technology for 5G. Moreover, a

downlink version of NOMA, namely, multiuser superposition transmission (MUST),

has been proposed for the third generation partnership project long-term evolution

(3GPP LTE) networks [27].

Several NOMA schemes have recently been proposed [23–34], where the key idea

is to explore the power domain to realize multiple access. Specifically, different users

are allocated different power levels according to their channel state information (CSI)

that is assumed to be available at the BS. Then, their signals are transmitted si-

multaneously over the same resource elements. To handle interference and sperate

concurrent signals at the receiver side, successive interference cancellation (SIC) is

normally adopted.2 The NOMA concept has been deemed to be very promising to

enable the 5G RAN as it has great potential for enhancing the connectivity and spec-

tral efficiency, and for supporting a wide range of the services. However, NOMA,

as a technology, has not matured yet, and this is evident from the surge in research

2SIC consists of decoding first the signal with the strongest power while considering the remain-

ing signals as noise. Then, the receiver removes the contributions of the decoded signal from the

originally received one. The receiver considers again the strongest signal among the non-decoded

ones and proceeds similarly. This process continues up to decoding all the signals of interest.
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activities we have been witnessing over the past few years.

1.2.2 MmWave Communications

Despite the research efforts to develop spectrally efficient wireless technologies such

as NOMA, the wireless industry will have to deal with the overwhelming service

demands in serving large numbers of users. The currently used bandwidth is scarce

and hence it is not possible to serve a large number of users with high transmission

rate and high quality of service. To overcome the bandwidth shortage, the wireless

industry is moving towards using a high frequency band, namely, 6-300 GHz, which

is referred to as millimeter wave (mmWave) frequencies [14–16]. This frequency band

constitutes a substantial portion of the unused frequency spectrum and offers a large

additional bandwidth, which is ten times more than the currently used bandwidth.

MmWave is deemed an essential key enabling technology for 5G as it is aligned

with the anticipated services and architecture of 5G. In fact, by increasing the band-

width, the data rates are greatly increased, while the latency for digital traffic is

greatly decreased, thus providing better support for eMBB and ultra-low latency

applications. Furthermore, due to the smaller wavelength, large mmWave antenna

arrays can be integrated into small form factors and hence mmWave transmissions

may exploit polarization and new spatial processing techniques, such as MIMO and

adaptive beamforming [35]. In addition, given this significant jump in bandwidth and

new capabilities offered by mmWave, the wireless backhaul links will be able to handle

much greater capacity than today’s 4G networks. Also, it is anticipated that opera-

tors continue to reduce cell coverage areas to exploit spatial reuse, and implement new

cooperative architectures such as cooperative MIMO, relays, and interference mitiga-

tion between BSs, the cost per BS will drop as they become more plentiful and more

densely distributed in urban areas, making wireless backhaul essential for flexibility,
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quick deployment, and reduced ongoing operating costs. Moreover, as opposed to the

disjointed spectrum employed by many cellular operators today, where the coverage

distances of cell sites vary widely in the current exploited frequencies range, i.e., be-

tween 700 MHz and 2.6 GHz, the mmWave spectrum will have spectral allocations

that are relatively much closer together, making the propagation characteristics of

different mm-wave bands much more comparable and homogenous. Finally, a com-

mon myth in the wireless engineering community is that mmWave communications

provides small coverage. However, when one considers the fact that today’s and antic-

ipated 5G cell sizes in urban environments are on the order of 200 meters, it becomes

clear that mmWave cellular is compatible with the architecture vision of the 5G and

beyond systems.

1.2.3 Self-Organizing RAN Architecture

To reduce the CAPEX and OPEX, the wireless industry is moving, respectively,

towards developing flexible RAN that adapts dynamically to the services demand (i.e.,

on demand resource provisioning) and self-oriented architecture that automatically

adjust itself with minimum human intervention (i.e., zero-touch network). To achieve

this vision, a first step has already been taken in this direction by the 3GPP and

the Next Generation Mobile Networks (NGMN) Alliance in which they introduced

the concept of SON [17], [18–21]. SON is a technology designed to automate the

planning, configuration, management, and healing of cellular networks. The concept

received attention from the telecommunication leaders such as NOKIA and Ericsson.

It is anticipated to be worth 5.5$ Billion by 2022 and to be the key enabling solution

for low cost and high capacity 5G systems [36].

Until recently, the notion of SON has been limited to automating the task of

adjusting the BSs’ basic parameters (e.g., coverage, transmit power). This clearly
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offers an OPEX reduction by decreasing the level of human intervention. However,

it reduces CAPEX only to some extent, owing to the rigidity of the current cellular

system physical architecture as it is not flexible enough to accommodate the concept

of “on demand resource provisioning.” This is intuitive since it is not possible to

dynamically adjust the physical architecture to immediately respond to changing

service demands. To elaborate, consider the practical case of two different zones with

different peak traffic hours. As the zones are distinct, the BSs in one zone cannot be

reused to carry the traffic of the other zone. Hence, the network in each zone may

be designed/provisioned based on the peak traffic to meet certain QoS requirements.

In this case, the network in each zone is over provisioned during regular hours, which

implies a non-justified high CAPEX. Another example is the case of IoT devices that

usually need to periodically connect to a cellular network in which case designing a

system to provide full-time connection for these devices is clearly a waste of resources.

The variation of traffic over time and space is more pronounced during special events.

Provisioning a high capacity cellular network everywhere to carry such traffic is clearly

ridiculously expensive since it is not needed after the event. To be able to optimize the

use of the network elements (that is, on demand resource provisioning) and save on

CAPEX, the physical architecture of a network ought to be more flexible. A solution

currently adopted by operators, during special events, consists of placing temporary

BSs mounted on mobile platforms (such as vehicles) near events. However, such

solution is not well developed and is not yet automated. It is simply limited to

placing a BS near an event place.

Motivated by this, several works proposed to further develop the concept of in-

corporating network mobile BSs such as unmanned aerial vehicle (UAV) into the

existing cellular infrastructure to provide smart and flexible architectures that are

able to adapt dynamically to traffic demand [37–39]. Mobility opens the door for the
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possibility of reusing the network elements. Replacing not-fully-utilized static BSs

with mobile BSs could reduce CAPEX considerably, as they can be relocated from

one zone to another, depending on immediate needs. This proposition removes also

the need for additional towers and cables when a BS is only needed temporary.

In terms of standardization, a study item on enhanced long-term evolution (LTE)

support for connected UAVs was started in Release 15, by 3GPP in March 2017 [40],

and completed in December 2017, with LTE UAV-BS field test results documented

and analyzed [41] for sub-6GHz bands. Both academia and industry have demon-

strated prototype designs [42], field test results, and UAV-BS capable cellular network

designs. For example, Google Loon project enabled emergency LTE service recovery

to Puerto Rico after the Hurricane Maria disaster in 2017. Moreover, Qualcomm

and AT&T test UAV-BSs on commercial LTE networks for accelerating wide-scale

deployment. Verizon has been testing a 200-pound gas-powered drone in New Jersey

for providing a 4G LTE signal throughout a one-mile range. They developed UAV-

BS prototypes and made field trials for mobile communication purposes in 4G LTE

bands.

1.2.4 Physical-Layer Security

One may think that achieving the objective of 5G is confined to provide super-speed,

low-latency and high connectivity systems. However, there are other hidden require-

ments, yet necessary, for an appropriate operation of the system. This includes com-

munications secrecy [11]. In fact, the new generation of cellular networks is expected

to transform every aspect of humans’ activities, play an integral role in the infras-

tructure and vertical industries, and enable pervasive mobile computing, e-commerce,

multimedia communications, health monitoring, and others. These technologies are

often used to transport sensitive information. As our dependence on this rapidly
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expanding wireless ecosystem increases, we are increasingly challenged with serious

threats related to privacy, data confidentiality, and critical system availability. There-

fore, providing secure next generation radio interface is indispensable. However, mul-

tiple studies showed that providing security for the new generation is very challenging

for two main reasons.

First, a substantial number of these threats is attributed to the broadcast nature of

the wireless medium, which exposes data transmission to attacks. Attackers normally

look for the weakest point in the chain. Using the wireless medium, unauthorized par-

ties can easily eavesdrop on over-the-air packet transmissions. Eavesdropped packets

can be analyzed to gather critical information about a user, including their associ-

ation and identity [43], their whereabouts and movements [44–48], their well-being

(inference of medical conditions by detecting electronic medical aids), and their pref-

erences (consumer, political, religious, and social). Unfortunately, commonly used

cryptographic mechanisms fail to provide adequate security and privacy for wireless

systems. Although encryption can be applied to the payloads of various protocol lay-

ers, the Physical header and certain fields in the Medium Access Control header must

still be transmitted in the clear to ensure correct protocol operation. For this reason,

the Office of the Privacy Commissioner of Canada reported that wireless communica-

tions today is the weakest point in a communication chain and is a serious potential

target for cyber-crimes [49]. It was indicated in several reports that the use of mobile

phones poses a serious threat for the Government of Canada, for the privacy of Cana-

dian citizens, as well as for the Canadian economy. For instance, mobile payments

using Near Field Communication transactions, which is in becoming very popular in

Canada, is reported to lack security [50]. Indeed, cryptographic mechanisms fall short

to provide secure communications and the only security guarantee is the proximity

of the communicating devices [50]. We stress here that this solution, which lacks any
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security, is provided by Visa and other companies.

Second, while LTE (i.e., 4G) was designed primarily to support the mobile broad-

band use case (i.e., broadband access to the Internet), next generation systems target

servicing a variety of additional use cases with a variety of specific requirements,

and this aggravates the secrecy concerns. For example, 5G/6G systems are expected

to provide ultra-low latency, low reliability (ULLRC) services where very short bit-

sequences are transmitted and must be instantaneously decoded. Meanwhile, it is

common knowledge that encrypted short bit sequences are easy to decipher. More-

over, 5G/6G systems are expected to enable communications in a decentralized fash-

ion such as device-to-device communications and machine-to-machine communica-

tions where having a priori shared secret key may not be possible. Furthermore,

a few of the 5G devices (e.g., IoT) are expected to have limited capacity in terms

of computational power and battery. This makes IoT devices unable to support a

sophisticated encryption and decryption mechanisms.

Cryptography mechanisms have been in place for many years now as a first line

of defense against many forms of security threats. However, according to the wireless

communications leaders such as NOKIA, the existing security techniques are not

suitable to meet the requirement of next generation systems in terms of latency (due to

key establishment mechanism), spectrum efficiency (due to overhead), and cost (due

the energy consumption and computational capability) [22]. Meanwhile, physical-

layer security (PLS) has been identified as a potential candidate to add another layer

of security that aims at reinforcing security for next generation systems [22]. This

approach safeguards data confidentiality by exploiting the intrinsic randomness of the

wireless medium. PLS takes advantage of the interference phenomena that govern

the wireless medium to secure communications. In addition, PLS offers the advantage

of providing secrecy independent of how powerful the eavesdroppers can be in terms
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of computational capability [51], [52]. Moreover, PLS is implemented using signal

processing and communication theory and hence does not require high computational

capability. Furthermore, it does not require key exchange, which reduces the overhead

and provides low latency. This makes PLS a promising approach to reinforce security

and meet next generation requirements.

1.3 Contributions

Despite the fact that the main concept of each of the above-mentioned enabling tech-

nologies has been well defined, there has been a discrepancy between the performance

that those technologies offer in theory and the one that is needed to enable 5G and

beyond networks. This motivates us to find ways to reduce the gap between the

envisioned performance and the achievable one. Our contributions span the four en-

abling technologies described above, namely, NOMA, mmWave, SON and PLS. For

each of these technologies, we identify the main challenges and then propose suit-

able solutions. We show how the proposed solutions contribute to enhancing the

RAN capabilities in terms of spectral efficiency, connectivity, transmission rate, cost

and security. In this section, we summarize the contributions made in each enabling

technology.

1.3.1 Enhancing the Spectral Efficiency and Connectivity

One of the major thrusts of this thesis is the development of spectrally efficient

techniques that are based on the NOMA concept. Recall that enhancing the spectral

efficiency helps to increase the connectivity and/or transmission rate per user. Several

works have been published in this subject. However, the existing solutions give rise

to interference, which normally increases with the number of connected users. This
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explains the modest gain achieved by the existing NOMA techniques, which has

been shown to be approximately 20% more than the one achieved by conventional

OMA techniques [23]. Moreover, existing NOMA schemes are able to double or

triple the number of connected devices, which is insufficient to handle the expected

massive number of connected devices. In fact, the transmission rate per user decreases

linearly with the number of users. As the number of users becomes high, the links

to the users will be dominated by interference, which renders their connectivity with

the transmitter impossible.

In addition, the performance of existing NOMA solutions greatly depend on the

performance of the adopted power allocation technique at the transmitter as well

as on the interference management technique adopted at the receiver. For a proper

operation of these techniques, the CSI is required to be available at the transmitter.

Feeding back the CSI, however, is a heavy requirement that is undesired from a

practical point of view. This represents another major drawback of existing NOMA

techniques.

In light of the above, we propose a spectrally-efficient NOMA technique that

achieves a considerable transmission rate gain, which could reach more than three

times the rate achieved by existing NOMA techniques [53–55]. A more significant

achievement is that the effective transmission rate per user is almost constant as the

number of users increases. This proves that the proposed technique is promising to

significantly enhance the connectivity at almost no cost in terms of the transmission

rate per user. This makes the proposed technique suitable for 5G as it is expected to

provide massive connectivity. Another advantage is that the proposed approach does

not require the availability of the CSI at the transmitter. The essence of the proposed

approach is to exploit the similarity among users’ short bits sequences (e.g., 24-bit

length) that is highly probable even if the entire users’ bit streams are completely
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independent. The number of similar sequences increases as the number of users

increases, which explains the stability of the transmission rate per user against the

variation of the number of users. To the best of our knowledge, this work is the first

that exploits possible overlapping among short bit sequences belonging to users with

independent bit streams. Moreover, it is the first that offers a transmission rate per

user that is stable against any increase in the number of users. In addition to its

outstanding performance, the proposed technique is simply based on a comparison

between users’ short bit sequences at the base station. It is simple to implement and

has low complexity (P-problem), which makes it suitable for industry. The work done

in this subject has been published in three journal papers [53–55].

1.3.2 Enhancing the mmWave Communications Range

Although NOMA could enhance the spectral efficiency and connectivity through a

smart use of the available spectral resources, the currently used bandwidth is scarce

and hence it is not possible to serve a large number of users with high transmission

rate and high quality of experience. The mmWave technology is considered to be a

key solution to overcoming the bandwidth shortage [14–16]. MmWave transmissions,

however, are limited by the physical properties of the channel, which has been shown

to be very sensitive to blockage (e.g., human body can cause up to 40dB of power

loss) [14]. One may overcome this challenge by combining mmWave and MIMO for es-

tablishing and maintaining robust mmWave communication links [15]. Furthermore,

MIMO is well suited for mmWave where large antenna arrays can be integrated into

small form factors due to the corresponding small wavelengths [35].

MIMO beamforming can be done in the digital and analog domains. However,
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both approaches are hindered by several constraints when it comes to mmWave trans-

missions. In fact, there are multiple challenges that prevent from performing fully dig-

ital beamforming, including the high cost of the radio frequency (RF) chains and their

high-power consumption [56–64]. As such, a mmWave mobile device is expected to

be equipped with an antenna array of large size while having fewer RF chains. Hence,

beams will be partially or fully designed in the analog domain through the configu-

ration of phase-shifters. Existing works on mmWave analog beam design either rely

on the knowledge of the CSI per antenna within the array, require large search time

(e.g., exhaustive search techniques) or do not guarantee a minimum beamforming

gain (e.g., codebook based beamforming techniques).

In this thesis, we propose a beam design technique that does not require CSI at

the transmitter while guaranteeing a minimum beamforming gain [65]. The key idea

involves using measurements that are collected from previously connected users to

predict the beam designs for future connected users. In fact, the measurements are

used to build a beamforming codebook that regroups (i.e, clusters) the most probable

beam designs containing dominant signals. We invoke Bayesian machine learning for

measurements clustering. We conduct a real-world experiment to build the codebook

and to validate its performance. The results demonstrate the efficacy the proposed

technique and show a reduction in the training time by a factor of more than 20 as

compared to exhaustive search. This is obtained while achieving a minimum targeted

beamforming gain. The work done in this subject lead to one journal paper [65].

1.3.3 Optimizing RAN Architectures

While developing 5G, the focus has been on breakthrough technologies that could

enhance the BS and users capabilities, such as mmWave, massive MIMO, among

others. However, such solutions are deemed to be expensive. Therefore, the SON
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concept has been developed to enable smart architectures that optimize the use of

the network elements and automate their operation to address high CAPEX and

OPEX issues.

Among the SON utilities, unsupervised RAN planning has received special inten-

tion, since it decides on the required radio resources and the equipment to deploy,

which directly affects CAPEX. Motivated by the above, we aim in this work to develop

an unsupervised planning process that provides the essential planning parameters of

cellular networks, including the minimum number of required BSs, their positions,

coverage, and antenna radiation patterns, while taking into consideration the inter-

cell interference and satisfying capacity, coverage and transmit power constraints [66].

This optimization problem is obviously complex and non-scalable. Moreover, most of

the existing unsupervised cellular planning techniques solve a part of the aforemen-

tioned planning process (e.g., users’ association) while considering assumptions that

may require human intervention (e.g., known number of BSs). We make use of the

statistical machine learning (SML) theory to solve the problem at hand. The core

idea of SML is that the planning parameters are treated as random variables. The pa-

rameters that maximize the corresponding joint probability distribution, conditioned

on observations of users’ positions, are learned or inferred using Gibbs sampling the-

ory and Bayes’ theory. The inference process involves linking the observations and

the planning parameters through a probabilistic model (i.e., problem formulation)

which yields a Dirichlet process. Through several numerical examples, we compare

the performance of the proposed approach to two existing main planning approaches,

including the k-mean based approach, and demonstrate the efficacy of our approach.

We also demonstrate how our approach can leverage existing cellular infrastructures

into the new design. The research findings in this thrust have been published in a

journal paper [66].
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1.3.4 Enhancing Communications Secrecy

Communication secrecy is one of the main challenges of 5G and beyond systems.

Meanwhile, PLS has gained interest from the research community to reinforce com-

munications secrecy for 5G and beyond [22]. Despite the ample theoretical foundation

of PLS, the transition to practical implementation still lacks success due to the un-

realistic assumptions that are normally made. For instance, most of the methods

proposed in the literature failed to provide fully secure communications, i.e., trans-

mit messages completely confidential, considering the practical scenario in which the

CSI of the eavesdropper is completely unknown to the transmitter. Existing PLS

solutions are also power inefficient, given that they have to dedicate a considerable

part of the transmit power to jam eavesdroppers to achieve secure communications.

In this thesis, we develop a radically novel nonlinear precoding technique and a

coding strategy that together allow to fully secure communications in the presence

of an unknown Eve [67], [68]. We prove that it is possible to secure communications

while achieving near Alice-Bob channel capacity. This suggests that there is no power

wasted to jam the eavesdropper and hence full energy is dedicated to send the signal

of interest as in the case when there is no eavesdropper. Such results are of great

importance and could be a big leap toward adopting PLS in the next generation

systems. The work done in this subject resulted in two journal papers [67], [68].

1.4 Thesis Outline

The rest of the thesis is organized as follows. Chapter 2 discusses in detail the NOMA

technology and its main challenges while providing a thorough review of the state-

of-the-art. Moreover, we describe the developed solutions and their performance.

Chapter 3 investigates the mmWave technology in terms of the robustness of the
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link. We also present the proposed solution in this chapter. Chapter 4 targets self-

planning problem and presents machine learning-based solutions that provide in an

unsupervised manner the key planning parameters. Chapter 5 studies security issues

in 5G/6G systems and proposes PLS solutions. Finally, Chapter 6 concludes the

thesis and highlights potential research problems for future consideration.

Notations which are used throughout the thesis are independent from one chapter

to another. Hence, some symbols may appear in different chapters and serve different

purposes.
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Chapter 2

A NOMA Scheme Exploiting

Partial Similarity Among Users Bit

Sequences

NOMA has been proposed as an alternative to OMA in an effort to enhance the

spectral efficiency of 5G cellular systems. However, the throughput gains achieved by

NOMA relative to that of OMA have been shown to be modest. Furthermore, the

connectivity improvements resulting from employing NOMA has been shown to be

twice or three times that of OMA, and this comes at the expense of a linear decrease

in the transmission rate per user as the number of users increases. Therefore, existing

NOMA schemes are not aligned with the vision of having thousands more devices as

compared to 4G.

In this chapter, we propose a novel NOMA scheme that exploits the partial overlap

(i.e., similarity) among users’ bit sequences. The performance of the proposed scheme

is analyzed in terms of the overall throughput. We show that throughput gains of up

to three times that of existing OMA schemes can be achieved. Moreover, we show that

0The work done in this chapter leads to three IEEE published journals [53–55].
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the average rate per user decreases slightly as the number of users increases, whereas

it linearly decreases with the number of users in existing NOMA schemes. We stress

here that the proposed scheme completely differs from existing NOMA schemes as the

latter schemes are based on power allocation at the BS where successive interference

SIC is normally used. The implication of this is that the proposed scheme provides

substantial throughput gains without causing interference among users and without

adopting a specific power allocation at the BS.

2.1 Introduction

The amount of traffic and number of connected devices have increased exponentially

and this increase is expected to continue, possibly at a faster rate especially with

the emergence of IoT, while the resources remain somewhat limited. In this case,

allocating different time-frequency-code-space resource to different users (i.e., orthog-

onal multiple access) clearly provides low connectivity and dramatically decreases

the transmission rate per user. For this reason, it is of particular interest to de-

velop spectrally efficient techniques that would enhance the transmission rate and

connectivity without any additional resources. NOMA that has been considered a

suitable technology that has the ability to improve the spectral efficiency and connec-

tivity. The idea of NOMA centers around communicating simultaneously with differ-

ent users over the same time-frequency-code-space resource. Until recently, multiuser

communication has been enabled through using OMA techniques. Such techniques

allocate the available resources in an orthogonal fashion in time, frequency, code

and/or space using MIMO technologies. It is reasonable to use OMA techniques to

establish interference-free communication with multiple users. However, much more

spectrally efficient multiple access techniques are needed to meet the requirements of

5G networks [12, 13].
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With the above motivation, the notion of NOMA has been recently introduced as

an alternative to OMA [23–34]. The basic idea of NOMA is to share the same time-

frequency-code-space resource among multiple users. With this feature, NOMA opens

up the possibility of providing ultra-high connectivity. In addition, multiple users with

different types of traffic and channel qualities can be multiplexed and transmitted

concurrently on the same resource, which effectively reduces latency and enhances

the throughput (i.e., spectral efficiency). Owing to its advantages, NOMA has been

considered as a key enabling technology for 5G. Moreover, a downlink version of

NOMA, namely, multiuser superposition transmission (MUST), has been proposed for

the third generation partnership project long-term evolution (3GPP LTE) networks

[27].

Several NOMA schemes have been recently proposed [23–34], where the key idea

is to explore the power domain to realize multiple access. Specifically, power is judi-

ciously allocated among users according to their CSI that is assumed to be available

at the BS, and this could be in the form of instantaneous CSI and/or statistical CSI

(large scale fading or effective distance from the BS). Then, successive interference

cancellation is used to separate signals at the receiver side. Considering a multiple-

user NOMA downlink channel, i.e., one BS serving multiple users, it is shown that

NOMA outperforms OMA in terms of the achievable rate [23], [28], [29] and can

provide better user fairness [30].

Exiting NOMA schemes are primarily based on power allocation at the BS and

using SIC at the receiver to separate signals. This approach is widely studied in

the literature [23–34], but the throughput gain has been shown to be modest. For

instance, as demonstrated in [23], the NOMA throughput gain barely reaches 120% of

that of OMA (see Figs. 4 and 9 in [23]). Moreover, the gain vanishes when the users

channel gains are somewhat similar. Thus, to considerably enhance the throughput,
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it is imperative to develop novel approaches that do not rely on power allocation and

SIC in order to achieve meaningful throughput gains.

Other efforts have been made to enhance the spectrum efficiency, which involved

exploiting redundancy in the users messages (i.e., source coding) to remove any cor-

relation among users messages. For instance, the authors of [69] proposed a scheme

for 5G whereby the similarity between the signaling messages of the users located in

the same area is exploited. The signaling messages are compressed based on their

correlations which is shown to be efficient to reduce the transmitted signaling rate.

However, source coding is usually performed prior to doing resource assignment using

the adopted multiple access technique to avoid redundancy. The users bit sequences,

prior to applying the adopted multiple access technique, are independent. Therefore,

allocating resources based on the correlation among users entire messages does not

bring any enhancement in terms of throughput.

In practice, resources are allocated in time and/or frequency in which bit sequences

of short length are sent during a transmission time interval (TTI). Moreover, it is

anticipated that 5G systems support short TTI in order to provide low latency [70–72].

By considering bit sequences (bit blocks) of short lengths, there would exist users that

would have overlapping bit blocks (partial overlap) even if their entire messages are

completely independent. Harnessing such partial overlap has not been exploited in

the literature, and this is the core idea of this work. That is, we intend to exploit the

partial overlap among users bit sequences to enhance the overall system throughput.

Obviously, the probability of having multiple similar bit blocks among different users

increases when there is a massive number of users connected to a BS, which is the

case for systems such as 5G.

Specifically, we exploit the possibility of having an overlap among users bit blocks

with short length to develop a NOMA scheme that offers significant throughput gains
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on the downlink channel. The essence of the proposed scheme is that common bit

blocks are transmitted once, i.e., not repeated for the users who share this overlap.

In this case, one user gets the entire resource, similar what is done in OMA, while

the remaining users recover the common blocks from this transmission, which leads

to improvements in the throughput without interference.1

There are clearly a number of factors that affect the throughput gains, namely,

the amount of targeted overlap and the number of users. When the targeted overlap

is small, it is more likely to have a larger number of users who share this overlap. The

converse is true, that is, if the targeted overlap is large, there will be fewer users with

this overlap, leading to a trade-off between these two parameters. We emphasize here

that the users bit sequences are assumed to be completely independent, and we do

not employ any form of power allocation at the transmitter. Furthermore, users do

not experience any interference as a result of this overlap exploitation. We analyze

the proposed scheme with respect to those parameters and show that considerable

throughput gains can be achieved with reasonable numbers of users. The gains can

be up to three times that achieved by existing OMA schemes. To the best of our

knowledge, this work is the first that exploits possible overlapping among short bit

sequences belonging to users with independent bit streams.

The rest of the chapter is organized as follows. In Section 2.2, the system model

and preliminaries are provided. In Sections 2.3 and 2.4, we present the proposed

scheme and its analysis while considering the particular case in which all users have

similar channel gains. We extend the proposed technique to the case when users have

different channel gains in Section 2.5. Simulation results are given in Section 2.6. We

1It is to note that the proposed approach does not raise security issues as one may think. In fact,
the overlapping bit blocks are already encrypted separately for each user at a higher layer. Thus,
a user may have only access to the encrypted version of another user’s message. This is a valid
assumption since in practice (e.g., 4G) the information is often received by multiple users and then
each user collects only the information intended for it.
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finish by concluding in Section 2.7.

2.2 System Model and Preliminaries

2.2.1 System Model

In this work, we consider a single-input single-output (SISO) downlink broadcast

channel in which a single-antenna BS serves N single-antenna users denoted by

{U1,U2, . . . ,UN} at the same frequency. The time is divided into equal TTIs, each

is equal to K channel uses (symbol periods). During each TTI, the BS serves one or

multiple users using the proposed NOMA scheme. The channel coefficients between

the BS and the users are denoted by {h1, h2, . . . , hN}, respectively. We assume that

the channel gains are subject to independent quasi-static fading, i.e., they are con-

stant within a coherence time and vary independently from one coherence time to

another. The coherence time is on the order of multiple TTIs. Furthermore, it is

assumed that the channel gains are known perfectly at the BS.

The users bit streams are assumed to be independent and of an infinite length.2

Moreover, they characterize the final bit streams (i.e., after source/channel coding

and just before modulation.) This is to emphasize that the proposed scheme exploits

only the possible partial overlap (i.e., similarity) among segments of the final users

bit streams.

The system model adopted in this paper encompasses several practical wireless

cellular systems. For instance, in LTE, the resources in time and frequency are divided

into blocks where each block consists of 12 subcarriers and a TTI of length 7 OFDMA

2It is legitimate to assume that a user message is of infinite length while it is sent in small bit
sequences over multiple resource blocks. This is the case in several practical systems. For instance,
for the case of OFDMA, the users messages are divided into blocks of small size. Then, the BS
sends those bit sequences over several resource blocks of standard size (12 subcarriers with 0.5 ms
length). Therefore, the assumption of infinite-length messages is widely used in the literature merely
for performance analysis convenience.
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symbol durations, i.e., K = 12 × 7. Let R denote the number of bits per symbol.

As such, a sequence of K × R bits can be transmitted over a TTI using a set of 12

subcarriers. In this paper, the proposed scheme is described only for one frequency

which is equivalent to 12 subcarriers in the case of LTE systems. The same resource

allocation scheme can be applied to the remaining subcarrier sets. As resources are

divided into blocks, the BS has to inform users about the resource block mapping.

Similar to the case of existing multiple access schemes such as OFDMA, we assume

that this information is forwarded to the users via a control channel.

In Sections 2.3 and 2.4 below, we assume, for ease of presentation, that all user

channel gains are of similar order. We consider the more general case, i.e., different

user channel gains, in Section 2.5.

2.2.2 Preliminaries: Achievable Rate with Finite Block-length

As per Shannon channel coding theorem, the transmission rate, denoted by R, ap-

proaches the channel capacity with arbitrarily small probability of error as the bit

block-length, denoted by B, approaches infinity [73]. To achieve the channel capacity,

infinite bit streams have to be mapped (modulated) into symbol sequences of infinite

length. Then, a user has to extract the entire (infinite) bit sequence even if the user

is interested in a part of it, as it is the case in the proposed technique. To guarantee

that a user is able to decode the intended bit block, mapping and demapping tech-

niques that only consider short bit sequences have to be considered. In this case, the

channel capacity no longer characterizes the transmission rate but rather it becomes

an upper bound on the one in the finite block-length regime.

In the finite block-length regime, especially when the block-length is short, the

error probability (due to noise) becomes significant. In this case, a tradeoff between

R and the error probability (denoted by ǫ) arises. An accurate approximation of the
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achievable rate R, for a given error probability ǫ, was identified in [74] for a single-hop

transmission system while taking the error probability into account. It was shown

in [74–76] that R can be approximated as

R ≈ log
2

(

1 +
P |h|2

σ2

)

−

√

√

√

√

1−
(

1 + P |h|2

σ2

)−2

B

Q−1(ǫ)

ln(2)
, (2.1)

where P , |h|2 and σ2 are the average transmit power, the channel gain and the additive

white Gaussian noise (AWGN) variance, respectively. Q−1 denotes the inverse of the

Q function.

In the remainder of the paper, we investigate the performance of the proposed

scheme in terms of the effective throughput by applying the above approximation.

This approximation has been shown to be tight for sufficiently large values of B and

represents a lower bound on the achievable rate when B is small (see Figs. 9-11

in [74].) Therefore, for simplicity, we use the above approximation as the achievable

rate in the analytical and simulation results below.

2.3 Partial Overlapping Among Users bits Sequences

(POS)

2.3.1 Motivation Example

We consider in this example a simple case where all user channel gains are of similar

order. We assume that, for each TTI, the BS selects a user randomly to serve with

rate R, i.e., a K ×R-bit sequence is transmitted. Since the bit sequence transmitted

to the selected user is of size K ×R, it is one of 2K×R possible sequences. When the

BS is connected to a massive number of users such that N > 2K×R, there is at least

another user with the exact same sequence. These two users can be simultaneously
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served rather than serving only one user at a time as traditionally done using OMA.

The BS repeats the same process in the following TTI by simultaneously serving

users with similar sequences. Therefore, using this approach, it is possible to serve

simultaneously at least two users per TTI, i.e., effectively transmitting 2K × R bits

per TTI, which approximately doubles the throughput without causing interference

(assuming two users are served at the same time).

In practical scenarios, having N > 2K×R (i.e., infinite number of users) may not

be valid. For instance, the number of transmitted bits over an LTE TTI is equal to

12 × 7 × log
2
(4) = 168 bits when 4-QAM modulation is used. Thus, the probability

of having multiple users with similar sequences may be very low. This suggests

that simply considering the above scheme may only slightly enhance the throughput.

To deal with this, we propose an efficient scheme that considerably enhances the

throughput in a more realistic scenario.

2.3.2 User Selection

Let ζ be the amount of targeted overlap in bits among users bit sequences at the

BS. As ζ decreases linearly, the number of all possible blocks of size ζ decreases

exponentially (i.e., 2ζ) and hence the probability of having similar blocks increases

considerably. Based on this observation, we propose a user selection approach where

bit blocks of short lengths are considered for possible overlapping. In fact, the users

bit sequences are divided into blocks each of size ζ bits. Then, the possible overlapping

between those blocks is considered. That is, one user gets the entire TTI, i.e., the

served user receives K×R bits over the entire TTI, while the remaining selected users

extract only their intended ζ-bit blocks that overlap with the ζ-bit blocks of the served

one (the number of bits ζ is constant and does not change from a TTI to another.)

Recall from (2.1) that the achievable rate per user decreases as the block length B
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decreases which in turn decreases as ζ decreases. On the other hand, the number of

overlapping blocks increases as ζ decreases, which increases the number of served users

and consequently the effective throughput. Therefore, varying ζ has an opposite effect

on the achievable rate per user and the number of served users. However, investigating

the optimal value of ζ is out of the scope of this paper. Therefore, we simply assume

that ζ is constant and predefined.

For the sake of clarity, we describe in this section in detail the POS technique

considering the particular case when, in each TTI, only the first ζ-bit block from each

user bit stream is considered for possible overlapping. The general case when multiple

ζ-bit blocks from each user are considered for possible overlapping is described in

detail in Section 2.4. In fact, the analytical results provided for this particular case

will help the analysis of the general case. Recall that we assume for now that the

user channel gains are of the same order, i.e., |h1|= |h2|= . . . = |hN |= |h|. This

assumption will be relaxed in Section 2.5.

For a given TTI, the BS considers the first ζ-bit block of each user, denoted by

{wζ
1
(1),wζ

2
(1), . . . ,wζ

N(1)}. Then, it partitions into sets the users that have exactly

the same ζ-bit block. The BS selects the set of users with the maximum size. We

denote by γ the size of the selected set of users (denoted by {U1∗ ,U2∗ , . . . ,Uγ∗}).

Then a user Ui∗ (i∗ ∈ [1, N ]) is served during the entire TTI, whereas the remaining

selected users only recover the first received ζ-bit sequence and ignore the remaining

received bits as depicted in Fig. 2.1. The figure illustrates the communication chain

considering the proposed technique when only the first ζ-bit block of each user is

considered for possible overlapping.

The BS transmits only one bit sequence over one TTI which is the one intended

to the selected user Ui∗ . At the users side, each of involved users will demodulate the

received signal using a conventional detector such as the maximum likelihood (ML)
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Figure 2.1: POS communication chain.

detector [77]. However, Ui∗ will keep the entire extracted bit sequence, whereas,

each of the remaining users will only keep the ζ-bit blocks intended to them. This

suggests that the proposed technique does not give rise to inter-user interference (i.e.,

communication is interference-free). As such, the error probability performance is

not affected by the proposed technique, as the performance is dictated only by the

employed modulation/detection methods [77]. Nonetheless, we link in this paper the

effective throughput with the error probability requirement. To elaborate, note that

the effective throughput given by (2.1) is achieved for a given error probability ǫ. This

implies that, for a given ǫ, there exist coding/decoding techniques that achieve such

rate [74–76]. Therefore, throughout the paper, the effective throughput expressions

are provided for a given error probability ǫ.

Since the size of the users bit streams is assumed to be infinite, in the next TTI,

the BS considers the first ζ-bit block of each of the remaining bit streams (i.e., the bit

streams that have not been transmitted yet) of each user, then it proceeds similarly

for forming new sets of users that share the same ζ-bit block.
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In this paper, we use the term transmission rate to denote the number of bits

that are physically transmitted, whereas the effective throughput is used to denote

the number of bits that are effectively transmitted. Note that Ui∗ is served during

an entire TTI, where its bit stream is divided into blocks each of size ζ . For a given

error rate ǫ, the associated transmission rate given in (2.1) can be written as

R = log2

(

1 +
P |h|2

σ2

)

−

√

√

√

√

1−
(

1 + P |h|2

σ2

)−2

B

Q−1(ǫ)

ln(2)
,

(2.2)

where, B = ζ

R
is the number of symbol periods per ζ-bit block. Given that B = ζ

R

depends on R, (2.2) gives a quadratic equation with respect to R. We solve it to

obtain an expression for R. Note that (2.2) has two roots: one is less than the

channel capacity log2

(

1 + P |h|2

σ2

)

and the other is higher than the channel capacity,

which means that the latter is not a valid solution. Let us define a1 , log2

(

1 + P |h|2

σ2

)

and a2 ,

√

1−
(

1+
P |h|2

σ2

)−2

ζ

Q−1(ǫ)

ln(2)
. The appropriate root can hence be written as

R =
2a1 + a22 −

√

(2a1 + a22)
2 − 4a21

2
. (2.3)

As per the proposed scheme, for a given TTI, the first ζ-bit block is retrieved by

γ users, whereas the remaining bits are intended only for Ui∗ . Therefore, the effective

average throughput RPOS can be written as
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B

K
γavg









log2
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1 +
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σ2
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B

Q−1(ǫ)
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B
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(2.4)

where γavg is the average number of users with overlapping ζ-bit blocks. The first

term represents the effective throughput during the first B symbol periods, whereas

the second term is the effective throughput during the remainder of the TTI period.

To provide the effective throughput, we need to analyze γavg which is given next.

2.3.3 Analysis of γavg

Note that 1 ≤ γ ≤ N . As such, we have

γavg =
N
∑

n=1

nPr (γ = n) . (2.5)

We next derive an expression for Pr (γ = n) , ∀n ∈ [1, N ]. Depending on the number

of users, there is at least γmin users that have the same bit block. This implies that

{Pr (γ = n) = 0, n < γmin}. This minimum number of users with similar blocks is

given by the following lemma.

Lemma 2.1. Given N users with independent blocks each of size ζ, there is at least

γmin =
⌈

N
2ζ

⌉

users with a similar bit block.

Proof. The users blocks are of size ζ bits each. Each bit block can thus be one of 2ζ

possible sequences. Let us assume that there are 2ζ sets, where each set presents a

possible sequence. The users are then assigned to those sets based on their bit blocks.
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Let us now assume that there are at most
⌈

N
2ζ

⌉

−1 users with similar sequences. This

implies that each of the 2ζ sets contains at most
⌈

N
2ζ

⌉

− 1 users. As the total number

of users over all sets is equal to N , we have

N ≤ 2ζ
(⌈

N

2ζ

⌉

− 1

)

< 2ζ
(

N

2ζ
+ 1− 1

)

= N,

which is impossible. We can thus conclude that there is at least γmin =
⌈

N
2ζ

⌉

users

with similar sequences.

Since γ ≥ γmin =
⌈

N
2ζ

⌉

, γavg becomes

γavg =
N
∑

n=⌈ N

2ζ
⌉

nPr (γ = n)

=

⌈

N

2ζ

⌉ N
∑

n=⌈ N

2ζ
⌉

Pr (γ = n) +
N
∑

n=⌈ N

2ζ
⌉+1

(

n−

⌈

N

2ζ

⌉)

Pr (γ = n)

=

⌈

N

2ζ

⌉

+

N
∑

n=⌈ N

2ζ
⌉+1

(

n−

⌈

N

2ζ

⌉)

Pr (γ = n) .

(2.6)

The third equality in (2.6) comes from the fact that
∑N

n=⌈ N

2ζ
⌉ Pr (γ = n) = 1, since

having γ > N or γ <
⌈

N
2ζ

⌉

are not possible and the total probability is one.

In order to provide an expression for γavg, we need to derive an expression for
{

Pr (γ = n) , n ∈
[

N
2ζ
, N

]}

. We first write it in the following form.

Pr (γ = n) = Pr (γ ≥ n)− Pr (γ ≥ n + 1) . (2.7)

Now, we need to derive an expression for Pr (γ ≥ n). We start by the case when

n = 2 and n = N , and then for the remaining values of n. For the case of n = 2,

Pr(γ ≥ 2) is the probability that there is at least two users or more with similar bit

blocks. This is the complement of Pr(γ ≥ 2) , i.e., the probability that there are
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no users with similar bit blocks. Pr(γ ≥ 2) is the conditional probability of events,

where each event is a user having its block in the set of possible blocks that does not

contain the blocks of the previous users. For example, the probability that U2 has a

block different from that of U1 is 1−
1
2ζ
. In general, the probability that the bit block

of Ui is different from those of {U1,U2, . . . ,Ui−1} is 1− (i−1)
2ζ

. This gives

Pr(γ ≥ 2) = 1− Pr(γ ≥ 2)

= 1−
N
∏

i=1

(

1−
i− 1

2ζ

)

.

(2.8)

We should note that Pr(γ ≥ 2) = 1 when N > 2ζ, which matches the result found

in Lemma 2.1. Indeed, in Lemma 2.1, we showed that Pr(γ <
⌈

N
2ζ

⌉

) = 0 and hence

Pr(γ ≥
⌈

N
2ζ

⌉

) = 1. Therefore, we have Pr(γ ≥ 2) ≥ Pr(γ ≥
⌈

N
2ζ

⌉

) = 1 given that

2 ≤
⌈

N
2ζ

⌉

when N > 2ζ .

Remark 2.1. In the case when 2ζ ≤ N , Pr(γ ≥ 2) can be approximated as follows

[78].

Pr(γ ≥ 2) ≃ 1− e
−

N2

2×2ζ . (2.9)

It is clear that the probability to have more than two users with overlapping bit blocks

exponentially approaches one as the number of users increases linearly. This suggests

that there is, with high probability, a set of multiple users having overlapping blocks

even for small values of N and large values of 2ζ. In Table 2.1, we present values of

Pr(γ ≥ 2) for 2ζ = 1024. The table shows that N = 100 << 2ζ is sufficient to have

almost surely at least two users with similar ζ-bit blocks. This result suggests that the

proposed scheme is promising to enhance the throughput even for a relatively small

number of users.

When N = γ, it means that all users first ζ-bit blocks overlap with each other. It

is the probability of the event that {U2,U3, . . . ,UN} have blocks similar to the one
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Table 2.1: Pr(γ ≥ 2) for different values of N .
N 10 20 50 100 200

Pr(γ ≥ 2) 0.0431 0.1703 0.7036 0.9933 0.999

of U1. As such, the probability of this event is

Pr(γ ≥ N) = Pr(γ = N)

=

N
∏

i=2

Pr(wζ
i = w

ζ
1)

=
N
∏

i=2

1

2ζ
=

(

1

2ζ

)N−1

.

(2.10)

Contrary to the case when γ ≥ 2 and γ ≥ N , providing {Pr(γ ≥ n), n ∈ [3, N − 1]}

is intractable. Therefore, we provide their expressions when 2ζ is large, i.e., on the

order of hundreds or more. We stress here that having 2ζ ≥ 100 is achieved even for

low values of ζ , e.g., when ζ ≥ 7, 2ζ > 100, which makes the result valid for our case.

Lemma 2.2. For a given N , the probability of the event that there are at least n

(n ∈ [3, N − 1]) users with similar ζ-bit sequences is

Pr(γ ≥ n) = 1−
N !

NNe−N

1
√

2ζ+1πχ2
e
−

(N−2ζψ)2

2ζ+1χ2

(

e
−

N

2ζ

n−1
∑

j=0

N j

(2ζ)j j!

)2ζ

,

(2.11)

where ψ = N
2ζ



1−

Nn−1

(2ζ)
n−1

(n−1)!

∑n−1
j=0

Nj

(2ζ)
j
j!



 and χ2 = ψ − (n− 1− ψ)
(

N
2ζ

− ψ
)

.

Proof. See Appendix A.

Having derived expressions for the terms in (2.5), we may express γavg as
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γavg =
N−1∑

n=2

n [Pr(γ ≥ n)− Pr(γ ≥ n + 1)] +NPr(γ = N), (2.12)

where Pr(γ ≥ 2) and Pr(γ ≥ N) = Pr(γ = N) are given by (2.8) and (2.10),

respectively. The expression for Pr(γ ≥ n) for n ∈ [3, N − 1] is given in Lemma 2.2.

The effective throughput for a given error rate ǫ can hence be obtained by considering

the expression of γavg in RPOS provided in (2.4). This result is used to provide the

performance of POS considering the general case when multiple bit blocks from each

user are considered for possible overlapping, i.e., not only the first ζ-bit block from

each user (more on this later).

In the following, we provide simulation results and we compare that to the the-

oretical results to validate our derivation. We consider quasi-static Rayleigh fading.

The normalized distance between the BS and the users is set to one, i.e., large scale

fading is one. As the analysis in this section has been done for a given channel re-

alization, in the simulations, we average over many channel realizations. We assume

that the noise is AWGN with zero mean and variance one. Moreover, we consider

the LTE downlink channel with normal cyclic prefix where a resource block consists

of 12 subcarriers and of seven OFDM symbol durations (TTI = 0.5ms) such that

K = 12× 7 = 84.

In Fig. 2.2, we analyze γavg where its exact expression is provided in (2.12). We

consider different values of ζ . The figure depicts γavg as a function of the number of

users N . The figure shows that the average number of users provided by simulation

matches very well the theoretical results which validate our derivation. It is clear

that γavg is considerably high even for a reasonable number of users.

In Fig. 2.3, we analyze the performance of POS, where only the first block of ζ bits

from each user is considered for possible overlapping. The average transmit power to

noise ratio is 20dB. We plot in Fig. 2.3 the effective throughput as a function of the
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Figure 2.2: γavg as a function of N .

number of users for ζ = 6 and 8. It is assumed that all users have similar channel

gains. From the figure, we can see a perfect match between theory and simulations.

The theoretical results are obtained by using (2.4). The figure also shows that the

performance of the proposed technique varies with respect to ζ . For N ∈ [100, 300],

POS provides better effective throughput when ζ = 8. As N becomes in the range

[400, 1000], the effective throughput is higher when ζ = 6. Indeed, increasing ζ , at

a time, increases the transmission rate R and decreases the number of overlapping

blocks γavg. The fact that RPOS is a function of R and γavg explains the behavior of

RPOS with respect to ζ .

2.4 Extension to Multiple Overlapping Bit Blocks

In this section, we extend the proposed scheme to the general case when multiple ζ-bit

blocks from each user are considered for possible overlapping in each TTI. The main

idea is to consider multiple blocks, per user, for possible overlapping rather than
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Figure 2.4: Users bit sequences structure.

considering only the first ζ-bit block from each user. This is expected to enhance

the effective throughput. Further, we consider the same system model in Section

2.3 where the users channel gains are of the same order. For a given TTI, the BS

considers the first K × R bits, where the transmission rate R is given in (2.3), from

each user, then divides it into L = K×R
ζ

blocks of ζ-bit each as shown in Fig. 2.4.

That is, the K × R bits of Ui can be written as {wζ
i (1),w

ζ
i (2), . . . ,w

ζ
i (L)}.

39



2.4.1 User Selection

The BS associates a counter ci to user Ui, which characterises the number of overlap-

ping blocks according to the proposed algorithm. The users counters are initially set

to zero and the BS selects the user that maximizes the number of served blocks, i.e.,

a user with the maximum counter. For each user, the proposed algorithm considers

each of its L ζ-bit blocks and compares it to the remaining users blocks as follows.

Without loss of generality, we describe the algorithm for computing counter c1, the

one associated with U1. The same applies for the remaining users. The BS starts

by considering w
ζ
1
(1) and comparing it to the first sequence of each of the remaining

users. There are two possible cases for each user Ui (i 6= 1). If wζ
1
(1) = w

ζ
i (1) then

the BS increments c1 by one. Then w
ζ
1
(2) is compared to w

ζ
i (2). Otherwise, the

counter is not incremented and w
ζ
1
(2) is still compared to w

ζ
i (1) since it is not yet

served. This process continues up to the Lth sequence of U1. The fact a user bit block

w
ζ
i (l) is not considered for possible overlapping, only if its previous block w

ζ
i (l − 1)

was served, guarantees that the bit blocks are received in order at each user. For

instance, if a user receives two blocks over the same TTI, it simply orders them in

the receiving order. The BS proceeds similarly in computing the counter for each of

the remaining users.

The BS selects the user that maximizes the number of served bit blocks (i.e.,

user with the maximum counter) and assigns to it the entire TTI. For the sake of

clarity, the users’ selection process is provided in Algorithm 1 and it is followed by an

example. The algorithm summarizes the users selections process for a given TTI. In

the algorithm, i∗ denotes the index of the selected user to be served during the entire

TTI. S denotes the set of the indices of the served blocks that overlap with one of the

i∗th user ζ-bit blocks.

To elaborate, let us consider the case of three users and let L = 3. The example
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Algorithm 1: POS algorithm for a given TTI

1 ci ← 0 ∀i ∈ [1, N ];

Step 1: User selection
2 for i = 1→ N do

3 for j = 1→ N | j 6= i do

4 l1 ← 1
5 for l0 = 1→ L do

6 Boolean ν ← False

7 ν ← compare(wζ
i (l0),w

ζ
j (l1))

8 if ν = True then

9 ci ← ci + 1
10 l1 ← l1 + 1
11 ν ← False

12 end

13 end

14 end

15 end

16 i∗ ← arg max ci
i∈[1,N ]

Step 2: Served sequences indices
17 S← ∅
18 for j = 1→ N | j 6= i∗ do

19 l1 ← 1
20 for l0 = 1→ L do

21 Boolean ν ← False

22 ν ← compare(wζ
i∗(l0),w

ζ
j (l1))

23 if ν = True then

24 S← {S, (j, l1)}
25 l1 ← l1 + 1
26 ν ← False

27 end

28 end

29 end

is depicted in Fig. 2.5. In the figure, below each user ζ-bit block, we assign a number

ranging from 1 to 2ζ , which are selected randomly. Two blocks are considered similar

if and only if they have the same number. For the first user, the BS considers the

first sequence w
ζ
1
(1) and compares it to w

ζ
2
(1) and w

ζ
3
(1). As shown in the figure, we

assume that wζ
1
(1) is similar to w

ζ
2
(1) (i.e., have the same number in figure), the BS

increments c1 by one. Then, wζ
1
(2) is compared to w

ζ
2
(2) and w

ζ
3
(1). In fact, wζ

3
(1) is

again considered since it is not yet served. This guarantees that the users blocks are
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Figure 2.5: Proposed scheme for N = 3 and L = 3.

received in order. For instance, if a user receives two bit blocks over the same TTI, it

simply orders them in the receiving order. The fact that there is no bit block similar

to w
ζ
1
(2), the BS considers the last block w

ζ
1
(3) and compares it to {wζ

2
(2),wζ

3
(1)}.

As w
ζ
1
(3) = w

ζ
2
(2), c1 is incremented to two. It can be seen from the figure that

the second and the third blocks of U3 are similar to the first and third blocks of U1.

However, they are not considered in the counter of U1, because the first block of U3

is not served. In fact, if they are considered for possible transmission, the order of

the blocks will be lost. The BS proceeds similarly for the remaining users. In this

example, the counters are as follows (c1 = 2, c2 = 2, c3 = 3). Therefore, the TTI is

allocated to U3 while the remaining users extract only their corresponding sequences

as shown in Fig. 2.5.

Remark 2.2. The proposed scheme conserves the order of the blocks. For instance,

if a user receives two blocks over the same TTI, it simply puts them in the receiving

order.
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2.4.2 The Achievable Throughput

In this section, we provide the average number of blocks γGavg sent over a TTI for

the general case. As per the proposed scheme, the blocks of bits are sent in a way

that conserves the blocks order at each user and guarantees that one user is served

along the entire TTI. These make providing the exact probability of the number of

served blocks intractable. Therefore, we provide a lower bound on the performance

of POS. The lower bound is provided by computing the throughput assuming that

the served user Ui∗ is selected considering only the first ζ-bit block from each user

as described in Section 2.3 and then its L− 1 remaining blocks are compared to the

other users blocks. That is, the lower bound is the sum of γavg, L − 1 (the number

of the remaining blocks of Ui∗) and the average number of blocks (belonging to the

other users) that overlap with the remaining L− 1 bit blocks of Ui∗ .

The probability that one of the remaining L − 1 ζ-bit blocks (the first sequence

is excluded), of Ui∗ , overlaps with n ∈ [1, N − 1] blocks is







N − 1

n







[

1

2ζ

]n [

1−
1

2ζ

]N−1−n

. (2.13)

Therefore, the average number of blocks effectively sent can be written as

γGavg ≥ γavg + L− 1 + (L− 1)

N−1
∑

n=1

n







N − 1

n







(

1

2ζ

)n(

1−
1

2ζ

)N−1−n

= γavg + L− 1 + (L− 1)
N − 1

2ζ
.

(2.14)

The second line of (2.14) comes from the fact that

N−1
∑

n=1

n







N − 1

n







(

1

2ζ

)n(

1−
1

2ζ

)N−1−n
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is the mean of a Binomial distribution with parameters (N − 1, 1

2ζ
) [79].

Armed with (2.14), we can express the average effective throughput using (2.1) as

RGPOS =
γGavg

L









log2

(

1 +
P |h|2

σ2

)

−

√

√

√

√
1−

(

1 + P |h|2

σ2

)−2

B

Q−1(ǫ)

ln(2)









, (2.15)

where L = K×R
ζ

, L = ζ

R
and R is the transmission rate given in (2.3). Therefore, an

analytical lower bound on the throughput can be obtained by using the lower bound

on γGavg in (2.14).

In contrast, when OMA is used, two user are selected in each TTI and then

served. The users equally share the TTI. Since the channel gains of users are equal,

the throughput can be written as

ROMA = log2

(

1 +
P |h|2

σ2

)

−

√

√

√

√

1−
(

1 + P |h|2

σ2

)−2

K/2

Q−1(ǫ)

ln(2)
.

(2.16)

The throughput gain (normalized throughput) is then given by the ratio of RGPOS

over ROMA.

2.4.3 User Fairness

One major benefit of NOMA is its ability of achieving fairness among users, which

is accomplished by simultaneously accommodating multiple users over the same re-

source. Fairness here strictly means that multiple users are served using the same

resource, and it does not imply that served users achieve the same rate, as the latter

depends on the respective channel gains [23, 25, 26, 28, 29, 31–34]. Moreover, when

the number of users is large (e.g., on the order of hundreds), simultaneously accom-

modating all users over the same resource using existing NOMA techniques becomes

inefficient as it leads to a high error probability and significant error propagation.
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Therefore, NOMA is usually used to share the same resource among a small num-

ber of users (typically two or three). The other users can be served over different

orthogonal resources (e.g., frequency and/or space resource).

As for the proposed technique, the achieved throughput gain comes strictly from

exploiting the similarity among bit sequences belonging to different users. This sug-

gests that it is almost guaranteed that multiple users are served simultaneously, oth-

erwise there will be no throughput gain. Therefore, following the same definition of

fairness used in the context of existing NOMA work, the proposed scheme achieves

fairness among users. To elaborate, consider Fig. 2.2, in which we display that the

average number of effectively transmitted blocks per TTI increases with the number

of served users. In the figure, since only the first ζ-bit block from each user is consid-

ered for possible overlapping, γavg characterizes the number of served users per TTI.

Moreover, even more users can be served if we were to consider multiple bit blocks

(not only the first ζ-bit block) for possible overlapping per TTI (more on this below.)

We acknowledge that users do not get the same throughput per TTI. However, on

average (i.e., over many TTIs), users get the same rate. This is explained as follows.

The served users are selected based on the similarity of their bit sequences, which

are normally perfectly independent. If there are users served more than others, it

means that their bit sequences are correlated, which contradicts the fact that all bit

sequences belonging to different users are independent. Therefore, all users have the

same probability to be served and hence fairness among users over time is guaranteed

in terms of the effective throughput per user.

Using the proposed technique, the users that maximize the effective throughput

per TTI are served, and we have shown that a large number of users can be served

simultaneously. In terms of latency, which is an important performance metric, recall

that the proposed technique is described for a given frequency resource. As such,
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given that the number of users served simultaneously by the proposed technique is

higher than the number of users served by exiting NOMA schemes, we can conclude

that the former improves the latency performance as compared to that of the latter.

To reduce the latency further, more resources (e.g., frequency and/or space) have

to be available, and this applies to both the proposed and existing NOMA schemes.

Moreover, as the number of users increases, as shown in Table 2.2 in Section 2.6,

the proposed technique provides a higher throughput per user as compared to that

existing NOMA. In fact, the effective throughput per user can reach up to three times

the one provided by NOMA schemes. This suggests that the latency will be lower

than the one of NOMA. In addition, using the proposed technique, the served users

experience on average similar latency, which leads to better fairness.

2.5 Extension to Users with Different Channel Gains

In a practical scenario, the users channel gains are independent and different from

each other. In this section, we extend the proposed scheme to the case when the users

experience different channel gains. Without loss of generality, we assume that the

users channel gains for a given TTI are ordered as follows: |h1|
2≤ |h2|

2≤ · · · ≤ |hN |
2.

As per the proposed technique, user Ui∗ is selected and served during the entire TTI

with rate Ri∗ and error probability ǫ. The remaining users will only retrieve their

overlapping blocks. In order to satisfy the error probability constraint ǫ, only the

users that have better channel gains than the one of Ui∗ can extract the overlapping

blocks. As the channel gain of the selected user increases, the transmission rate

increases, whereas the number of users considered for possible overlapping decreases.

Therefore, the BS will have to select the transmission rate that maximizes the effective

throughput for each coherence time, in addition to the selection of the user that

maximizes the number of overlapping blocks in each TTI as shown in Section 2.4.
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As the users have different channel gains, the transmission rate affects the number

of users to be considered for possible overlapping. For each coherence time, the BS

adopts the appropriate transmission rate based on the average effective throughput.

For instance, if the BS transmits with the rate associated to U1, that is,

R1 = log2

(

1 +
P |h1|

2

σ2

)

−

√

√

√

√

1−
(

1 + P |h1|2

σ2

)−2

B1

Q−1(ǫ)

ln(2)
,

where B1 = ζ

R1

, all the N users are considered for possible overlapping. Meanwhile,

if the BS adopts the rate associated to Ui, only the N − i+1 users will be considered,

namely, {Ui,Ui+1, . . . ,UN}. The BS has thus the choice over N possible rates denoted

by {R1, R2, . . . , RN} which represent the rates associated to {Ui,Ui+1, . . . ,UN}, re-

spectively. For each rate Ri, there are Li = K×Ri

ζ
blocks. Moreover, the number

of symbols per ζ-bit block is equal to Bi =
ζ

Ri

. Consequently, the average effective

throughput considering Ri can be written as

RGPOS,i =
γGavg,i

Li

Ri

=
γGavg,i

Li

(

log2

(

1 +
P |hi|

2

σ2
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−

√

√

√

√

1−
(

1 + P |hi|2

σ2

)−2

Bi

Q−1(ǫ)

ln(2)









,

(2.17)

where γGavg,i is the average number of blocks effectively transmitted over a TTI con-

sidering {Ri, Ri+1, . . . , RN}. Therefore, for a given channel realization, the effective

throughput can be written as

RGPOS,max = max(RGPOS,1, RGPOS,2, · · · , RGPOS,N). (2.18)

For OMA, on the other hand, we assume that the BS selects the two users with the
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best channel condition. Then, each get half the resources. Therefore, the throughput

can be written

1

2
log2
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P |hN |2

σ2

)(

1 +
P |hN−1|

2

σ2
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−
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Q−1(ǫ)

ln(2)
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(2.19)

2.6 Simulation Results

In this section, numerical and Monte-Carlo simulation results are provided in order to

validate the analytical results obtained in this paper. We consider a SISO downlink

broadcast channel, and we consider quasi-static Rayleigh fading. The normalized

distance between the BS and the users is set to one, i.e., large scale fading is one.

As the analysis in the paper has been done for a given channel realization, in the

simulations, we average over many channel realizations (i.e., over multiple TTIs) and

also over multiple users bit streams. We assume that the noise is AWGN with zero

mean and variance one. Moreover, we consider the LTE downlink channel with normal

cyclic prefix where a resource block consists of 12 subcarriers and of seven OFDM

symbol durations (TTI = 0.5ms) such that K = 12× 7 = 84.

The average transmit power per symbol period is considered to be constant and

equal to P . The error probability ǫ is set to 10−6. The sequence considered for

possible overlapping is of size ζ = 6 (i.e., L = 14) and the average transmit power to

noise ratio is 20dB except in the case when the performance of the proposed technique

is analyzed as a function of the transmit power.

The performance of POS is analyzed in terms of the effective throughput and

compared to the throughput of OMA, as well as to that of the NOMA technique in [23]

where two users are served simultaneously. The OMA achievable rate expressions are

given by (2.16) and (2.19), respectively, for the cases when the users have similar and
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Figure 2.6: Normalized throughput as a function of N .

different channel gains. For the NOMA with SIC, we consider the technique described

in [23], where the BS allocates the transmit power optimally between the two served

users to maximize the throughput (for more details we refer the readers to [23]). We

refer to the technique in [23] as NOMA with SIC (NOAMSIC).

2.6.1 POS: General Case

We consider in Fig. 2.6 the BS effective achievable throughput (RGPOS in (2.15)) pro-

vided by the proposed scheme, normalized with respect to OMA throughput (ROMA

in (2.16)). The users channel gains are assumed to be equal. In the same figure, we

also include the performance of the NOMASIC [23] normalized with respect to that

of OMA for comparison purposes. Recall that throughout Section V, we average the

effective throughput over multiple channel realizations and over multiple users bit

streams.

The figure shows that NOMASIC’s normalized rate is very close to one, sug-

gesting that there is only a marginal gain over OMA. In fact, the existing NOMA
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Figure 2.7: Effective throughput as a function of ζ .

techniques are known to be inefficient when the users channel gins are of similar or-

der [23, 25, 28, 30]. We also observe from the figure that POS considerably enhances

the throughput which reaches up to three times the rate provided by OMA. This

proves the efficiency of the technique even when the users have similar channels.

The superiority of the proposed technique to existing ones in terms of the effective

throughput is demonstrated by the analytical lower bound shown in the figure. For

example, the figure shows that the POS throughput is at least twice that of OMA

when the number of users is higher than 300.3

In Fig. 2.7, we analyze the performance of the proposed technique as a function of

ζ . The figure shows that the throughput first decreases exponentially then becomes

constant as ζ increases. This result is expected, since the number of overlapping

sequences decreases exponentially as ζ increases which can be interpreted from (2.14).

As ζ increases, the gain that comes from exploiting the bit blocks similarity vanishes

and the effective throughput becomes constant.

3 Although the effective throughput lower bound is somewhat loose, since it provides the worst

case scenario for the achievable throughput of POS, it shows that POS outperforms that of the

existing ones.
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2.6.2 Users with Independent Channel Gains

We consider here the performance of the proposed scheme when the users experi-

ence independent channels with the BS. The channel coefficient for each user follows

Rayleigh distribution. Fig. 2.8 depicts the normalized effective throughput with

respect to OMA. For the OMA technique, we assume that the BS selects the two

users with the best channel then equally shares the resources between them. The

expression of the throughput provided by OMA is given in (2.19). The performance

is also compared to that of NOMASIC described in [23] where two users are selected

and power is judiciously allocated. For POS, the transmit power is assumed to be

constant.

The figure shows that the proposed technique outperforms OMA and NOMA-

SIC. While the throughput provided by NOMASIC is about 20% better than that of

OMA technique, the POS throughout is about three times the throughput provided

by OMA. The analytical lower bound in the figure proves that POS guarantees at

least twice the throughput when the number of users is higher than 300. This shows

the efficacy of the proposed technique. We also observe form the figure that the per-

formance of POS scales with N , whereas NOMASIC does not. In fact, the variation

of the NOAMSIC is more notable when the number of users is small such as in the

case when N varies from 2 to 5. It increases slowly as the number of users becomes

large, e.g., when N ≥ 100. Since the proposed technique continually scales with the

number of users, POS is more suitable for 5G which is expected to provide ultra high

connectivity.

Another interesting performance measure to examine is the average throughput

per user. We give in Table 2.2 results for the average throughput per user as a

function of the total number of users. We notice from the table that the NOMASIC

throughput per user decreases with 1/N . That is, the throughput per user is divided
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Table 2.2: Throughput per user as function of N .
N = 100 N = 200 N = 300 N = 400

NOMASIC [8] 0.14923 0.074497 0.049743 0.037308
POS 0.15827 0.12751 0.11939 0.11915

Gain POS/NOMASIC 1.0605 1.7116 2.400 3.193

by two when the number of users is doubled. On the other hand, the performance of

POS decreases slightly when the number of users increases. This stems from the fact

that the number of overlapping sequences increases as the number of users increases

which makes POS less sensitive to the increase in the number of connected users. This

opens the possibility to increase the number of served users with a negligible loss in

the throughput per user. We conclude that POS is a promising NOMA technique to

support massive connectivity for 5G systems.

2.7 Conclusion

In this chapter, we proposed a novel NOMA scheme that exploits the similarity

between the users bit blocks with short length. We showed analytically and by
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simulations that the proposed technique considerably enhances the spectrum effi-

ciency, which could reach three times the OMA throughput. Moreover, the proposed

technique performance improves as the number of users increases. In addition, the

throughput per user slightly decreases as the number of users increases which makes

the proposed scheme suitable for 5G as it is expected to provide massive connectivity.

Throughout the paper, it was assumed that the users sequences are independent.

However, users messages may experience some correlation, especially when they are

in the same vicinity or during special events [69]. The proposed technique can be

adapted to exploit this correlation, and thus is is expected to yield even better gains.
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Chapter 3

Beamforming Learning for

mmWave Transmission: Theory

and Experimental Validation

As shown in Chapter 2, the proposed NOMA techniques could contribute to tripling

the spectral efficiency as compared to OMA. Although this is a decent improvement,

it falls short in fulfilling the expectation of increasing the spectral efficiency over a

hundred times with respect to that of 4G. This has been driving the wireless industry

towards using mmWave frequencies, which offer larger bandwidth, in the order of

GHz. Establishing reliable and long-range mmWave transmissions, however, turns

out to be very challenging due to the sensitivity of mmWave transmissions to block-

age. To overcome this challenge, MIMO beamforming is deemed to be a promising

solution. Although beamforming can be done in the digital and analog domains, both

approaches are hindered by several constraints when it comes to mmWave transmis-

sions. In fact, there are multiple challenges that prevent from performing fully digital

0The work presented in this chapter has been submitted to IEEE Transaction in Wireless Com-
munications [65].
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beamforming, including the high cost of RF chains and their high-power consump-

tion. As such, mmWave mobile devices are expected to be equipped with an antenna

array of large size while having fewer RF chains. Hence, beams will be partially or

fully designed in the analog domain through the configuration of phase-shifters.

Existing works on mmWave analog beam design either rely on the knowledge

of the CSI per antenna within the array, require large search time (e.g., exhaustive

search techniques) or do not guarantee a minimum beamforming gain (e.g., codebook-

based beamforming techniques). In this chapter, we propose a beam design technique

that does not require CSI knowledge while guaranteeing a minimum beamforming

gain. The key idea involves using measurements that are collected from previously

connected users to predict the beam designs for future connected users. In fact, those

measurements are used to build a beamforming codebook that regroups (i.e, clusters)

the most probable beam designs containing dominant signals. We invoke Bayesian

machine learning for measurements clustering. We conducted a real-world experiment

to build the codebook and to validate its performance. The results demonstrate

the efficacy the proposed technique and show a reduction on the training time of

more than 20 as compared to exhaustive search. This is obtained while achieving a

minimum targeted beamforming gain.

3.1 Introduction

3.1.1 Motivation

Due to the ever increasing market demands for ultra high rate wireless links with

ubiquitous connectivity, the wireless industry is moving towards using mmWave fre-

quencies, that offer large bandwidth, on the order of GHz. However, mmWave trans-

missions are limited by the physical properties of the channel, which has been shown
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to be sensitive to blockage (e.g., human body could cause up to 40dB of power loss)

and to have high path loss. To establish and maintain robust communication links,

MIMO technology is expected to be an integral part of mmWave systems. Integrat-

ing a large antenna array into small wireless devices, such as mobile phones, is also

feasible due to the small size of mmWave antennas [35].

Large antenna arrays have the potential to provide considerable gains in the re-

ceived power by using beamforming techniques. Providing the appropriate beam

design, however, is hindered by several challenges. Due to the high-power consump-

tion and cost of mmWave RF chains, it is anticipated that mmWave mobile devices

to have a large number of antennas but fewer RF chains [56–64]. Consequently, per-

forming fully digital baseband beamforming may not be possible to realize in a mobile

device.

Several works have been published on the subject of mmWave beamforming where

a large antenna array and fewer RF chains are considered [56–64]. The authors

rely on analog beamforming where beams are made through the configuration of

low-cost phase-shifters. While some of them suggested the exclusive use of analog

beamforming, others considered analog-digital hybrid beamforming. However, no

matter which operation mode is considered, analog beamforming is an integral part of

future mmWave devices and developing efficient techniques to configure the antennas’

phase-shifters is required. In this context, two main approaches have been proposed,

namely precoding and beam training.

In the first approach [56–60], the authors rely on the knowledge of the CSI as-

sociated to each antenna within the array, to compute the phase-shifters’ coef-

ficients. Several solutions have been proposed where different objectives were con-

sidered. In [56], a precoding algorithm was developed to minimize the mean-squared

error at the receiver, while in [57–59], the authors focused on the beam designs that
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enhance the achievable rate. To reduce the computational complexity, and to lower

the energy consumption, the authors exploited the sparsity of the mmWave channel

matrix. They formulated the problem as a sparse approximation problem. Then,

they used sub-optimal low-complexity techniques, such as compressive sensing, to

solve the problem. They showed that the proposed techniques achieve near optimal

performance in terms of beamforming gain. For more energy efficiency, the authors

in [60] considered a sub-connected architecture, i.e, not each antenna is connected to

each RF chain. They showed that such architecture increases the energy-efficiency

while achieving almost similar performance as that of a fully-connected architecture

as considered in [57–59].

Although the earlier cited techniques achieve near maximum array gain, they rely

heavily on full CSI knowledge, i.e., CSI associated with each of the antennas. Acquir-

ing such knowledge could require large overhead and is time consuming, especially

when the number of antennas is large as expected in next generation cellular systems.

Moreover, while the receiver may use pilot symbols to estimate CSI and to perform

receive beamforming, transmit beamforming may require feeding back the CSI from

the receivers, which induces a considerably large overhead as compared to acquiring

CSI at the receiver.1 This renders CSI-based beamforming approaches practically

undesired for transmit beamforming [61–64]. In addition, in mmWave transmission,

the received signal per antenna before beamforming is expected to be very weak.

As the channel coefficients have to be estimated per antenna, large error in channel

estimation is anticipated and hence beamforming gain degradation is expected [62].

Designing analog beams without the knowledge of the CSI per antenna is the

main motivation behind the development of the second approach, namely, beam

1In frequency division based systems (e.g., LTE), devices transmit and receive signals over dif-
ferent frequencies and hence the CSI of the uplink channel differs from the one in the downlink.
Performing beamforming at the transmitter requires CSI that is estimated by the receiver and fed
back to the transmitter.
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training [61–64]. The idea is to steer a beam in different directions, according to

a predetermined beamforming codebook, then choose the one that maximizes the

received signal power.2 A naive beamforming training technique is done through

exhaustive search by considering a narrow beam, rotating the beam in small steps

and then choosing the one that maximizes the received power. Exhaustive search

could achieve the highest array gain, if the used codebook is of high resolution (a

narrow beam and a small rotation beam step). However, in this case, beam training

becomes time consuming. As an alternative, to reduce the search time, hierarchical

beam training has been proposed [61–64]. The authors suggested to use a divide-and-

conquer search process across the codebook levels where at each level, the best beam

contained in the higher-level beam (i.e., lower resolution level) with the largest gain

is selected.

The main drawback of hierarchical beam training is the absence of minimum gain

guaranteed such as achieving a gain within a certain gap to the maximum. In fact, at

a low resolution level of the codebook, a particular wide beam could have the highest

gain, however, there is no guarantee that one of its descendant beams will achieve

the highest gain or at least a gain within a certain range. Moreover, the choice of key

parameters of hierarchical beam training (e.g., number of levels, widths of the beams

in each level, etc.) is not justified, meanwhile they heavily impact the beamforming

gain and the beam search time. Motivated by this, we aim in this chapter to provide

an analog beamforming technique that does not require the CSI while guaranteeing

a minimum beamforming gain.

2Note that using beam training techniques, a receiver will get a scalar product of the channel

coefficients and the phase-shifters weight, all multiplied by the transmitted symbol. Therefore,

although beam training techniques do not require estimating the CSI per each of the antennas while

designing the analog beam, the receiver may need to estimate the aforementioned scalar product,

which is the equivalent of estimating one channel coefficient, to be able to decode the transmitted

symbol. This is similar to the case when the receiver is equipped with one antenna. We stress here

that such information is not needed while performing transmit beam training.
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3.1.2 Proposed Solution Overview

The idea of the proposed approach derives from a key observation of real world

mmWave measurements that we conducted at Bell Labs, Crawford Hill, NJ. We ob-

served that in similar propagation scenarios the azimuthal Angle-of-Arrival(AoA)/Angle-

of-Departure (AoD) of dominant signals are more probable from certain angles than

others, i.e., there is similarity among azimuthal radiation patterns associated with

dominant signals. One of these experiments was conducted in an indoor office envi-

ronment and it consisted of placing a 28 Ghz transmitter in the corridor and a horn

antenna receiver inside an office. The receiver was mounted on a rotating platform

and was able to measure signals received from all azimuthal angles with one degree

precision (more details on the used equipment and experiments parameters are pro-

vided in Sec. 3.7). Then, we repeated the experiment, however, this time we relocated

the receiver in another office. Moreover, the transmitter location was adjusted such

that the transmitter-receiver distance was equal to the one considered in the first

experiment. The azimuthal radiation patterns are depicted in Figs. 3.1.a and 3.1.b

where we can observe some similarity between the two radiation patterns. This sim-

ilarity was somewhat expected, given that mmWave signals have poor penetration

and hence dominant signals’ AoA/AoD are affected by the physical architecture of

the propagation environment. This makes some angles to be more likely to contain

dominant signals than others for a given propagation environment. For instance, in

Figs. 3.1.a and 3.1.b, the dominant signals’ directions are somewhat related to the

physical direction of the office doors. This suggests that, for the same propagation

environment, there would be a similarity between the beams design of previously and

future connected users.

The proposed beamforming technique is based on exploiting the experience (i.e.,
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Figure 3.1: Samples of azimuthal radiation patterns inside offices.

beams design) of previously connected users to predict beam designs for future con-

nected users. The proposed approach consists of collecting measurements a priori from

users or by the service provider to build a codebook that regroups the most probable

analog beams containing dominant signals. The codebook is built while taking into

consideration a constraint on the minimum beamforming gain. Once the codebook

is set up, the transmitter/receiver steers the beam according to the codebook, then

chooses the one that maximizes the received signal power.

The beam search time is mainly determined by the codebook size, i.e., shorter

codebook gives shorter search time. Therefore, the objective of this work is to mini-

mize the size of the beamforming codebook subject to a minimum guaranteed gain.

Building such codebook from measurements, however, could be challenging, since the

collected measurements are discrete and of large size. Moreover, there are multiple

parameters to determine, such as the codebook size and beams’ directions. These are

in addition to the constraint on the minimum guaranteed performance. The problem

at hand gives rise to a mix of discrete-continuous optimization problem with a large

search space, which is unclear how to solve through optimization techniques, and it

may not even be scalable.
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As the key idea is to exploit similarity among beams, the problem at hand can

be seen as a clustering problem where approximately similar beams are put together

and one beam is delegated to represent each of these clusters. The delegated beams

will be the elements of the codebook. The fact that we have a clustering problem and

a huge size of data to process makes machine learning a potential candidate to infer

the codebook [80–83]. However, there are multiple challenges that need to be taken

into consideration. First, the optimal codebook is not known, which suggests that

the technique should be unsupervised. Second, the size of the codebook is also not

known and hence the used method should be nonparametric.3 Third, the proposed

technique should offer the ability to auto-update the codebook if more measurements

are available or when the physical environment changes due, for instance, to con-

structions. All those criteria are met by the well known Bayesian machine learning

approach, and hence it will be considered in this chapter to solve the problem in

hand [80–83], [85–88].

The core idea of the machine learning approach adopted in this chapter is that

the codebook parameters (beams’ widths and directions) are treated as random vari-

ables, which naturally correspond to some joint probability distribution conditioned

on the measurement points (i.e., observations) [80–83], [85–88]. The parameters that

maximize this conditional probability distribution are learned (i.e., inferred) from the

observations. The inference process may be summarized as follows. We define the

probabilistic model that binds the measurements to the codebook parameters while

considering the constraints at hand. This has to be done in such a way that we can

infer the codebook parameters from the parameters of the probabilistic model of the

measurements in hand. We make use of Gibbs sampling theory and Bayes’ theory

3Nonparametric machine learning techniques are those that do not require the number of clusters
as input. For instance, machine learning techniques based on K-mean require to set a priori the
number of clusters K and hence they can not be considered as nonparametric clustering techniques
[80, 84].
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to infer the conditional probability (called, the posterior) and the parameters that

maximize it, and this is used to obtain the codebook parameters [89].

3.1.3 Contributions

In this chapter, we make multiple contributions. We first propose a novel system

design for beamforming prediction and describe the communication process among

the system elements, namely, the users, the service provided and the BS. The process

contains three major steps that are: measurements collection, codebook building and

beam training. Second, we provide a measurement-based codebook design technique

using Bayesian machine learning where the problem is formulated and solved. The

proposed codebook guarantees a minimum gain. It is worth mentioning that, to

the best of our knowledge, we are the first to exploit measurements of previously

connected users to predict the beam design for future connected users.4 Third, we

conducted real-world experiments to validate the proposed approach and show its

efficacy. We show that the proposed approach achieves the intended goal while saving

more than 95% of the search time as compared to exhaustive search.

The rest of the chapter is organized as follows. In Section 3.2, preliminaries on

nonparametric Bayesian statistics are provided. In Sections 3.3 and 3.4, the system

design and the codebook inference process are provided, respectively. The inference

algorithm is described in detail in Section 3.5. We discuss the proposed technique

process in the case where multiple side information are available 3.6. The performance

of the proposed approach is assessed and compared to existing benchmark approaches

in Section 3.7. We conclude the chapter in Section 3.8.

4In low frequencies used in 4G systems and lower generations, the obstacle penetration depth is
much higher than the one of mmWave frequencies. This makes the AoA/AoD of dominant signals
in different devices much less correlated to each other, if not completely independent. Nonetheless,
the widely considered model used to characterise the channel effect such as Rayleigh and Nakagami
are a clear proof of the independence between the users’ AoA/AoD [90].
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3.2 Background on Bayesian Statistical Learning

Bayesian learning is different from other commonly used machine learning techniques

such as deep neural networks, random forest, reinforcement learning, etc. [91]. In

fact, the Bayesian method is statistics based and is known to be analytical in nature,

although the solution is obtained algorithmically [81–83] [89]. This stems from the

fact that the inference algorithm is used to obtain an approximation of (i.e., learn) the

conditional probability of the intended parameters given the observations. Moreover,

it has been proven theoretically that the results converge to the exact intended result

(called, true posterior) as the number of observations increases [81–83], [89]. It also

offers the possibility to characterize probabilistically the gap to the true posterior.

Furthermore, other machine learning approaches may require pre-fixing some pa-

rameters (e.g., the number of clusters) and/or consider that the parameters take

values in finite discrete parameters space (e.g., reinforcement learning) [91]. This

makes them not suitable for our case since the number of clusters, which will reflect

the size of the codebook, is unknown a priori and may vary from one environment

to another. In addition, the elements of the codebook could take values in a space

of infinite elements. For instance, the beam direction could take any value in the

angular interval [0◦, 360◦]. Nonetheless, it is not clear how one can apply any of the

machine learning techniques to solve the problem at hand.

In Bayesian statistics, any form of uncertainty is expressed as randomness. There-

fore, we model the intended unknown parameters (i.e., codebook parameters), de-

noted by Θ = {θi, i ∈ N}, as random variables, and they take values in space Ω.

The observations {x1, . . . , xn} are assumed to be generated in two stages. First, the

parameters are sampled from a space Ω according to a prior distribution G0. The

prior gives the possibility to incorporate our thoughts, experiences, knowledge, etc,

in how the parameters of the model should look like. For example, in the case where
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the transmitter and the receiver are both located in the corridor, from our experience,

dominant signals most likely come from the direction of the transmitter. Second, the

data is independently sampled from the distribution PΘ. That is,

Θ ∼ G0

x1, . . . , xn|Θ ∼iid PΘ.

(3.1)

The objective now is to draw a conclusion about the values of Θ from the ob-

servations, which is provided through inferring the posterior distribution G(Θ)
∆
=

P [Θ|x1, . . . , xn] from which the most likely value of Θ is extracted. Using Bayes’ rule,

we have

G(Θ ∈ Ω) =

∏
n

i=1
p(xi|Θ)G0(Θ)

∫
dΘ∈Ω

∏
n

i=1
p(xi|dΘ)G0(dΘ)

. (3.2)

In almost all scenarios, the explicit expression of the posterior is difficult, if not

possible, to provide analytically. Nonetheless, to obtain the posterior and the values

of the elements of Θ, there are inference approaches that can be used, such as Gibbs-

sampling [81], [82], [89] (more on this in Sec. 3.5.)

An inference model is said to be parametric if the space of the parameters Ω has

a finite dimension K that is known a priori. Obviously, this model is not suitable for

our case since the number of parameters, which is essentially related to the size of

the codebook, is unknown. In this case, Ω has to be of infinite dimensions and thus

the inference model is said to be nonparametric, which is what we consider in this

chapter.

3.3 System Design

We consider a generic model that consists of a mmWave BS serving multiple users

within its coverage. Each of the users’ device is assumed to be equipped with multiple
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antennas and few mmWave RF chains (could be as small as one). Users will perform

receive/transmit beamforming to enhance, respectively, their received power and the

one received by the BS. This includes their ability to point the beam approximately

in any possible azimuth direction and to perform reasonably narrow and wide beams

as intended, e.g., in the range of 10o to 60o. Although the proposed approach can be

used for beam prediction at the users’ devices as well as at the BS, we focus in this

chapter on the users’ devices and the same process applies to the BS.

This chapter presents a novel mmWave analog beamforming technique that does

not require CSI and provide a minimum gain guaranteed. The key idea is to ex-

ploit the similarity among dominant signals’ AoA/AoD of different users in the same

propagation environment ( see Figs. 3.1.a and 3.1.b.) Especially, we make use of

measurements collected a priori from previously connected users and/or by the ser-

vice provider to build a codebook regrouping the most probable beams that contain

dominant signals. Future connected users hence will consult the already-built code-

book then pick the beam that maximizes the received power. The aforementioned

phases, namely, collecting measurements, building the codebook and beam training,

are briefly described in the following.

3.3.1 Collecting Measurements

Measurements are collected from different locations in the coverage area of the BS.

At each position, the task consists of establishing a narrow beam then rotating it in

small steps. For each position, the received signal power and its associated direction

is recorded and shared with the BS. The task of collecting measurements to build the

codebook for receive beamforming differs slightly from the one for transmit beam-

forming. As for the first one, we suggest that the measurement will be collected by

a mobile device then sent to the BS, whereas for transmit beamforming, the mobile
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device performs transmit beamforming at different directions and the BS records the

received signals. In the rest of the chapter, measurements correspond to the set of

angles (AoA/AoD) and their associated received power.

The measurements could be collected by the service provider as well as by the

users’ devices. We also suggest that the users continue to collect measurements, even

after building the beamforming codebook, which could be done, for instance, when

the network is not busy (i.e, low traffic) and when they are idle. This will help to

enhance the codebook accuracy, since it is intuitive that the more observations we

have, better inference accuracy will be obtained (see Sec. 3.4 for more details). This

also gives the advantage of updating the codebook when changes in the environment

occur (e.g., constructions, tree leafs loss), without the intervention of the service

provider.

3.3.2 Codebook Building

Given the measurements, the BS builds a beamforming codebook considering a min-

imum performance criterion, that is, achieving a gain within a certain gap to the

maximum for almost all cases. In other words, using the codebook, the probability of

having a gain within a gap (denoted by γ) from the maximum (denoted by MaxGain)

is desired to be higher than a certain threshold Oth (e.g., 90%).5 This constraint can

be formulated analytically as follows.

Pr(Gain ≥ MaxGain − γ) ≥ Oth. (3.3)

The maximum gain that is obtained through an exhaustive search.

5This constraint has a similar form to commonly used performance criterion such as the outage

probability.
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The proposed approach exploits the similarity among the beams containing in-

tended dominant signals, i.e., beams with a gain above the threshold MaxGain − γ.

To do so, we make use of Bayesian learning to cluster theses beams. We then extract

the elements of the codebook from the obtained clusters. Each element (i.e., training

beam) will be defined through two parameters, namely, direction and width. It is to

note that the channel responses may change from a coherence bandwidth to another.

Therefore, we propose to build a codebook per coherence bandwidth.

3.3.3 Beam Training

When a user attempts to establish a communication with a BS, the latter shares with

the user the beam training codebook. The user steers receive/transmit beamforming

according to the element of the codebook, then picks the beam design that maximizes

the received signal power. Here, beam training for transmit and receive beamforming

differs slightly from each other. In fact, the beam selection is made by the user for

receive beamforming, whereas it is made by the BS for transmit beamforming where

the BS feeds back the index of the best beam design.

Using the proposed training technique, the user has to orient the beams as in-

dicated by the codebook. Here, there is an underlying assumption concerning a

reference direction (i.e., direction 0o) that should be known by the BS as well as

by the users and has to be the same one used to build the codebook. To elabo-

rate, let us consider the case where one of the codebook elements indicates that the

beam direction is 90o. This suggests that the user has to know first the reference

direction 0o, then orients the beam 90◦. There are multiple ways to set a reference

direction [92–100]. For instance, it could be one of the geodetic directions such as

the true north which can be easily obtained through the digital compass of the user
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device [92]. Another option is to consider the user-BS direction as a reference direc-

tion. In this case, we suggest that the BS share its position with the user, who will

in turn use a Global Positioning System (GPS) to identify its position and then the

user-BS direction [93], [94]. Although this solution is more applicable for outdoor

communications, some highly precise solutions and products have been proposed and

commercialized including the interior positioning system (IPS) [101], [102].

Random errors along with the estimation of the reference direction are expected

to occur. In practice, errors induced by the above listed solutions are reasonably

low. In fact, nowadays, a phone compass has a margin of incertitude of 5o for almost

all case scenarios. Moreover, a study made by the government of the United-States

showed that the margin of incertitude of the GPS is less than 8 meters for 95% of the

cases [94]. An example of the effect of the GPS precision on the direction estimation

error is depicted in the following. Let us assume that there is a user located 50m

away from the BS. In this case, the error in estimating the user-BS direction is less

than 9o with probability higher than 95%. The error becomes less than 5o when the

user is 100m away from the BS. Nonetheless, such error could be handled by the

proposed approach, as it will be shown in Section 3.7. For instance, along with the

measurements collection process, there is a random error in the reference direction

that can reach up to 20o. Nonetheless, the provided results show that the proposed

approach is robust against the error in the reference direction estimation.

3.4 Codebook Inference

The primary objective of our work is to infer a beamforming codebook that regroups

the most probable beams directions and widths that would meet a given performance

criterion. For clustering, we make use of the nonparametric Bayesian approach, since

the size of the codebook is unknown and the used technique has to be unsupervised.
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This method consists of inferring a probabilistic model on the measurements. Here,

the codebook elements have to correspond to or computed from the parameters of

the inferred model. Therefore, the inference model has to be carefully chosen. The

problem formulation as well as the inference method are described in the following.

3.4.1 Features Selection

The codebook will be derived from the measurements through clustering beams that

meet the minimum performance criteria, i.e., Gain ≥ MaxGain − γ. Therefore, the

first step is to extract from the measurements the beams with the intended gain.

Particularly, the BS considers the beams in which each sub-beam has a gain higher

than the minimum required. This increases the probability of having a gain higher

than the minimum value even if a part of the beam is selected or a beam with a

slightly larger width is considered.

Each of the considered beams will be defined through two features.6 The first one

consists of the width of the beam whereas the second one consists of the direction of

the central ray of the beam. The observations to consider for inference are hence a set

of N points each defined through two elements denoted by {xi, yi} that correspond,

respectively, to direction and width.

3.4.2 Inference Model: Dirichlet Process

In this chapter, we use a Bayesian approach for inference [89], [81]. This requires

defining a process from which the observations (i.e., measurements) {x, y} are sam-

pled. In Bayesian statistical learning, the observations are assumed to be generated

through a process that consists of two stages: first, the parameters of the distribution

6In machine learning, feature selection consists of selecting the relevant variables from the data

before clustering.
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(denoted by Θ) are sampled from certain distributions G0(Θ ∈ Ω), then the observa-

tions are sampled from an obtained distribution (denoted by PΘ(x, y)) that is defined

through the sampled parameters. Now, we need to describe in detail the process from

which the observations are sampled.

Defining a process includes defining the form of the distribution on the measure-

ments. Recall that, through measurements, we showed that there are some beams

that are more probable than others (we refer readers to Figs. 3.1.a and 3.1.b.) Ex-

amining the histogram of {(xi, yi), i ∈ [1, N ]} may reveal peaks with different heights

and widths, resembling a mixture of a bivariate (2D) Gaussian distribution, which

can be used as an approximate shape of PΘ(x, y). Particularly, the distribution of the

direction of the beams (x) is defined through a wrapped Gaussian distribution, given

that the angle x is a circular variable [103].

The mixture of distributions is defined through two sets of parameters: the mix-

ture elements’ parameters θ = {θ1, θ2, . . .} and the mixtures’ weights π = {π1, π2, . . .},

i.e., Θ = {π, θ}. A bivariate Gaussian mixture has the following form.7

PΘ(x, y) =
∑

k

πkNθk(x, y), (3.4)

where Nθk(x, y) is the probability density function (PDF) of the wrapped bivariate

Gaussian distribution given the set of parameters θk. That is,

Nθk(x, y) =
1√

2piσk,y
exp

(

−1

2

(yCk
− y)2

σ2
k,y

)

×
+∞
∑

i=−∞

1√
2piσk,x

exp

(

−1

2

(xCk
+ i× 360− x)2

σ2
k,x

)

=
1

2piσk,yσk,y

+∞
∑

i=−∞

exp

(

−1

2

[

(xCk
+ i× 360 − x)2

σ2
k,x

+
(yCk

− y)2

σ2
k,y

])

,

(3.5)

7 We note that the parameters to infer in (3.4) can be analytically associated to (i.e., computed
from) those intended in the codebook process as will be shown in Sec. 3.4.3.
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where pi ≈ 3.14. Moreover, (xCk
, yCk

) and COVCk
=







σ2

k,x 0

0 σ2

k,y






denote respec-

tively the mean and the covariance matrix of the unwrapped version of the bivariate

distribution, i,e., the parameters of the kth cluster θk [103].

Since we are considering a mixture of bivariate Gaussian, we have two parame-

ter spaces Ω = {Ωθ,Ωπ} that are associated respectively to the parameters θ and

π. They could be defined as Ωπ = {[0, 1]K |K ∈ N,
∑K

k=1
πk = 1} and Ωθ =

{(xCk
, yCk

) ∈ R
2, σk,x, σk,y > 0} [81,89]. Let us also define φ

∆
= {φi = θk if (xi, yi) ∈

kth cluster, i = [1, N ]} as the latent vector of variables. These variables are needed

to associate each measurement point to a cluster.

To summarize, the measurement point could be generated from a mixture of bi-

variate Gaussian conditional Pθ,π(x, y) defined by a set of parameters (θ and π) that

are sampled from Ωπ and Ωθ according to a prior distribution G0. This corresponds

to a Dirichlet process, denoted by DP (α,G0), where α is a strictly positive constant

that defines the process precision [81], [89]. That is,

π1, π2, . . . ∼ D(α)

θ1, θ2, . . . ∼ G0

φ1, φ2, . . . , φN |θ,π ∼
∑

k

πkδθk

(xUi
, yUi

)|φ ∼ Nφi
,

(3.6)

where δθk is a Dirac measure and D(⊘) is the Dirichlet distribution with parameter

α. The choice of α will be discussed in Sec. 3.5.1.
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3.4.3 Model Parameters vs. Codebook Parameters

We link in this section the model parameters (i.e., means and covariance matrices) and

those of the codebook elements. Moreover, the effect of constraint on the minimum

guaranteed performance is analyzed. This gives insight into the final intended values,

which will help in the inference process.

3.4.3.1 Codebook

As mentioned earlier, the beams with the intended performance can be clustered into

K clusters based on the set of inferred parameters {θ,π,Φ}. Here, K is the length

of the vector π (or θ). The K clusters can be seen as K elements of the codebook.

Moreover, as the mean of each cluster is by definition the point that maximizes the

average similarity with the beams in the cluster, it is then judicious to consider the

means of the mixture distributions {(xCk
, yCk

), k ∈ [1, K]} as the elements of the

codebook.

3.4.3.2 On the Performance Criteria

One key parameter in the performance criteria is Oth which defines the probability

of having a gain higher than GainMax − γ. To better understand the impact of this

element, we consider the following example. Let us assume that we obtained a set of

clusters that contain Oth,1 × 100 percent of all the measurement points (e.g., Oth,1 =

0.95). This suggests that rare events (measurements) with percentage 100−Oth,1 are

neglected. Now, considering each cluster separately and evaluate their performance.

Let us assume that in each cluster the gain is higher than GainMax − γ for at least

Oth,2 × 100 percent of the measurements belonging to the cluster. These suggests

that the performance criterion is satisfied if Oth,1 × Oth,2 ≥ Oth. An example of the

possible values of these thresholds is {Oth,1 = 0.95, Oth,2 = 0.95, Oth ≃ 0.9}.
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Breaking down Oth into two elements, as explained in the previous example, will

help to detect problematic clusters. For instance, for a given cluster, if the probability

of having the intended gain is less than Oth,2, then one can conclude that the cluster is

oversized and hence shrinking the cluster is needed (more about this is provided in Sec.

3.5). In fact, the smaller the cluster size, higher similarity between the measurements

and the mean of the cluster which implies higher probability to meet the intended gain.

For the rest of the chapter, we use Oth,1 and Oth,2 to denote, respectively, the target

probability of having a point measurement belonging to one of the defined clusters

and the minimum required probability per cluster of achieving the intended gain.

We assume that these two parameters are set by the service provider as performance

criteria. They shall be chosen such that {Oth,1 × Oth,2 ≤ Oth}.

3.4.4 The Prior

The last missing piece to completely define the Dirichlet process is the prior G0(θ).

Recall that the prior is the possible distribution over the means {(xCk
, yCk

)|k ∈ N} and

the covariance matrices {COVCk
|k ∈ N}. Since the means and the covariance matrices

are independent, G0(θ) is simply the product of their individual prior distributions.

Here, there are two major challenges to be addressed. First, we must define the

appropriate priors, since arbitrarily choosing the prior will considerably contaminate

the final distribution. Second, during the inference process (as will be discussed in

Sec. 3.5), we need to provide a close form expression for p(xi, yi), given the prior

G0(θ), i.e.,

p(xi, yi|G0) =

∫
θ∈Ω

p (xi, yi|θ)G0(θ)dθ, (3.7)

for each of the measurement points (xi, yi). Therefore, we have also interest in choos-

ing the prior distribution such that the integral in (3.7) is tractable.

The codebook elements are more likely to be in ranges of directions and widths
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where there is high densities of the intended dominant signals. Based on this obser-

vation, a legitimate choice of the prior distribution over the means is a mixture of

Gaussians where the mixture weights are high in the ranges with high dominant sig-

nals density. Let us denote the number of mixture elements byK0, the means bym0 =

{m0,1, m0,2, . . . , m0,K0
}, and the covariance matrices by Λ0 = {Λ0,1,Λ0,2, . . . ,Λ0,K0

}.

We also use π0 = {π0,1, π0,2, . . . , π0,K0
} to denote the mixture weights vector. That

is,

(xCk
, yCk

)|π0,m0,Λ0 ∼
K0
∑

k=1

1

π0,k

Nm0,k,Λ0,k
(•). (3.8)

The parameters {π0,m0,Λ0} are called hyper-parameters and they have to be known

a priori. The parameters K0 and m0 may be chosen from the histogram of the

observations, where K0 would be the number of peaks and m0 would be the 2D

positions of those peaks. As for Λ0, it is difficult to obtain from the histogram. As

such, to account for its uncertainty, we treat its elements as random matrices.

To make the integral in (3.7) tractable, we link the distributions of COVCk
to

that of Λ0. Next, we provide the distribution of COVCk
that basically defines the

dimensions of the clusters. The clusters will take elliptic shapes, since they are the

bases of bivariate Gaussian distributions [103]. Since, the exact dimensions of theses

ellipses cannot be priori known, COVCk
can be approximated with some uncertainty

by the covariance matrix that corresponds to a circular shape and proportional to

COV0 = I2×2 (I2×2 is the 2 × 2 identity matrix.) That is the distribution of COVCk

is a Wishart distribution with parameters COV0 and of degree two that is denoted

by WCOV0,2(•) [104]. Indeed, the number two comes from the fact that COVBk
are

symmetric and can be defined via two elements which are σ2

k,x and σ2

k,y. That is,

COVCk
∼ WCOV0,2(•) =

exp[−tr
(

COV−1

0
× •

)

/2]

22|COV0|Γ2(1)
, (3.9)
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where tr(•) and |•| denote the trace and the determinant operators, respectively.

In addition to the advantage of giving a good prior for COVBk
, the Wishart

distribution is well known to be a conjugate of the Gaussian distribution, which

should help in getting a closed form expression for the integral in (3.7). Let us

assume that there exists a positive constant ̟ such that the elements of 1
̟
Λ0 follow

W(COV0, 2), i.e.,
1
̟
Λ0,k ∼ WCOV0,2. In this case, the prior G0 can be written as

G0(xCK
, yCk

,COVCk
) =

K0∑
j=1

1

π0,k

Nm0,j ,
1

̟
COVCk

(xCK
, yCk

|̟COVCk
)×WCOV0,2(COVCk

).

(3.10)

Armed with the above results, the integral in (3.7) is viewed as a mixture of

T-distributions, which can be expressed as [105]

p(xi, yi|G0) =

∫
Ω
θ

p (xi, yi|xCK
, yCk

,COVCk
)G0(xCK

, yCk
,COVCk

)dxCk
dyCk

dCOVCk

=

K0∑
j=1

∫
Ωθ

p (xi, yi|xCK
, yCk

,COVCk
)

1

π0,j
Nm0,j ,

1

̟
COVCk

(xCK
, yCk

|
1

̟
COVCk

)

×WCOV0,3(COVCk
)dxCk

dyCk
dCOVCk

(a)
=

K0∑
j=1

1

π0,j
Tm1,j ,t,3(xi, yi),

(3.11)

where t = 3̟
2(1+̟)

COV−1
0 . The equality (a) is obtained by computing the integral as

shown in [106].

3.5 Inferring the Codebook Parameters

The codebook parameters can be computed from the true posteriorG(φn) =
∑

k∈N πkδθk(φn).

However, the true posterior is difficult to compute analytically using Bayes’ rule.

Nonetheless, there are inference algorithms that can provide the posterior such as the
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Figure 3.2: Inference and sampling process.

widely used Gibbs sampling approach [81], [89]. In the case of a Dirichlet process, the

Gibbs sampling approach is based on the Ferguson theorem [81–83]. It states that

Gibbs sampling converges to the true posterior and it takes the form

G ∼

α

α +N
G0 +

1

α +N

N∑

n=1

δφn
. (3.12)

Since only the second term in (3.12) is considered to compute the codebook parame-

ters, the gap to the true distribution is at most α
α+N

G0, which decreases as the number

of samples increases. We provide a diagram in Fig. 3.2 to summarize and emphasize

the different steps of the inference and sampling processes.

We adopt in this chapter, an algorithm based on the MacEachern’s Gibbs sampling

algorithm, which offers faster convergence compared to the naive Gibbs sampling

algorithm [81]. In the MacEachern’s algorithm, two steps are executed iteratively:

associating the measurements to one of the existing clusters or generating a new one,

and updating the parameters of each cluster. The MacEachern’s algorithm gives

results for a given process precision α. Along with the inference process, we adjust

the value of α using the bisection algorithm until the intended performance defined

in (3.4) is satisfied and one could not reduce the size of the codebook any more. In

fact, since the number of cluster and the beamforming gain provided by the codebook

increase with α, the algorithm continue to increase α until the intended gain is met.
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Then, the size of α is decreased again according to bisection. The algorithm alternates

between increasing and decreasing α until the performance criteria are met and one

can not reduce K further. The proposed algorithm outline is described in Algorithm

2. In the algorithm, Niter and φ−i denote the number of iterations and the vector

that contains the elements of φ except for the one associated to φi.

Algorithm 2: Proposed Algorithm Outline

Initialization:

α, Niter ;

Measurements Clustering:

while Constraints on the performance & no variation on the code book size do
Update α;
MacEachen Algorithm:

1 for L = 1→ Niter do

2 for i = 1→ N do

3 P [φi|φ
−i, xi, yi] =

4

{

α
N+α

∫

φi∈Ωθ
P [xi, yi|φi]G0(φi)dφi, φi ← θnew

∑N
j=1,j 6=i

δθk (φj)

N+α
P [xi, yi|θk] ∀θk ∈ θ, φi ← θk

5 φi ← arg max
φi∈Ωθ

P [φi|φ
−i, θ,π, xi, yi]

6 if Boolean(φi ← θnew)← True then

7 K ← K + 1
8 θ ← {θ, θnew}

9 end

10 end

11 for k = 1→ K do

12 Update the parameter of kth cluster: (xCk
, yCk

,COVCk
)

13 end

14 end

Performance Analysis:

15 Performance analysis considering the threshold Oth,2

end

Codebook Refining:

16 Neglect the least probable events with sum probability of 1−Oth,1.
17 Removing redundancy from the codebook.

Next, we discuss in detail each step in the algorithm, where we show how the

results obtained in Sec. 3.4.3 are used in the algorithm.
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3.5.1 Parameters Initialization

The proposed algorithm suggests to adjust the value of α using the bisection technique

and hence its initial value will have only an impact on the convergence time, but not

on the codebook. Nonetheless, one would anticipate a reasonably good starting value

of α if one obtains good approximate of K a priori. Indeed, considering a Dirichlet

process and a number of observations N , the average number of generated clusters is

equal to
∑N

n=1

α
α+n−1

≃ α log
(

N
α

)

[83]. This gives

α = −
K

L(−K/N)
, (3.13)

where L(•) is the Lambert function [107]. To elaborate, we consider the scenario

where the transmitter and receiver are both located in the hallway of an indoor

office environment. In this case, dominant signals will more likely come from the

transmitter direction (LoS) and hence K is expected to be around two or three. Now

using K ≃ 2 or 3, one could derive a good starting value of α. As for the number of

iterations, one can set Niter to 50, which is widely used in the literature and showed

to be sufficient to reach convergence [83], [85–88].

3.5.2 Measurements Clustering

During the clustering step, a measurement point is either associated to one of the

existing clusters or to a new one. In fact, for each measurement point, we compute

P [φi|φ
−i, xi, yi]. A measurement point is associated to an existing cluster Ck with

probability

P [φi = θk|φ
−i, xi, yi] =

∑N

j=1,j 6=i δθk(φj)

N + α
P [xi, yi|θk], (3.14)

78



where P [xi, yi|θk] ∼ Nθk , or to new cluster with probability

P [φi = θnew|φ
−i, xi, yi] =

α

N + α

∫
φi∈Ωθ

P [xi, yi|φi]G0(φi)dφi

(b)
=

α

N + α

K0∑
j=1

1

π0,j

Tm1,j ,t,3(xi, yi),

(3.15)

where equality (b) comes from our derivation in (3.11) (the T-distribution parameters

are defined below (3.11).) Then, the value of φi with the maximum probability will

be selected. In the case when φi ← θnew, a new randomly generated cluster will be

added and the total number of clusters increases by one. The parameters of the new

cluster are defined through θnew, which consist of mean (xnew, ynew) and covariance

matrix COVnew that are randomly sampled from the prior.

3.5.3 Clustering Parameters Update

The means of the clusters are updated as follows.

(xCk
, yCk

) =
1∑N

i=1 δθk(φi)

N∑
i=1

(xi, yi)δθk(φi). (3.16)

For the covariance matrices, they are refined through multiple stages. In the first

stage, the algorithm computes the most likely covariance matrix COVCk
given the

data. That is,

σ2
k,x =

∑N

i=1(xi − xCk
)2δθk(φi)∑N

i=1 δθk(φi)
(3.17a)

σ2
k,y =

∑N

i=1(yi − yCk
)2δθk(φi)∑N

i=1 δθk(φi)
. (3.17b)

We then adjust the parameters of the covariance matrices to achieve the intended

constraint Oth,2. It may happen that for a given cluster the probability of one of its
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element having a gain higher than intended one (denoted by Ôth, 2) is higher or lower

than Oth,2. In this case, we have interest to respectively shrink or increase the cluster

size. The cluster takes an elliptical shape. Given that we have a bivariate Gaussian

distribution, the surface of the ellipse that contains a given percentage of points be-

longing to the cluster (i..e, a given confidence interval) is proportional to pi
√

λk,xλk,y,

where λk,x and λk,y are the eigenvalues of COVCk
. To approach the intended result

Oth,2 we can decrease or increase the surface covered by the cluster by the factor
Ôth,2

Oth,2
.

The new cluster coverage becomes,
Ôth,2

Oth,2
pi
√

λk,xλk,x = pi

√

Ôth,2

Oth,2
λk,x

Ôth,2

Oth,2
λk,x. This is

the surface of the ellipse with covariance matrix
Ôth,2

Oth,2
COVCk

.

3.5.4 Codebook Refining

The main objective of this step is to reduce the size of the codebook (i.e., reduce the

training time) as much as possible while meeting the minimum performance criteria

defined through the threshold Oth = Oth,1×Oth,2. The output of the clustering step is

a set of clusters that contain all the measurements points and each of them achieves

the threshold Oth,2 ≥ Oth,1. One could eliminate the clusters containing the least

probable measurement. It is to stress here that the sum of the mixture weighs (πk)

of the ignored clusters must be less than 1− Oth,1.

In the constructed codebook, it may happen that a beam is the union of two or

more narrower beams (in the codebook as well). In this case, one may keep only

the narrower beams while maintaining the same performance. In fact, during the

beam training, the user device checks all the codebook elements and then chooses

the one that maximizes the received signal power. Knowing that the average over

the union of elements is less than or equal than the maximum over the elements’

averages (i.e., mean(A,B,C) ≤ max{mean(A),mean(B),mean(C)}), keeping only

the narrower beams will maintain the same performance. Therefore, we suggest to
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ignore any redundant beam, i.e., a beam that is equal to the union of narrower beams.

3.6 Exploiting Extra Side Information

In previous sections, we assumed that only one side information is available which is

the knowledge of a reference direction (e.g., geodetic direction). As the mobile devices

are getting smarter, other side information could be available such as the geographic

location and the distance from the BS. Such information could be exploited to reduce

the size of the codebook and then enhance the training time.

Although the proposed approach can take benefits from several side information,

we elaborate the case when the user-BS distance is available. User devices could

obtain such information using positioning systems such GPS and IPS [93], [101], [102].

As discussed in Sec. 3.3.3, the proposed technique does not require highly accurate

distance estimation, but rather a rough approximation. This stems from the fact that

the proposed technique will use the distance in the logarithmic domain (called also

log-distance) as it will be shown later on in this section. In this case, a 10m error on

the euclidian distance translates to an effective error of log(10) ≃ 2.3.

The main idea is to use the log-distance information in accordance with the av-

erage received power (isotropic power) in order to identify if a user is in LOS or in

Non-LoS (NLOS) with the BS. A codebook for each case scenario will be built from

the measurements using similar method to the one described in detail in previous sec-

tions. Then, the appropriate codebook will be used for beam training. For each case

scenario, it is intuitive that the codebook will be of size less than the one combining

both scenarios and hence shorter beam training time is expected.

Measurements showed that a blockage could cause a loss of more than 20dB in

the received power. This suggests that for a given distance from the BS, a user in

NLoS with the BS characterises by a severe signal power drop as compared to a user

81



having LoS with the BS. Therefore, it is possible to separate the LoS from the NLoS

scenarios when the distance, the isotropic received power and the path loss model are

available. Now, we have to build a mixture of two probabilistic models on the path

loss using Bayesian learning: one associated to the LoS case and an other one to the

NLoS case.

To build the model from the measurements collected a priori, we also make use

of the concept of the Dirichlet process and Gibbs sampling for inference. To avoid

dependency, we briefly describe the key elements to solve the problem (e.g., prior).

1) Features: isotropic power and the log-distance.

2) Adopted probabilistic model: the path loss model by definition depicts the

variation of the received power as a function of the log-distance. A widely used

model is defined through a linear curve (slop and intercept) and root-mean-

square deviation (RMS) that quantifies the error in the curve fitting. This is

also equivalent to an univariate Gaussian distribution with mean (intercept +

slop×distance) and variance RMS2. Based on the above discussion, the adopted

model is a mixture of univariate Gaussian where the means take the form of

(intercept + slop× distance) and variances are defined by RMS2.

3) Prior: as prior, we consider Friis model that quantifies the drops in signal power

as a function of the distance in a free space propagation environment [108].

4) Inference algorithm: we use Gibbs sampling for inference. During the phase of

the cluster update, we make use of curve fitting to update the clusters’ means

and variances.
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3.7 Experimental Validation

3.7.1 Experiment Setup

We used a narrowband sounder, transmitting a 28 GHz continuous-wave (CW) tone

at 22 dBm into a 10dBi horn with 55◦ half-power beamwidth in both elevation and

azimuth. The receiver has a 10◦ (24 dBi) horn mounted on a rotating platform

allowing a full angular scan every 200 ms with 1◦ azimuthal angular sampling. The

receiver records power samples at a rate of 740 samples/sec, with a 20 kHz receive

bandwidth and effective noise figure of 5 dB. The system was calibrated to assure

absolute power accuracy of 0.15 dBm. The high dynamic range of the sounder allows

reliable measurements of the path loss up to 171 dB with directional antenna gains.

A detailed description of the sounder can be found in [108].

Measurements were performed in a Bell Labs building in Crawford Hill, NJ with

a corridor of 110 m and width 1.8 m, and with lines of offices on both sides. The

transmitter was placed at one end of the hallway. During the measurements, the

receiver was placed at different locations and at different distances from the trans-

mitter. Measurements were collected in the corridor as well as in the building rooms

and around the corner of an intersection of hallways. A typical measurement geometry

is illustrated in Fig. 3.3.

We collected measurements from around 300 different locations. For each location,

we collected measurements for 10 seconds where the sounder rotates with speed 150

rounds per minute, i.e., 2.5 round per second. As the received power is collected for

each 1◦ azimuthal angular, we obtained measurements with an approximate size of

2.5 × 10 × 360 × 300 = 9000 × 300. The receiver records power samples and their

corresponding azimuthal angles. We used the geodic north as a reference direction.

In practice, it is expected to have an error in estimating the reference direction. As
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Figure 3.3: Corridor lined with rooms used for measurements at Bell Labs, Crawford
Hill, NJ.

discussed in Sec. 3.3.3, the error is moderate and is less than 10◦ for almost all case

scenarios. Therefore, while doing the measurements, we allowed a random error that

can reach up to 20◦. Having such error while meeting the intended performance, as

shown in this section, demonstrates that the proposed approach works well under

moderate errors in the reference direction estimation.

3.7.2 Results

We divide the measurements into two sets: the first one consists of 70% of the total

measurements and used it to build the codebook, whereas the remaining measurement

points are used for validation. We use the collected data to evaluate the performance

of the proposed scheme in terms of the azimuthal gain and training (i.e., search) time.

We compare the resulting codebook design to that of the hierarchical beam design

proposed in the literature. It is based on divide-and-conquer search process across

the codebook levels [61–64]. At each level, the beam that maximizes the received

power and contained in the best higher-level wide beam is considered. It is intuitive

that the higher is the number of levels the better is performance. However, the

number of the levels strongly depends on the width of the narrowest beam that a

device could perform. For instance, for a number of level equal to six, the mobile
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device is suppose to perform beam as small as 360

25
≃ 10◦. Considering a number of

level higher than six require that the device perform beam narrower than 360

26
≃ 5◦

which not sounds practical. Therefore, we compare the performance of the proposed

approach to hierarchical beam search technique considering a number of level equal

to six. Moreover, we use the exhaustive search based technique as a benchmark.

Recall that the MaxGain is achieved through exhaustive beam training where small

step equal to 1◦ is considered. In the following, we first consider the basic case where

only a reference direction is available as side information. The case when the distance

is also available is analyzed in Sec. 3.7.2.2.

3.7.2.1 Codebook Design

Figs. 3.4.a and 3.4.b depict the cumulative distribution function (CDF) of the gap to

the maximum possible gain where γ is chosen to be γ = 5dB and 3dB, respectively.

The success rate Oth is set to 90%. From the figures, it is clear that the proposed

codebook almost achieves the intended performance, i.e., Pr(Gain ≥ Gainmax − γ) ≥

Oth. For both setups, the achievable success rate is around 85% and it reaches up

to 95% for only one dB away from the intended gap γ. The small discrepancy to

the intended rate Oth = 0.9 can be explained by the fact that we are analyzing the

performance of a predictor. It is therefore natural that it may not achieve the intended

goal if it is facing new case scenario differs from the ones considered along with the

training.

From the figures, we observe that hierarchical beam training approach is far away

from achieving the intended goal. In fact, the success rate (i.e., achieving a gain

higher than γ) is ∼ 5% and ∼ 15% for γ = 5dB and γ = 3dB, respectively. Recall

that the intended goal is to provide a success rate higher than 90%. These clearly

show the inefficiency of the hierarchical to guarantee a minimum azimuth gain.
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Figure 3.4: CDF of the gap to the maximum gain.

Table 3.1: Beamforming codebook for γ = 5dB and γ = 3dB.

γ = 5dB
Direction 55 189 207 225 259 346 290 284 306 325

Beamwidth 22 23 21 25 27 20 19 24 19 25

γ = 3dB
Direction 349 264 279 186 199 242 327 211 230 248 292 304 57 70

Beamwidth 12 19 18 18 18 10 19 17 19 21 18 15 19 15

In Tab. 3.1, we provide the codebooks’ elements using the proposed approach

for γ = 5dB and 3dB, respectively. Recall that these codebooks are based on real

measurements and hence could be used in practical systems in similar propagation

scenarios. As compared to the exhaustive search approach where 360-beams are

checked, the proposed approach considerably reduces the training time by a factor

1− 10

360
≥ 95%.

3.7.2.2 Codebook Design Exploiting the User-BS Distance

Fig. 3.5 depicts the path loss models for both LoS and NLoS that are build using 70%

of the measurements. We used the remaining 30% of measurements to validate the

derived models. Using the distance and isotropic gain, the BS associates the point

to one of the models in Fig. 3.5. We find that the inferred models provide a success

rate of approximately 95% while classifying a user into LoS and NLoS.
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Figure 3.6: CDF of the gap to the maximum gain for LoS and NLoS.

Now, after classifying a point measurement into LoS or NLoS, two codebooks

are built. In Fig. 3.6, we provide the CDF of the gap to the maximum azimuthal

gain for the NLoS and LoS scenarios. In each of scenario, we observe that each of

the codebooks almost achieves the intended performance, namely, a gain higher than

5dB for more than 90% of the cases.

In Table 3.2, we provide the codebooks elements corresponding to LoS and NLoS,

respectively. The size of the LoS and NLoS codebooks are respectively three and nine,

whereas it is of size ten where both cases are combined (see Tab. 3.1). Using the

distance hence could save 10−3

10
= 70% of the search time when a user is in LoS with
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Table 3.2: NLoS Beamforming codebook for γ = 5dB.

LoS
Direction 6 183 209

Beamwidth 26 24 22

NLoS
Direction 58 189 207 226 253 325 345 300 279

Beamwidth 22 23 21 24 25 22 21 19 24

the BS. However, the gain is only about 10% for the NLoS case. Overall, exploiting

such side information could help in reducing the beam training time and the gain

could be higher if more side information are available such as the location, etc.

3.8 Conclusion

In this chapter, we proposed a codebook based beamforming technique. The main

feature of the proposed technique is that it does not require CSI knowledge while guar-

anteeing a minimum beamforming gain. It also saves more than 95% of exhaustive

beam training search time. The performance of the proposed approach is validated

through a real word experiment that we conducted. The proposed technique involves

using measurements that are collected from previously connected users to predict the

beam designs for future connected users. In fact, the measurements are used to build

a beamforming codebook that regroups the most probable beam designs containing

dominant signals. We used Bayesian machine learning to cluster measurement points

and to derive the appropriate codebook. The used method offers the possibility to au-

tomatically update the codebook, when changes on the physical environment occurs

due, for instance, to constructions.
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Chapter 4

A Framework for Unsupervised

Planning of Cellular Networks

In the earlier stages of developing the 5G, the main focus has been on breakthrough

RAN technologies. Meanwhile, from the service providers perspective, the profitabil-

ity is a strong criterion for rollout decisions. Therefore, the wireless industry starts

seeking cost-effective solutions. To reduce the CAPEX and OPEX, it has been sug-

gested to respectively optimize the use of the equipment (especially the BSs) and

automate the RAN operations. These fall within the scope of the SON concept,

which is designed to automate the planning, configuration, management, and healing

operations in cellular networks. Among these processes, self-planning received special

intention due to the complexity of the task and its direct link to CAPEX. The task

aims to provide a RAN configuration that minimizes the number of deployed BSs

given certain QoS requirements (usually achieved by meeting coverage and capacity

constraints.) Existing approaches fail to provide a comprehensive solution as they

0The work presented in this chapter has been submitted to IEEE Transactions on Communica-
tions (Second round of revision) [66].
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only solve a part of the problem for instance considering only the coverage or capac-

ity constraint. The difficulty lies in large number of parameters to provide, the large

research space and the large set of data to process.

In this chapter, we introduce a novel automated planning approach that provides

the necessary planning parameters (BSs positions, antenna radiation pattern, etc.)

subject to a set of constraints including the cells’ capacity and their transmit powers.

We show that the proposed planning approach provides optimal planning and con-

siderably reduce the costs (i.e., number of the deployed BSs) as compared to other

counterpart techniques.

4.1 Introduction

4.1.1 Motivations

The wireless industry has been focusing on developing smart cellular architectures

that dynamically adjust the use of the network elements according to the service

demand, and automating their operations in order to minimize both CAPEX and

OPEX [17], [18–21]. A first step in this direction has already been taken by the

3GPP and the NGMN in which they introduced the concept of SON. The concept

received significant attention from the telecommunication leaders such as NOKIA

and Ericsson. SON is anticipated to be worth 5.5 Billion by 2022 and to be the key

enabling solution for low cost and high capacity 5G/6G networks [109].

An integral part of SON is the so-called RAN self-planning, which has received

special attention owing to the fact that it considerably affects both the system per-

formance and CAPEX [110], [90]. The need for self-planning is also aligned with

the promotion of dynamic RAN architecture that has the ability to adapt to the
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users’ service demand. It is mainly enabled by the use of mobile BSs, such as UAV-

BSs [37–39].1 In this case, the task of planning could become time sensitive and

costly, as it has to be performed rapidly and frequently. For example, we consider the

scenario where mobile BSs (e.g., UAV-BSs) are used to support an existing terres-

trial cellular network. To take advantage of the BSs mobility and justify their use as

replacement of terrestrial BSs, their positions and parameters have to be judiciously

updated according to the users’ service demand. This implies that a considerable

change on the users’ distribution necessitates providing new deployment parameters.

Traditional supervised planning techniques are based on human intervention and re-

sult in high OPEX. They could also be time consuming and therefore not suitable to

use for rapid deployment.

Cell planning essentially involves identifying the key parameters (e.g., number of

BSs and their locations, and the antenna radiation patterns) that minimize the num-

ber of BSs subject to coverage, capacity and transmit power constraints. Additional

constraints have also to be considered including inter-cell interference. In practice,

this is equivalent to providing a network setup that gives a good coverage while pre-

venting resources over/under provisioning. In fact, a cellular system is said to be

well planned (i.e., optimal plan) if it provides a good coverage, i.e., on average higher

than 90% per each cell, and a good system utilization, i.e., utilization in each cell is

between 70% and 90% of its maximum capacity [110], [90]. The lower bound on the

cell utilization guarantees a good use of resources (i.e., prevents from resources over

provisioning), whereas the other two constraints guarantee a good QoS (i.e., good

coverage and non-saturated system).

1In terms of standardization, a study item on LTE network empowered by mobile BSs has been
initiated by 3GPP in Release 15 [40]. In this study, LTE UAV-BS field test results are analyzed and
documented for 6GHz bands [41]. Both academia and industry have demonstrated prototypes on
UAV-BS capable cellular networks and made field test results [42].
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4.1.2 Literature Review

Several recent works aimed to develop unsupervised solutions that provide the es-

sential planning parameters, namely, the minimum required BSs, the BSs coverage,

users clustering and the BSs radiation patterns (for the rest of the chapter, we refer

to those parameters simply as planning parameters), while considering coverage, ca-

pacity and power constraints [111–117]. Other practical constraints have also to be

taken into consideration such as interference. Most of these works focused on con-

sidering either one or a combination of the aforementioned planning parameters and

constraints, but not all of them. For instance, the authors of [111–114] considered

a fixed number of BSs to deploy, then they investigated their positions and/or users

association. In [111], the authors used the sphere packing theory to investigate the

placement of multiple BSs to maximize the total coverage area for a given number of

BSs. In [112], under the assumption of a priori known number of BSs and their loca-

tions, the authors used the transport theory to cluster users, i.e., associate users to

BSs. In [113], [114], the authors considered the problem of deployment of one or two

BSs to maximize the QoS. In [115–117], the authors developed heuristic approaches

to determine the number of BSs necessary to cover the entire area. The algorithm

determines first the number of BSs required to cover all the area. Then, new BSs are

added in the zone areas where the system is under provisioned [116], [117].

The existing related work clearly did not provide a comprehensive solution for the

problem of unsupervised planning. Indeed, in [111–114], the goal was to maximize

either the system capacity or coverage given certain limited resources. This suggests

that the resource could be over or under provisioning. Moreover, the authors only

solved a subproblem of the planning process while considering assumptions that may

require human decisions, such as knowing a priori the number of BSs. In [115–117],

the main focus was to minimize the number of required BSs while satisfying the
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coverage requirement and providing enough resources to serve users. The network in

this case could be over provisioning, given that there is no constraint on the minimum

utilization per BSs. One can obtain the same results by simply deploying a very large

number of BSs, and this guarantees providing high coverage and enough resources for

each user. However, this will clearly lead to a large number of BSs and consequently

leads to a high CAPEX.

4.1.3 Contributions

Providing the essential planning parameters at once and considering all the aforemen-

tioned constraints gives rise to a complex optimization problem which has been shown

to be non-scalable [111–116], [117]. In fact, the number of users to optimize over is

very large (on the order of thousands), and there are multiple parameters to find in

addition to the large search spaces and the multiple constraints on the capacity, cov-

erage and power. To overcome this problem, we make use of the statistical machine

learning theory that has been shown to be efficient in scenarios involving processing

large data with many parameters [81–83, 118]. We provide a solution that identifies

the essential planning parameters while satisfying capacity and coverage constraints

for a given maximum transmission power.

The core idea of the statistical machine learning approach adopted in this chapter

is that the planning parameters are treated as random variables, which naturally gives

some joint probability distribution conditioned on the users positions (i.e., observa-

tions.) The parameters that maximize this conditional probability distribution are

learned (i.e., inferred) where the learning process can be summarized as follows. We

define the probabilistic model that binds the observations with the planning param-

eters while considering the constraints at hand. This has to be done in such a way

that we can infer the planning parameters from the parameters of the probabilistic

93



model of the observations. We make use of Gibbs sampling theory and Bayes’ theory

to infer the conditional probability (the posterior) and the parameters that maximize

it, and this is used to obtain the planning parameters.

As described above, the main feature of the proposed framework is that it gives

the planning parameters at once while satisfying coverage constraints and preventing

resources over or under provisioning. While developing the proposed framework, we

first consider the case of fully uncovered geographic area which is the case of plan-

ning new cellular networks or a fully damaged cellular network due, for instance, to

a natural disaster. We then provide the necessary steps to develop an unsupervised

planning approach. We then show how the proposed solution can also be adapted

to be used for the case where new BSs have to be deployed to support an existing

cellular infrastructures. We remark that, to the best of our knowledge, statistical

machine learning has never been used before for cellular planning purposes. In fact,

this theory has been used heavily in image processing, security-related problems, to

name a few [85], [87], [88]. Adapting this theory to cellular planning is not a straight-

forward task. In fact, we had to overcome several challenges, including linking the

planning parameters to the posterior probability distribution parameters, incorporat-

ing the QoS requirements into the problem formulation, and the choice of the prior

distributions. We assess the performance of the proposed approach through several

examples and compare that to the performance of two benchmark approaches based

on K-mean clustering [84]. We show that, while the techniques in [84] lead to re-

sources over/under provisioning, the proposed approach ensures that the minimum

number of BSs are used while all capacity and coverage constraints are satisfied.

The rest of the chapter is organized as follows. In Sections 4.2 and 4.3, the sys-

tem model and the problem formulation are provided, respectively. The proposed

algorithm is described in detail in Section 4.4. We extend the proposed algorithm to

94



the case where new BSs are deployed to support an existing architecture. The per-

formance of the proposed approach is assessed and compared to existing benchmark

approaches in Section 4.6. We conclude the chapter in Section 4.7.

4.2 System Model

Consider a geographic area D ∈ R
2 in which a mobile network operator plans to pro-

vide wireless services for randomly distributed users. The operator aims at deploying

BSs (Bk, k ∈ N), that could be mobile, in the considered area to form a new cellular

network fully based on new BSs.2 Later in this chapter, we show how the proposed

approach can be used to support a pre-deployed terrestrial cellular network.

4.2.1 Users Positions and Mobility

In practice, for a short period of time such as during a peak hour, the users positions

may change, but the users distribution as well as their density within a cell are

approximately static [112]. In fact, as a user leaves a position or a cell, another one

may take an approximate location and hence there is only a slight change in the users

densities per cell. During the planning process, an upper bound on the utilization is

usually set to 90% of the cell capacity. This guarantees that a slight increase in the

wireless demand, up to 10%, can be accommodated by the cell without saturation.

The output of the proposed planning process is valid for a period of time where

the users density remains static or changes slightly. If the users density changes

considerably, the planning process has to be executed again. Different from existing

planning techniques, the planning parameters will be provided based on a probabilistic

model of the users distribution rather than on a particular snapshot of the users’

2For wireless backhauling/fronthauling of mobile BSs, free space optical and/or mmWave con-
nections are possible candidates [119], [120].
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positions (as will be shown in Sec. 4.4.) Thus, the network setup and performance are

valid for any users positions realizations sampled from the considered distribution.

This implies that the provided solution keeps the same setup and gives the same

performance even though users change positions.

The planning parameters are inferred (i.e., learned) from a realization (sample,

observation) of the users positions at the time and area of interest. Such snapshot

of the users positions (xUi
, yUi

) could be obtained from existing statistics collected

a priori by the service provider [110], [90]. This approach is basically similar to

practical scenarios where the planning is based on previously collected statistics. To

elaborate, we consider the case of the peak hours in different days where the traffic

density is almost the same (some exceptions apply such as the case of special events

etc.) Then, a snapshot of the users positions in a previous day could be used for

planning in the following day for the same area and at the same time. To summarize,

we assume that we have a snapshot of the approximate positions (xUi
, yUi

) of the N

users {U1, U2, . . . , UN} within an area of interest. This assumption is essentially used

in almost all existing related work in the literature [111–117].

4.2.2 Channel Model and Interference

Although the proposed framework could be applied to any channel model, we need

to choose a particular channel model and fix its parameters in order to describe in

detail the different steps of the proposed solution and to provide the mathematical

derivations (e.g., the outage probability) that are necessary to link the probabilistic

model parameters to the planning parameters. In particular, we consider a path loss

model that is widely used in the literature [110], [90], [115–117], where the path loss

factor is equal to two. Without loss of generality, the path loss between a user Ui and

BS Bk can be written as
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LosUi,Bk
=

(

f 2

(xUi
− xBk

)2 + (yUi
− yBk

)2

)−1

. (4.1)

Here, f characterizes the effect of other factors such as the transmission frequency,

shadowing, BS altitude, antennas gain, etc. For instance, if the free-space path loss

model is adopted, f is equal to the ratio of the wave length in meters over 4 × pi

(pi ≈ 3.14) [110], [90], [115–117]. In this model, we also consider the widely used

fading model, namely, Rayleigh fading [110], [90], [117].

The users in each cell are served in an orthogonal manner, i.e., there is no intra-cell

interference. However, multiple cells may use the same frequency, giving rise to inter-

cell interference, which is considered in our model. Obtaining exact expressions for

the interference in downlink and uplink for each user may not be possible. Therefore,

we consider an approximate interference model that has been adopted in related

work [112]. The interference model involves considering the distance between BSs

rather than the distance between each user and each BS. That is, the interference at

Ui associated to Bk can be approximated by

Ik =
K
∑

j=1,j 6=k

̺j,k
PBj ,Bk

LosBj ,Bk

=
K
∑

j=1,j 6=k

̺j,k
f 2PBj ,Bk

(xBk
− xBj

)2 + (yBk
− yBj

)2
, (4.2)

where PBk,Bj
is the transmit power of Bj in the direction of Bk. Here, ̺j,k is used to

characterize the effect of the deployed interference management technique, including

frequency reuse techniques [110], interference alignment [121], interference dissolution

[122], etc.

4.2.3 System Coverage and Capacity Constraints

One of the key performance measures that is considered in cellular planning is the

outage probability. Another related performance is the admission probability, which
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is the complement of the outage probability. The admission probability per cell has

to be, on average, higher than a threshold Ath for a given threshold on the received

power, denoted by γth. The two thresholds depend on the service expected from the

cellular system. In practice, a system is normally said to have a good coverage when

Ath ≥ 90% [110], [90].

As spectrum resources are limited, each BS can communicate simultaneously only

with a limited number of users. Therefore, an upper bound on the number of users

per cell has to be considered. Based on the available resources, the users traffic

portfolio and random access model, one can provide the maximum number of users,

denoted by Nmax, that can be supported by a BS. To guarantee that the system will

accommodate a slight change in traffic and avoid system saturation, the number of

users in a given cell has to be less than cmaxNmax [110], [90].

To avoid resources over-provisioning, a constraint on the minimum number of

users per cell has to be considered. Usually a lower bound, defined as cminNmax, is

considered [110], [90]. A practical value of cmin is 70% [110], [90]. The lower bound

is also used to characterize the gap to the optimal solution (the minimum number of

required BSs). For instance, let us consider the scenario where there are NT users to

serve. Since the maximum number of users per cell is cmaxNmax, the minimum number

of required BSs should be ⌈ NT

cmaxNmax

⌉. Moreover, since the minimum number of users

per cell is cminNmax, the maximum number of BSs should be ⌈ NT

cminNmax
⌉. As such the

gap between the maximum and the minimum number of BSs is ⌈ NT

cminNmax
⌉−⌈ NT

cmaxNmax
⌉.

4.3 Problem Formulation

The primary objective of our work is to infer the planning parameters given the

observations. In statistical machine learning, this is equivalent to providing (i.e.,

learning about) the most accurate mathematical model for the users distribution given
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the observations (We refers the reader to Sec. 3.2 in chapter 3 for more details about

the the nonparametric Bayesian statistical learning.) Here, the planning parameters

have to correspond to or be computed from the parameters of the inference model.

Therefore, the inference model has to be carefully chosen. Then its parameters are

linked to the planning parameters as well as to the imposed constraints. This is

explained next.

4.3.1 Predictive Model: Dirichlet Process

In this chapter, we use a Bayesian approach for inference [89], [81]. This requires

defining a process from which the observations are sampled. In Bayesian statistical

learning, the observations are assumed to be generated through a process that consists

of two stages: first, the parameters Θ are sampled from certain distributions, then

the observations are sampled from an obtained distribution that is defined through

the sampled parameters. Now, we need to describe in detail the process from which

the observations are sampled.

Defining a process includes defining the form of the predictive distribution of the

users PΘ(x, y), i.e., the shape of the users distribution. The users are randomly

distributed and their density usually differs from a sub-area to another. Examining

the histogram of the user positions may reveal peaks with different heights and widths,

resembling a mixture of bivariate (2D) Gaussian, which can be used as an approximate

shape. In this case, we have two sets of parameters: the parameters vector of the

mixture elements θ = {θ1, θ2, . . .} and their weights π = {π1, π2, . . .}, i.e., Θ = {π, θ}.

A bivariate Gaussian mixture has the following form.3

3 We note that the parameters to infer in (4.3) can be analytically associated to (i.e., computed
from) those intended in the planning process as will be shown in Sec. 4.3.2.
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PΘ(x, y) =
∑

k

πkNθk(x, y), (4.3)

where Nθk(x, y) is the probability density function (PDF) of the bivariate Gaussian

distribution given θk, which consists of the mean (xBk
, yBk

) and the covariance matrix

COVBk
=





σ2
k,x τkσk,xσk,y

τkσk,xσk,y σ2
k,y



 , {τk ∈ [0, 1), σk,x, σk,y > 0} . That is,

Nθk(x, y)

=
1

2piσk,xσk,y

√

1− τ2k

exp

(

−
1

2(1− τ2k )

[

(xBk
− x)2

σ2
k,x

+
(yBk

− y)2

σ2
k,y

−
2τk(xBk

− x)(yBk
− y)

σk,xσk,y

])

.

(4.4)

Since we have two sets of parameters {θ,π}, we have two parameter spaces θ ∈ Ωθ

and π ∈ Ωπ, i.e., Ω = {Ωθ,Ωπ}. We have Ωπ = {[0, 1]K |K ∈ N,
∑K

k=1
πk = 1} [81],

[89]. The elements of θk have following form : {(xBk
, yBk

) ∈ R
2, τk ∈ (−1, 1), σk,x, σk,y > 0}.

Define φ
∆
= {φi = θk if (xUi

, yUi
) ∈ kth cluster, i = [1, NT ]} to be the latent vector

of variables that is needed to associate each user to a cluster.

Let us now assume that we have a prior distribution G0 for the elements of θ

(explicit expression is provided in Sec. 4.3.3). Since we consider a mixture of dis-

tributions, the users positions can be generated through a Dirichlet process, denoted

by DP (α,G0), where α is the process precision [81], [89], which is real and strictly

greater than zero. The process is defined as follows.

π1, π2, . . . ∼ D(α)

θ1, θ2, . . . ∼ G0

φ1, φ2, . . . , φN |θ,π ∼
∑

k

πkδθk

(xUi
, yUi

)|φ ∼ Nφi
,

(4.5)

where δθk is a Dirac measure and D(⊘) is the Dirichlet distribution with parameter

α. The choice of α will be discussed in Sec. 4.4.1.
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4.3.2 Model Parameters vs. Planning Parameters

We link in this section the model parameters (i.e., means and covariance matrices)

and the planning parameters. Moreover, the effect of the capacity and coverage

constraints on the parameters of the model is analyzed. This gives insight about the

final intended values, which will help in the inference process described in Sec. 4.4.

4.3.2.1 BSs number and positions

As mentioned earlier, the users can be clustered into K clusters based on the set of

inferred parameters {θ,π,Φ}. Here, K is the length of the vector π (or θ). The K

clusters can be seen as K cells. In this case, the number of required BSs is equal to

K. Moreover, as the mean of each cluster is by definition the point that minimizes

the distance to the users in the cluster, it is then judicious to associate users to the

BSs 2D positions, namely, (xBk
, yBk

).

4.3.2.2 Outage probability

In the following, we first provide an exact expression for the average outage probability

in each cell, which involves making the link between the parameters to be inferred and

the BSs transmit power and antennas radiation patterns. Second, we transform the

constraints γth and Ath into constraints on the elements of COVBk
. To analyze the

outage probability, we need to find an expression for the received signal to interference

plus noise ratio (SINR). Assuming equal transmit power between BS Bk and user Ui,

the SINR can be modeled as follows.

SINRBk ,Ui
=

f 2PBk,Ui
|hBk,Ui

|2

d2Bk,Ui

1

σ2

0
+ Ik

, (4.6)
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where PBk,Ui
is the transmit power of Bk in the direction of Ui. hBk,Ui

characterizes

the multi-path effect which follows a Rayleigh distribution with a scale parameter

equal to one. d2Bk,Ui

δ
= (xBk

− xUi
)2 + (yBk

− yUi
)2 is the Ui −Bk Euclidean distance.

The interference expression Ik is provided in (4.2). σ2
0 characterizes the variance of

the noise at the receiver.

Given some γth, the admission rate of Ui that is served by Bk is expressed as

ABk
(xBk

, yBk
) = 1− P [SINRBk,Ui

≤ γth] = 1− P

[

|hBk,Ui
|2≤ γth(σ

2
0 + Ik)

d2Bk,Ui

f 2PBk ,Ui

]

= exp

(

−γth(σ
2
0 + Ik)

d2Bk,Ui

2f 2PBk,Ui

)

,

(4.7)

where exp(•) denotes the exponential function. From (4.7), the outage probability

depends mainly on PBk,Ui
, which may differ from one direction to another when

directive antennas are used as in the case of our work. Now, we provide an explicit

expression for PBk,Ui
.

For the case when the BSs use isotropic antennas, the transmit power is similar

in all directions. Thus, the factor
γth(σ

2

0
+Ik)

f2PBk,Ui

is similar for all users belonging to Bk,

implying that the main factor that impacts the outage probability is the Euclidean

distance between Ui and Bk. This suggests that the coverage of BSs (i.e., users

clusters) will most likely take circular shapes as shown in Fig. 4.1.

Employing directional antennas on BSs is beneficial as it may result in less in-

terference and better coverage. In this chapter, we consider bidirectional antennas

where the radiation patterns form is depicted in Fig. 4.1. In this case, the coverage

of a BS will approximately take an elliptical shape, giving more flexibility compared

to the case of isotropic antennas (see Fig. 4.1).

Since the transmit power may differ from one direction to another, we need to

provide an expression for the BSs transmit power in all directions, which can be
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Figure 4.1: BSs coverage shapes for different radiation patterns.

intractable, considering the exact form of the antenna radiation pattern. Moreover,

characterizing such shape involves several variables, making it difficult to link to

our model. As an alternative, we resort to approximating the radiation pattern

of bidirectional antennas, as shown in Fig. 4.2. Such shape is obtained when the

standard deviation forms an ellipse centred at the transmitter. Each point on the

ellipse characterizes the standard deviation in the direction going from the center to

the considered point. An ellipse can be well defined if its center, its axes lengths and

their directions are provided. Hence, considering the above approximation, one can

derive the exact expression of the transmit power in any direction. Mathematically,

an ellipse can be defined by its center and a positive definite matrix [123]. In fact, let

us consider an ellipse centred at (xBk
, yBk

). The standard deviation can be defined

by the following set of points.

Sk = {x, y ∈ R
2|

[

xBk
− x yBk

− y

]

Σ−1

Bk

[

xBk
− x yBk

− y

]T

= 1}, (4.8)
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Figure 4.2: Bidirectional antenna radiation pattern approximation.

where ΣBk
=







ζ2k,x τ
′

kζk,xζk,y

τ
′

kζk,xζk,y ζ2k,y






is a positive definite matrix. The parameters

{ζk,x, ζk,x} take values in R
2, whereas τ

′

k ∈ (0, 1). In this case, the ellipse axes di-

rections and lengths are, respectively, the eigenvectors and the square root of the

eigenvalues of Σk.

For a given standard deviation ellipse, PBk,Ui
is expressed as follows.

Lemma 4.1. Considering that the standard deviation of the transmit power of Bk

forms an ellipse defined by Sk in (4.8), we may express PBk,Ui
as

PBk,Ui
=

(1− (τ
′

k)
2)d2Bk,Ui

(xBk
−xUi

)2

ζ2
k,x

+
(yBk

−yUi
)2

ζ2
k,y

−
2τ

′

k
(xBk

−xUi
)(yBk

−yUi
)

ζk,xζk,y

. (4.9)

Proof. See Appendix B.1.

The transmit power from Bk to Bi can also be derived from Lemma 4.1 by replac-

ing in (4.9) the coordinates of Ui by that of Bi, i.e., (xUi
, yUi

) → (xBi
, yBi

). Then, one

can provide an exact expression for the interference Ik in each cluster. Incorporating

the exact expression of the transmit power in (4.7) gives an analytical expression for

the admission rate per user as follows.

ABk
(xUi

, yUi
)

= 1− exp

(

−γth(σ
2
0 + Ik)

d2Bk ,Ui

2f2PBk ,Ui

)

= exp

(

−
γth(σ

2
0 + Ik)

2f2(1− (τ
′

k
)2)

[

(xBk
− xUi

)2

ζ2k,x
+

(yBk
− yUi

)2

ζ2k,y
−

2τ
′

k(xBk
− xUi

)(yBk
− yUi

)

ζk,xζk,y

])

.

(4.10)
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Each element (i.e., cluster) of the Gaussian mixture in (4.3) is a bivariate Gaussian.

Then, the base of each element forms an ellipse for any given confidence interval [123].

The ellipse is centred at the mean (BS position), and the matrix that defines its base is

proportional to its covariance matrix. Recall that, due to using bidirectional antenna,

the standard deviation is characterized by an ellipse. The axes of this ellipse are

parallel to and proportional to those of the cluster (see Fig. 4.1). Then, the matrix

ΣBk
is proportional to that of the cluster, which is in turn proportional to COVBk

.

Therefore, there exists a positive real number ξk such that ΣBk
= ξkCOVBk

. This

suggests that τ
′

k = τk, ζ
2
k,x = ξkσ

2
k,x and ζ2k,y = ξkσ

2
k,y. We use the results obtained

above to derive an expression for ABk
per cluster, as follows.

Lemma 4.2. The average admission rate in the kth cell is

ABk
=

1

1 +
γth(σ

2

0
+Ik)

f2ξk

. (4.11)

Proof. See Appendix B.2.

Recall that one objective is to have ABk
≥ Ath in each cell. We use this constraint

to draw a lower bound on ξk as follows.

ABk
≥ Ath ⇔

1

1 +
γth(σ

2

0
+Ik)

f2ξk

≥ Ath ⇔ ξk ≥
Athγth(Ik + σ2

0)

f 2(1−Ath)
. (4.12)

The expression in (4.12) defines a relation between ΣBk
and COVBk

in order to satisfy

the coverage constraint. For a given COVBk
, one can derive the minimum transmit

power in each direction to achieve ABk
≥ Ath. That is,

ζ2k,x ≥
Athγth(N0 + Ik)

f 2(1− Ath)
σ2
k,x. (4.13a)

ζ2k,y ≥
Athγth(σ

2
0 + Ik)

f 2(1− Ath)
σ2
k,y. (4.13b)
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Remark 4.1. Inequalities (4.13a) and (4.13b) play two major roles. First, they give

the required transmission power and the intended radiation patterns once the param-

eters in COVBk
are inferred. In fact, one can simply set ζ2k,x =

Athγth(σ
2

0
+Ik)

f2(1−Ath)
σ2
k,x and

ζ2k,y =
Athγth(σ

2

0
+Ik)

f2(1−Ath)
σ2
k,y and this will guarantee that the outage probability constraint

is satisfied. Moreover, τk will be deduced from COVBk
. Second, such constraints are

used to set an upper bound on {σ2
k,x, σ

2
k,y, τk} in the case where there is a constraint

on the BS transmit power as will be discussed next.

4.3.2.3 Transmit power constraint

We assume that there is a constraint on the overall transmit power standard deviation

and it is given by pi × Pmax (pi ≃ 3.14), i.e., the total standard deviation of an

isotropic antenna, where the standard deviation in each direction is equal to
√
Pmax.

This constraint has to be linked to the parameters to be inferred. Assuming that Bk

transmits in an isotropic fashion, then the overall standard deviation is the surface

of a circle with radius
√

PBk,xUi
, i.e., pi × PBk,xUi

. In this case, PBk ,Ui
has to be less

than or equal to Pmax.

The standard deviation of the transmit power takes an elliptical shape with axes

lengths equal to 2
√

λ1,k and 2
√

λ2,k, where λ1,k and λ2,k are the eigenvalues of ΣBk

whose expressions are provided in (B.2) and (B.3) in Appendix B.1. In this case,

the overall transmit power can be characterized through the surface of the ellipse.

Considering the constraint on the power pi× Pmax, we have

pi×
√

λ1,kλ2,k ≤ pi× Pmax ⇔

⇔
(ζ2k,x + ζ2k,y)

2 −
(

√

(

ζ2k,x + ζ2k,y

)2
− 4(1− τ2k )ζ

2
k,xζ

2
k,y

)2

4
≤ P 2

max

⇔ (1− τ2k )ζ
2
k,xζ

2
k,y ≤ P 2

max.

(4.14)
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Combining the expressions in (4.13) and (4.14), we can obtain an upper bound on

COVBk
matrix parameters as follows.

(1− τ 2k )σ
2

k,xσ
2

k,y

(

Athγth(σ
2

0
+ Ik)

f 2(1−Ath)

)2

≤ P 2

max

⇒ (1− τ 2k )σ
2

k,xσ
2

k,y ≤ P 2

max

(

f 2(1−Ath)

Athγth(σ2

0
+ Ik)

)2

.

(4.15)

The condition in () is sufficient to guarantee that the coverage constraint is satisfied

while respecting the transmit power constraint.

4.3.2.4 On the cell capacity constraints

In order to avoid cell congestion as well as resources over provisioning, we set lower

and upper bounds on utilization per cell, i.e., cminNmax ≤ Nk ≤ cmaxNmax, where Nk

is the number of users associated to Bk. This suggests that the elements of the weight

vector {π1, π2, . . .} have to be in the following range cminNmax

NT

≤ Nk

NT

= πk ≤ cmaxNmax

NT

.

The cell size and the number of users associated to it normally scale with the

transmit power. As described in Sec. 4.3.2.3, adjusting the transmit power is equiva-

lent to adjusting the elements of the covariance matrix that characterizes the cell. We

describe next how it is possible to tune the covariance matrix elements to approach

the desired number of users for the kth cluster.

Let Nk be the number of users belonging to the kth cluster that is characterized

by the covariance matrix ΣBk
. If rNk,max = Nk

cmaxNmax

≥ 1 or rNk,min = Nk

cminNmax

≤

1, then we have interest to respectively increase or decrease the cluster size while

maintaining the same radiation pattern shape. As discussed in Sec. 4.3, the cluster

takes an elliptical shape. Given the bivariate Gaussian distribution, the surface of

the ellipse that contains a given percentage of users (i..e, a given confidence interval)

is proportional to pi
√

λk,xλk,y, where λk,x and λk,y are the eigenvalues of ΣBk
. To

107



approach the intended number of users per cluster, rNk,(•)Nk, we can decrease or

increase the surface covered by the cluster by the factor rNk,(•). The new cluster

coverage becomes, rNk,(•)pi
√

λk,xλk,x = pi
√

rNk,(•)λk,xrNk,(•)λk,x. This is the surface

of the ellipse with covariance matrix rNk,(•)ΣBk
.

There is another parameter that can affect the final number of BSs, namely, the

process precision α. In fact, the final number of BSs scales with α. Therefore, this

parameter has to be well tuned during the inference process (as described in detail in

Sec. 4.4).

4.3.3 The Prior

The last missing piece to completely define all the elements of the Dirichlet process

is the prior G0(θ). Recall that the prior is the possible distribution over the means

{(xBk
, yBk

)|k ∈ N} and the covariance matrices {COVBk
|k ∈ N}. Since the means and

the covariance matrices are independent, G0(θ) is simply the product of the individual

distributions. Here, there are two major challenges to be addressed. First, we must

define the appropriate priors, since arbitrarily choosing the prior will considerably

contaminate the final distribution. Second, during the inference process (as will be

discussed in Sec. 4.4), we need to provide a close form expression for p(xUi
, yUi

) given

the prior G0(θ), i.e.,

p(xUi
, yUi

|G0) =

∫

θ∈Ω

p (xUi
, yUi

|θ)G0(θ)dθ, (4.16)

for each user. Therefore, we have also interest in choosing the prior distribution such

that the integral in (4.16) is tractable.

The BSs positions are likely to be located in areas where there are concentrations

of users. Based on this observation, a legitimate choice of the prior distribution
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over the means is a mixture of Gaussians where the mixture weights are high in

the areas with high users densities. Let us denote the number of mixture elements

by K0, the means by m0 = {m0,1, m0,2, . . . , m0,K0
}, and the covariance matrices by

Λ0 = {Λ0,1,Λ0,2, . . . ,Λ0,K0
}. We also use π0 = {π0,1, π0,2, . . . , π0,K0

} to denote the

mixture weights vector. That is,

(xBk
, yBk

)|π0,m0,Λ0 ∼
K0
∑

k=1

1

π0,k

Nm0,k,Λ0,k
(•). (4.17)

The parameters {π0,m0,Λ0} are called hyper-parameters and they have to be known

a priori. The parameters K0 and m0 may be chosen from the histogram of the

observations, where K0 would be the number of peaks and m0 would be the 2D

positions of those peaks. As for Λ0, it is difficult to obtain from the histogram. As

such, to account for its uncertainty, we treat its elements as random matrices.

To make the integral in (4.16) tractable, we link the distributions of COVBk
to

that of Λ0. Next, we provide the distribution of COVBk
. As shown in Sec. 4.3.2.2

and Sec. 4.3.2.3, the antenna radiation patterns are defined through the elements

of COVBk
, but they are unknown. Therefore, they can be approximated by the

covariance matrix of an isotropic antenna defined by COV0 = PmaxI2×2 with some

uncertainty, where I2×2 is the 2 × 2 identity matrix. In this case, the distribution

of COVBk
is the Wishart distribution with parameters COV0 and of degree three

WCOV0,3(•) [104]. Indeed, the number of degrees being three comes from the fact

that COVBk
are symmetric and can be defined via three elements, which are σ2

k,x,

σ2

k,y and (1− τk)σk,xσ
2

k,y. That is,

COVBk
∼ WCOV0,3(•) =

exp[−tr
(

COV−1

0
× •

)

/2]

23|COV0|
3

2Γ2(3/2)
, (4.18)

where tr(•) and |•| denote the trace and the determinant operators, respectively.
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In addition to the advantage of giving a good prior for COVBk
, the Wishart

distribution is well known to be a conjugate for the Gaussian distribution, which

should help in getting a closed form expression for the integral in (4.16). Let us

assume that there exists a positive constant ̟ such that the elements of 1
̟
Λ0 follow

W(COV0, 3), i.e.,
1
̟
Λ0,k ∼ WCOV0,3. In this case, the prior G0 can be written as

G0(xBK
, yBk

,COVBk
) =

K0∑
j=1

1

π0,k
Nm0,j ,

1

̟
COVBk

(xBK
, yBk

|
1

̟
COVBk

)×WCOV0,3(COVBk
).

(4.19)

Armed with the above results, the integral in (4.16) is viewed as a mixture of T-

distributions [105]:

p(xUi
, yUi

|G0)

=

∫
Ω
θ

p (xUi
, yUi

|xBK
, yBk

,COVBk
)×G0(xBK

, yBk
,COVBk

)dxBk
dyBk

dCOVBk

=

K0∑
j=1

∫
Ωθ

p (xUi
, yUi

|xBK
, yBk

,COVBk
)×

1

π0,j
Nm0,j ,

1

̟
COVBk

(xBK
, yBk

|
1

̟
COVBk

)

×WCOV0,3(COVBk
)dxBk

dyBk
dCOVBk

b
=

K0∑
j=1

1

π0,j
Tm1,j ,t,7(xUi

, yUi
),

(4.20)

where t = 5̟
2(1+̟)

COV−1
0 . The equality (b) is obtained by invoking the results in [106].

4.4 Inferring the Planning Parameters

The planning parameters can be computed from the true posterior

G(φn) =
∑
k∈N

πkδθk(φn).
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Figure 4.3: Inference and sampling process.

However, the true posterior is difficult to compute analytically using Bayes’ rule.

Nonetheless, there are inference algorithms that can provide the posterior such as the

widely used Gibbs sampling approach [81], [89]. In the case of a Dirichlet process, the

Gibbs sampling approach is based on the Ferguson theorem [81–83]. It states that

Gibbs sampling converges to the true posterior and it takes the form

G ∼

α

α +N
G0 +

1

α +N

N∑

n=1

δφn
. (4.21)

Since only the second term in (4.21) is considered to compute the planning parameters,

the gap to the true distribution is at most α
α+N

G0, which decreases as the number of

samples increases. We provide a diagram in Fig. 4.3 to summarize and emphasize

the different steps of the inference and sampling processes.

We adopt in this chapter, an algorithm based on the MacEachern’s Gibbs sampling

algorithm, which offers faster convergence compared to the naive Gibbs sampling

algorithm [81]. In the MacEachern’s algorithm, two steps are executed iteratively:

associating each user to an existing cluster or generating a new one, and updating the

parameters of each cluster. In each of these steps, we make use of our finding in Sec.

4.3. The MacEachern’s algorithm gives results for a given process precision α. Along

with the inference process, we adjust the value of α using the bisection algorithm

until all the constraints are satisfied. The proposed algorithm outline is described in
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Algorithm 3. In the algorithm, Niter and φ−i denote the number of iterations and the

vector that contains the elements of φ except for the one associated to Ui (i.e., φi).

We discuss next in detail each step of the algorithm, where we show how the results

Algorithm 3: Proposed Algorithm Outline

Initialization: α, Niter ;
1 while Constraints on coverage and capacity are not satisfied do

2 Update α;
MacEachen Algorithm:

3 for L = 1→ Niter do

4 for i = 1→ N do

5 P [φi|φ
−i, xUi

, yUi
] =

6

{

α
N+α

∫

φi∈Ωθ
P [xUi

, yUi
|φi]G0(φi)dφi, φi ← θnew

∑N
j=1,j 6=i

δθk (φj)

N+α
P [xUi

, yUi
|θk] ∀θk ∈ θ, φi ← θk

7 φi ← arg max
φi∈Ωθ

P [φi|φ
−i, θ,π, xUi

, yUi
]

8 if Boolean(φi ← θnew)← True then

9 K ← K + 1
10 θ ← {θ, θnew}

11 end

12 end

13 for k = 1→ K do

14 Update the parameter of kth cluster: (xBk
, yBk

,COVBk
)

15 end

16 end

Performance Analysis: Performance analysis in terms of coverage and capacity
17 end

obtained in Sec. 4.3 are used in the algorithm.

4.4.1 Initialization of α

Considering a Dirichlet process and a number of observations NT , the average number

of generated clusters is equal to
∑

NT

n=1

α

α+n−1
≃ α log

(

NT

α

)

[83]. Moreover, from

the cell capacity upper bound, we know that the minimum number of clusters is

⌈ NT

cmaxNmax

⌉. Therefore, we choose α such that NT

cmaxNmax

= α log
(

NT

α

)

. This gives

α = −
NT

cmaxNmaxL(−1/(cmaxNmax))
, (4.22)
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where L(•) is the Lambert function [107]. As for θ, the vector of the mixture Gaussian

parameters, reasonable initial values would be inspired from the histogram of the

observations.

4.4.2 User Association

During the user association step, a user is either associated to one of the existing

clusters or to a new one. For each user Ui, we compute P [φi|φ
−i, xUi

, yUi
]. A user is

associated to an existing cluster Bk with probability

P [φi = θk|φ
−i, xUi

, yUi
] =

∑N

j=1,j 6=i δθk(φj)

N + α
P [xUi

, yUi
|θk], (4.23)

where P [xUi
, yUi
|θk] ∼ Nθk , or to a new cluster with probability

P [φi = θnew|φ
−i, xUi

, yUi
] =

α

N + α

∫
φi∈Ωθ

P [xUi
, yUi
|φi]G0(φi)dφi

c
=

α

N + α

K0∑
j=1

1

π0,j
Tm1,j ,t,7(xUi

, yUi
),

(4.24)

where equality (c) comes from our derivation in (4.20) in Sec. 4.3.3 (the T-distribution

parameters are defined below (4.20).) Then, the value of φi with the maximum

probability is selected. In the case when φi ← θnew, a new randomly generated

cluster is created and the total number of clusters increases by one. The parameters

of the new cluster are defined through θnew, which consists of a randomly chosen mean

(xBnew
, yBnew

) and covariance COVBnew
= PmaxI2×2.

4.4.3 Clustering Parameters Update

The means of the clusters are updated as follows.

(xBk
, yBk

) =
1∑N

i=1
δθk(φi)

N∑
i=1

(xUi
, yUi

)δθk(φi). (4.25)
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For the covariance matrices, they are refined through multiple stages. In the first

stage, the algorithm computes the most likely covariance matrix COVBk
given the

data. That is,

σ2
k,x =

∑N

i=1(xUi
− xBk

)2δθk(φi)
∑N

i=1 δθk(φi)
(4.26a)

σ2
k,y =

∑N

i=1(yUi
− yBk

)2δθk(φi)
∑N

i=1 δθk(φi)
(4.26b)

τkσk,xσk,y =

∑N

i=1(xUi
− xBk

)(yUi
− yBk

)δθk(φi)
∑N

i=1 δθk(φi)
. (4.26c)

We then adjust the parameters of the covariance matrices to approach the intended

constraints on the capacity per cell. As discussed in Sec. 4.3.2.4, if the number

of elements Nk is far from the bounds by factor rNk,(•), we update the covariance

matrix as COVBk
← rNk,(•)COVBk

. Considering the last updated values of COVBk
,

we verify the joint constraint on the coverage and the transmit power provided in

(4.3.2.3). Recall that (4.3.2.3) means that it is possible to guarantee that the average

coverage per cell is higher than or equal to Ath while respecting the power constraint.

In the case when the power constraint is not satisfied, we consider the most likely

distribution Nθk that would satisfy the power constraint. To this end, we derive the

normal distribution Nθ
′

k

that minimizes the Kullback–Leibler divergence distance to

Nθk while respecting the power constraint [73].

Lemma 4.3. Given a normal distribution Nθk with a covariance matrix that does not

verify the constraint in (4.3.2.3), the covariance matrix COV
′

Bk
=







σ
′

k,x

2
τ

′

kσ
′

k,xσ
′

k,y

τ
′

kσ
′

k,xσ
′

k,y σ
′

k,y

2







of N
θ
′

k

that minimizes the Kullback–Leibler divergence given the constraints in (4.3.2.3)

is defined as follows.

(

τ
′

k = τk, σ
′

k,x = µσk,x, σ
′

k,y = µσk,

)

, (4.27)
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where µ = Pmax√
1−τ2

k
σk,xσk,y

(

f2(1−Ath)
Athγth(σ

2

0
+Ik)

)

.

Proof. See Appendix B.3.

To summarize, the parameters of each cluster are first updated based on the

positions of the users belonging to that cluster. Then, the constraint on the capac-

ity per cell is verified. Otherwise, the covariance matrix is updated as COVBk
←

rNk,(•)COVBk
. Next, the output is examined to see if it verifies the constraint in

(4.3.2.3) or not. If not, one has to update the parameters of the COVBk
as described

in Lemma 4.3.

4.4.4 Fine Tuning of α

For each α, at the end of the algorithm, if the capacity and coverage per cell are

satisfied in all cells, the while loop ends. Otherwise, the value of α increases or

decreases depending on the obtained results. If the system is saturated and/or the

coverage constraint is not satisfied, α increases. In the case when the resources are

over provisioned, α decreases. We make use of the bisection algorithm to update

α [124].

It may happen that the system is coverage limited and it is not possible to satisfy

the lower bound on the cell capacity. Such cell will be exempted from the capacity

constraint. The question is how one can know that a cell is coverage limited. This

can be done by analyzing its transmit power. If it uses the maximum transmit power,

i.e., (1−τ 2k )ζ
2
k,xζ

2
k,y = P 2

max, and the number of users remains lower than the minimum

required, it is considered as a coverage limited cell.
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4.5 Supporting Existing Cellular Systems

Throughout the development of our framework, we have considered the scenario in

which the cellular network design is intended for a new area (i.e., clean slate). How-

ever, as mentioned before, the proposed framework works as well for existing cellular

infrastructures whereby new BSs may need to be deployed permanently or temporar-

ily. The latter scenario may be encountered in certain areas during special events,

peak hours, BS failure, etc. The objective therefore becomes to augment an existing

configuration with additional BSs.

We assume that there are Ke existing BSs {B1, B2, . . . , BKe
}. As a first step,

we associate the users to one of the existing cells. Then, we compute the bivariate

distribution that represents the user in each cell, where the distribution means are

the terrestrial BSs positions. The covariance matrices parameters can be found as

described in (4.26). Then, considering the coverage and constraint parameters, the

elements of COVBk
are updated as described in Lemma 4.3. Once we obtain the

updated distribution parameters, we incorporate this knowledge into the prior. In

fact, rather than starting with prior G0, we consider the following prior.

G
′

0 =
α

NT + α
G0 +

1

NT + α

Ke∑

k=1

Nkδθk . (4.28)

This has the form of a posterior of a Dirichlet process given prior G0 (see (4.21).)

As per the Ferguson theorem [81–83], the posterior also follows a Dirichlet process.

Then, we proceed exactly as described in Algorithm 3. The only main difference is

that we do not update the means of the cluster {B1, B2, . . . , BKe
}. The final posterior

will be of the form.

G =
α

NT + α
G0 +

Ke∑

k=1

πkδθk +
K∑

k=Ke+1

πkδθk . (4.29)
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4.6 Simulation Results and Discussion

As mentioned before, in practice, a cellular system is said to be well planned if the net-

work provides a good coverage, i.e., Ath ≥ 90% per cell, and good system utilization,

i.e., cmin = 70% and cmax = 90% [110], [90]. We set Nmax = 150. This suggests that

the number of users per cell has to be in the range [cminNmax, cmaxNmax] = [105, 135].

The remaining simulation parameters are set as follows. Transmission frequency and

bandwidth are set to 2100Mhz and 10Mhz, respectively. The thermal noise is set to

174dBm. The considered geographical area is assumed to be of size 100Km2 in which

the users are randomly distributed so that different areas have different densities.

Pmax and γth are considered to be equal to 10dB and 30dBm, respectively.

In [115–117], the planning process is divided into two phases that are executed

iteratively. In the first phase, the served area is fully covered while the users are

associated to the nearest BSs. Then, if the upper bound on the capacity is not satisfied

in a given cell, a new BS is added. Then, the BS positions and users association are

updated. This is similar to using the K-mean approach to cover the entire area and

to associate users to the nearest BSs, increasing the number of BSs if the constraint

on the capacity upper bound in a cell is not satisfied.

We compare the proposed planning approach to two benchmark approaches. We

first consider the K-mean approach for a constant number of BSs, denoted by K-

meanC. The number of clustersK in this case equals the one provided by the proposed

algorithm. In the second benchmark approach, we consider the K-mean approach

where the number of BSs increases as the upper bound constraint on the maximum

number of users per cell is not satisfied. This approach is called K-mean with a

varying number of BSs (K-meanV).
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4.4.a K-meanC: K = 24.
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4.4.b K-meanV: K = 37

-6 103 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 103

x

-6 103

-5

-4

-3

-2

-1

0

1

2

3

4

5

6 103

y

4.4.c SML: K = 24

Figure 4.4: Dense urban area: users distribution and association.

4.6.1 Proposed approach for a new cellular network design

We consider here two main scenarios. The first one corresponds to a dense urban

area, that is, the areas are capacity limited. The second one corresponds to an urban

scenario, where, some areas are capacity limited while others are coverage limited.

4.6.1.1 Dense urban area

We consider NT = 3000 and Nmax = 150. As such, the minimum required BSs is

K = ⌈ NT

cmaxNmax

⌉ = ⌈3000

135
⌉ = 23. We set K = 24 for K-meanC.

Figs. 4.4.a and 4.4.b show the BSs positions as well as their coverage for the

K-meanC and K-meanV approaches, respectively. In Fig. 4.4.c, we provide the

BSs and their coverage using the proposed approach, denoted by SML (statistical

machine learning). From the figures, we can easily conclude that the resources are

over provisioned using K-meanC, as it results in 37 required BSs, which is not in the

range [23, 29].

We provide in Fig. 4.5 the performance in terms of the normalized capacity per

cell. The number of users per cell is normalized with respect to Nmax. Recall that

we would like to have the normalized number of users per cell to be in the range

[0.7, 0.9]. In the figure, the coverage constraint is satisfied if the normalized coverage
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Figure 4.5: Dense urban area: coverage and capacity performance.

is less than one. We can observe from the figure that, using K-meanV, the resources

are clearly over provisioned, where 34 out of 37 cells have numbers of users less than

the minimum value. Moreover, using K-meanC, 50% of the cells are either over or

under provisioned. The proposed approach, however, suggests using 24 BSs while

satisfying the capacity constraint in all cells, unlike the K-meanC method.

4.6.1.2 Urban area

We consider in this section the scenario of an urban area where some sub-areas are

capacity limited whereas others are coverage limited. We use NT = 1500. For K-

meanC, we set K = 12. Figs. 4.6.a and 4.7 show that K-meanC results in resource

over provisioning in the coverage limited sub-areas and resource under provisioning in

the capacity limited sub-areas. In fact, ∼ 66% of the cells do not respect the capacity

constraints. It is also shown in the figure that the K-meanV approach satisfies the

upper bound constraint on the capacity for all cells, whereas ∽ 50% of the cells are

over provisioned (i.e., lower bound constraint is not satisfied). This translates to a

higher number of required BSs, which is 15.

Figs. 4.6.c and 4.7 show that SML adapts the size of the cells according to the

density of the users. Some cells are with large coverage that reach up to 92% from
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4.6.a K-meanC: K = 12.

-6  103 -5 -4 -3 -2 -1 0 1 2 3 4 5 6  103

x

-6  103

-5

-4

-3

-2

-1

0

1

2

3

4

5

6  103

y

4.6.b K-meanV: K = 15.

-6  103 -5 -4 -3 -2 -1 0 1 2 3 4 5 6  103

x

-6  103

-5

-4

-3

-2

-1

0

1

2

3

4

5

6  103

y

4.6.c SML: K = 12

Figure 4.6: Urban area: users distribution and association.
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Figure 4.7: Urban area: coverage and capacity performance.

its maximum size, whereas some others are of small size that reach up to 35%. Fig.

4.7 shows that the coverage and capacity constraints are fulfilled for each cell. Recall

that we consider the same number of BSs for both K-meanC and SML. However, SML

outperforms K-meanC considerably, which demonstrates the efficacy of the proposed

framework in utilizing the available resources.

4.6.2 Supporting an existing architecture

We analyze the performance of the proposed technique where the BSs have to be

located to support an existing terrestrial cellular system. We assume that there exits

three static BSs located in the following positions {(−2.5, 2.5), (0,−2.5), (2.5, 2.5)} Km.

We assume that NT = 1500. The simulation results are summarized in Fig. 4.8. In

the figure, the red circles are used to localise the existing BSs, whereas the sign × is
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4.8.a Existing architecture.
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4.8.b SML: K = 12.
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Figure 4.8: Supporting an existing architecture.

used to localise the new BSs.

Fig. 4.8 shows that the existing terrestrial system is not able to meet the QoS

requirements as the coverage and capacity constraints are not satisfied. Using the

proposed approach, the constraints on the capacity and coverage are satisfied for each

cell including the terrestrial ones. This proves the efficacy of the proposed approach

for providing a good BSs deployment plan to support an existing terrestrial cellular

system.

4.7 Conclusions

We proposed in this chapter a machine learning-based framework for unsupervised

cellular planning. The proposed solution determines the essential planning param-

eters that are the minimum required BSs, their transmit antenna patterns and the
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users clusters, while guaranteeing capacity, power and coverage constraints. The pro-

posed solution achieves the intended goal, which is a network setup that gives a good

coverage while preventing resources over/under provisioning which is not possible to

achieve using traditional techniques such as K-mean. We have shown that the pro-

posed framework can be used to plan cellular networks from scratch (new network),

or expand existing terrestrial networks by adding new BSs to accommodate certain

services.
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Chapter 5

Achieving Full Secure

Degrees-of-Freedom for Wiretap

Channel with an Unknown

Eavesdropper

We explored in Chapters 2-4 ways to advance key enabling technologies for 5G and

beyond networks. The focus has been to propose schemes that improve the spec-

tral efficiency and network connectivity. An integral part of developing 5G networks

and their deployment is assuring communication secrecy. As mentioned in Chapter

1, communication secrecy has been centered around using cryptography techniques,

which is normally done at a higher layer in the system. However, cryptography is

rendered insufficient in wireless environments since an important part of the trans-

mitted packets remain in the open and therefore one may be able to collect sensitive

information about the communication without the need to break the cryptography

code. For instance, 5G/6G is expected to provide ULLRC services where very short

0The work done in this chapter leads to two IEEE published journals [67], [68].
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bit-sequences are transmitted and have to be instantaneously decoded. Meanwhile, it

is a common knowledge that encrypted short bit sequences are easy to decipher. To

enhance the security of such transmission and other forms of transmission, PLS has

been recently proposed to reinforce security, owing its ability to fully achieve secure

communications regardless of the data size and without sharing a priori an encryp-

tion code. Much potential has been shown by employing PLS. However, it has been

shown that PLS can be hindered by several challenges, which will be discussed in this

chapter. Moreover, a promising solution will be presented.

5.1 Introduction

The broadcast nature of wireless systems makes communications susceptible to eaves-

dropping, and this has prompted an immediate action from concerned bodies such

as governments, telecommunication industry, service providers, etc., to make every

effort to provide secured communications. Encryption-based strategies have been in

place for many years now as a first line of defense against many forms of security

threats, including cycler attacks, hacking, etc. More recently, PLS has gained inter-

est from the research community, owing to its great potential for enhancing security

by exploiting the unique characteristics of the wireless medium in many different

ways. PLS, unlike encryption-based techniques, can provide secrecy independent of

how powerful eavesdroppers can be in terms of computational capability [51], [52].

The concept of PLS was first coined by Wyner in his seminal work [51] in which

he introduced the wiretap channel. He proved that, for a degraded wiretap channel,

where an eavesdropper (Eve) receives a degraded version of the signal sent from a

transmitter (Alice) to a legitimate receiver (Bob), a positive secrecy rate can be

supported without sharing a key between the communicating parties. This result was

generalized for the non-degraded broadcast channel with confidential and common
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messages [52]. Considering that Eve’s CSI is known to Alice, the authors in [52] proved

the existence of a coding method that ensures reliable communications and guarantees

that Eve’s observation is asymptotically independent from the transmitted message.

In particular, the authors in [51] and [52] characterized the achievable secrecy rate

as the difference between the mutual information of the Alice-Bob and Alice-Eve

channels in the sense of weak secrecy, implying that the rate of information, with

respect to the confidential message length, leaked to Eve vanishes asymptotically.

Coding schemes providing weak secrecy can only ensure that the rate of informa-

tion leaked to Eve vanishes asymptotically in the confidential message block length,

but cannot guarantee confidentiality of the entire message. Therefore, providing a

secrecy rate in the sense of weak secrecy is deemed too weak in practice. Strong

secrecy, on the other hand, requires that the amount of information leaked at Eve

vanishes asymptotically in the confidential message block length. To elaborate on

the difference between weak and strong secrecy, assume that a confidential message

of length n is transmitted. Let ln be the amount of information leaked to Eve. In

terms of weak secrecy, the rate defined as ln

n
should go to zero as n goes to infinity,

implying that ln grows at a rate slower than n. In terms of strong secrecy, the leaked

information, ln, goes to zero as n goes to infinity.

In [125], the authors classified code construction methods into channel capacity-

based and channel resolvability-based. Channel capacity-based code construction

refers to the method used in [51] and [52] which maps a confidential message to a

subcode with a rate lower than the mutual information of the Eve’s channel, which

leads to weak secrecy. The channel resolvability-based construction, however, refers

to the method that maps a confidential message to a subcode with a rate higher than

Eve’s channel resolvability. Channel resolvability was applied in [125] to encode in-

formation for the wiretap channel, where Eve’s CSI is assumed to be known to Alice.
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The author showed that the proposed code achieves the same secrecy rate reported

in [52], but in the sense of strong secrecy whereby the entire message is asymptoti-

cally confidential to Eve. Achieving strong secrecy is justifiably more desirable than

achieving weak secrecy, albeit being more challenging.

Motivated by the results in [51], [52], considerable efforts have focused on devel-

oping precoding techniques and proposing various scenarios (e.g., using an interferer

node or multi-antenna nodes) to maximize the mutual information difference for wire-

tap channels under different assumptions on Eve’s CSI, see for example [126–133].

In [126–129], the Eve’s CSI is considered to be known to Bob. The CSI is used to

design the appropriate precoding technique to maximize the secrecy rate and the

appropriate code that achieves weak or strong secrecy.1 In [126], [127], the author

proposed using beamforming where the transmitted signal is beamed in the direction

of Bob while being nulled out in the direction of Eve. In [129], the authors considered

interference (IC) and multiple-access (MAC) wiretap channels. They conducted an

asymptotic study, i.e., high signal-to-noise ratio (SNR), where the secrecy rate is char-

acterized by secure degrees-of-freedom (sdof). They provided the sdof region for IC

and MAC wiretap channels. In [128], upper and lower bounds on the secrecy capacity

are provided for the diamond wiretap channel where Eve receives a degraded version

of the one received by Alice. On the other hand, the authors in [130–133] proposed

using artificial noise to degrade Eve’s channel without requiring any knowledge of

Eve’s CSI. Nonetheless, those papers were based on the model used in [52], in which

coding messages to achieve weak or strong secrecy requires that Eve’s CSI be available

at Alice. Note that the secrecy rate is normally defined as the difference between the

mutual information of the Alice-Bob and Alice-Eve channels [126], [127], [130–133].

1Precoding and coding in this chapter are used to denote two different signal processing stages.

Coding is used to map a binary sequence to a sequence of symbols that are ready for transmission.

Whereas precoding is used to maximize Alice-Bob’s mutual information and to degrade Alice-Eve’s

channel.
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However, for this definition to be valid, Eve’s CSI must be known to Alice. In fact,

it is crucial that Eve’s CSI be known for both channel capacity-based [51], [52] and

channel resolvability-based [125] methods to code messages to achieve weak or strong

secrecy. Otherwise, this secrecy rate definition is rendered irrelevant.

The notion of using artificial noise in the context of PLS is often considered an

efficient strategy to enhance the achievable secrecy rate. Artificial noise is normally

treated as noise by Eve, stemming from the belief that two interfering signals are

indistinguishable in a one-dimensional space unless a signal is treated as noise while

decoding the other. Recent works showed that it is possible to jointly decode intended

and interfering signals if they are transmitted over rationally independent channels

when the transmitted signals belong to a discrete constellation [134], [121]. In [135],

more general results about this technique, referred to as real interference alignment,

were presented. The authors showed that it is possible to jointly decode intended

and interfering signals for almost all channel realizations and hence they proved that

interfering signals are naturally aligned by the channel. They also showed that two

signals belonging to a discrete constellation are inseparable only if they are transmit-

ted simultaneously over the same channel, i.e., aligned by the same channel. Even

when signals do not belong to discrete constellations, they can be discretized to make

their effect less severe by applying real interference alignment. This technique offers

Eve the possibility of efficiently decoding the intended signal in the presence of artifi-

cial noise. This leads us to believe that relying solely on artificial noise as a strategy

to improve the secrecy rate may not be as efficient as one thinks. Furthermore, in the

absence of Eve’s CSI, nulling out the signal in Eve’s direction is clearly impossible.

Eve is by nature a passive entity and normally does not cooperate with the commu-

nicating parties, which makes it difficult for Alice to obtain Eve’s CSI. Consequently,

the problem of providing positive secrecy rates in the sense of weak or strong secrecy
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becomes challenging at different levels. For example, it is unclear how to construct

a codebook and code a message to achieve weak or strong secrecy without Eve’s CSI

knowledge. It is also difficult to degrade Eve’s channel, especially considering that

artificial noise may not be efficient and nulling out signals in Eve’s direction is not

possible. Moreover, there is no rigorous analysis towards identifying the secrecy rate

and a mathematical expression for it in the absence of Eve’s CSI. This motivates us

to consider in this chapter the case when Eve’s CSI is unknown to Alice.

As mentioned above, employing PLS aims at achieving a secrecy rate that ap-

proaches the Alice-Bob channel capacity in the sense of strong secrecy. However, in

the practical scenario where Eve’s CSI is unknown to Alice, even providing weak or

strong secrecy may not be possible. The methods proposed in the literature are far

from achieving this goal. Even asymptotically, i.e., high SNR, where the secrecy rate

is characterized by sdof, providing a secrecy rate in the same order of the Alice-Bob

channel capacity (i.e., achieving full sdof) is very challenging and may not be possi-

ble. To the best of our knowledge, the highest achievable sdof in the sense of weak

or strong secrecy was provided in [136] for the wiretap channel with an unknown

Eve. The authors considered a MIMO non-degraded wiretap channel with an un-

known Eve. The system considered in [136] consists of Kt-antenna Alice, Kr-antenna

Bob and Ke-antenna Eve. The scheme proposed in [136] comprised a precoding and

coding technique that achieves max(0,min(Kt, Kr)−Ke) sdof in the sense of strong

secrecy. However, to achieve this result, it was proposed to transmit artificial noise

in an effort to adversely affect the signals received by both Bob and Eve. Moreover,

we can easily see that this technique cannot achieve full sdof, i.e., min(Kt, Kr), and

it provides zero sdof for the MISO wiretap channel, where Ke = Kr = 1, which is the

system model considered in this chapter.

Motivated by the above discussion, we consider in this chapter the MISO wiretap
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channel where Alice is equipped with multiple antennas, and Bob and Eve are each

equipped with a single antenna. This model is characterized as one-dimensional space

and offers one degree-of-freedom (dof). It is assumed that Eve has knowledge of the

CSI of all channels, implying that such channels cannot be used as a signature. We

prove in this chapter that it is possible to achieve full sdof in the sense of strong

secrecy for this system model with an unknown Eve without using artificial noise or

beamforming. The proposed technique consists of a precoding stage and a coding

stage. Precoding is based on a nonlinear interference alignment technique in a one-

dimensional space proposed in [122], [137], [138]. As for coding, it is based on channel

resolvability, but it does not require Eve’s CSI knowledge. This result is significant

because all proposed techniques reported in the literature suggested that the MISO

wiretap channel achieves zero sdof in the sense of weak or strong secrecy. Moreover,

the method proposed in this chapter proves that it is possible to achieve full sdof in

the sense of strong secrecy for the MISO wiretap channel without knowing Eve’s CSI

and without transmitting any artificial noise. To summarize, the main contributions

of this chapter are as follows:

– We propose a precoding technique that achieves zero dof for the Alice-Eve chan-

nel, without using artificial noise, while achieving full dof for the Alice-Bob chan-

nel. Eve can achieve a non-zero dof if and only if the Alice-Eve channel vector

is parallel to the Alice-Bob channel vector, which is practically impossible.

– We show that the proposed precoding technique uses the channel as a signature

to provide secrecy. We propose a coding technique and prove that it achieves

strong secrecy. We show that the proposed precoding and coding technique

achieves full sdof in the sense of strong secrecy.

– Assuming Rayleigh distributed channel gains, we prove that, at a reasonable

SNR, the proposed technique achieves a secrecy rate that is near Alice-Bob
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achievable rate, and this is achieved in the sense of strong secrecy for almost all

channel realizations.

The rest of chapter is organised as follows. In Section 5.2, we provide the system

model and discuss fundamentals of the wiretap channel. In Section 5.3, we provide

the proposed precoding technique. In Section 5.4, we present the proposed coding

technique. We conclude the chapter in Section 5.5.

Throughout the rest of the chapter, we use |·|, (·)∗, (·)T and 〈·, ·〉 to denote the

2-norm, the conjugate, the transpose operators and the inner product between two

vectors, respectively.

5.2 System Model and Definitions

In this chapter, we consider a MISO wiretap channel where Alice is equipped with K

antennas, Bob and Eve are each equipped with a single antenna. We assume that Alice

has knowledge of Alice-Bob’s CSI. However, Eve is assumed to know the CSI of all

channels, which represents the worst case scenario since the Alice-Bob channel cannot

be used as a signature. This assumption is used often in the literature. For simplicity,

we consider real-valued signals, although complex-valued signals are also possible.

We consider quasi-static fading where the channel gains remain constant during a

coherence time. The proposed technique development and its performance analysis

are provided for a given channel realization. The channel gain vectors of the Alice-Bob

and Alice-Eve channels are denoted by h = {h1, h2, . . . , hK} and g = {g1, g2, . . . , gK},

respectively.

We assume that Alice intends to reliably communicate, with Bob, a confidential

message Wm with rate Rs symbols per channel use in the presence of Eve over m

channel uses, i.e., the message length is mRs. The message is coded into a sequence of

symbols (codeword), denoted by Xm. Alice precodes the symbols then the resulting
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signal (the channel input) is transmitted. The codeword is chosen from a codebook

Xm containing 2mR codewords of length mR, where R denotes the transmission rate.

Obviously, R ≥ Rs [139] and R should be less than or equal to the Alice-Bob channel

capacity in order to achieve reliable communication. The channel output is denoted

by {Y m,Zm}, which represents the signals received by Bob and Eve, respectively.

Bob computes an estimate Ŵ
m

of the message based on the observation Y
m. A

secrecy rate Rs is said to be achievable if there exists a coding technique such that2

Pr(W
m 6= Ŵ

m

) ≤ ηm,

and 



1

m
I(Wm;Zm) ≤ η

′

m
, for weak secrecy

I(Wm;Zm) ≤ η
′

m
, for strong secrecy,

where ηm and η
′

m
vanish as m goes to infinity, that is, lim

m→∞

ηm = lim
m→∞

η
′

m
= 0. Pr(·)

denotes the probability of an event. I(· , ·) denotes the mutual information.

Assuming that Eve’s CSI is known to Alice, the authors in [125] used channel

resolvability to code the message so as to achieve a secrecy rate that equals the

difference between the mutual information of the Alice-Bob and Alice-Eve channels

in the sense of strong secrecy. For a given transmission technique, the achievable

secrecy rate may be expressed as [52]

Rs =
1

m
max(0, I(Xm;Y m)− I(Xm;Zm)). (5.1)

The secrecy capacity is essentially the maximum of all achievable secrecy rates, which

is obtained by maximizing the secrecy rate in (5.1) over the channel input distribution.

In the following, we briefly describe the channel resolvability-based method (see

2Note that coding schemes achieving strong secrecy are normally different from those achieving

weak secrecy. We focus on those that achieve strong secrecy.
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[125] and [136]). Moreover, this method is applied when I(Xm;Y m) > I(Xm;Zm).

Otherwise, Alice simply does not transmit any message to Bob. Alice constructs a

codebook Xm containing 2m(I(Xm;Y m)−ǫm) i.i.d. sequences generated from a certain

distribution, e.g., Gaussian. The variable ǫm is a positive constant that can be arbi-

trarily small. Alice divides the codewords into NB bins, where each bin contains NC

codewords. These quantities are calculated as follows.

NC = 2m(I(Xm;Zm)+ǫ
′

m
), (5.2)

NB = 2m(I(Xm;Y m)−ǫm−I(Xm;Zm)−ǫ
′

m
). (5.3)

To compute NC and NB, Alice requires the knowledge of I(Xm;Zm) which requires

Eve’s CSI knowledge. With this assumption, Alice selects a sequence of bits of length3

mRs = log2(NB) = m(I(Xm;Y m)− ǫm − I(Xm;Zm)− ǫ
′

m
), (5.4)

and maps it to a bin. From [139], it is established that the knowledge of the bin is

sufficient to know the confidential message, implying that a receiver requires only the

knowledge of the selected bin to correctly decode the confidential message. Alice then

chooses randomly a codeword among the NC codewords in the selected bin. Next,

we briefly describe how this method achieves the secrecy rate in (5.4) in the sense of

strong secrecy.

As mentioned above, Alice would need m channel uses to communicate codeword

X
m. The transmitted information,

log2|X
m|= m(I(Xm;Y m)− ǫm),

3 We show later that the proposed technique does not require Eve’s CSI knowledge.
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is less than the Alice-Bob’s channel mutual information mI(Xm;Y m). As such,

Alice can reliably communicate the codeword with Bob, and Bob can know the exact

selected bin, implying that Bob is able to correctly decode the message. However,

Eve cannot correctly decode the whole codeword, since the transmission rate is higher

than the Alice-Eve mutual information. The decoded codeword, which contains at

least one error, may not belong to the bin associated with the confidential message and

may also belong to a bin not adjacent to the selected one. Therefore, one erroneous

symbol may lead to several errors in the decoded message. In [125] and [136], the

authors showed that Alice can communicate message W
m confidentially to Bob, in

the sense of strong secrecy, using the above described method. They proved that

there exist ηm and η
′

m
such that

Pr(W
m 6= Ŵ

m

) ≤ ηm

and

I(Wm;Zm) ≤ η
′

m
.

At high SNR, the behavior of the secrecy rate is characterized by the achievable

sdof. It represents the rate of growth of the achievable secrecy rate with the Alice-Bob

channel capacity 1

2
log

2
(P ) (log

2
(P ) for the case of complex signals) when P tends to

infinity, that is,

sdof = lim
P→∞

Rs(P )
1

2
log

2
(P )

. (5.5)

Rs(P ) emphasizes the dependence of the secrecy rate on P , where P denotes the

transmit power per symbol.
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5.3 On the Achievable Rate and dof

We proposed in [122], [137] an interference management technique, referred to as

interference dissolution (ID) with the objective of managing interference in a one-

dimensional space over MISO time-invariant channels. We showed that ID achieves a

rate of two symbols per channel use while each symbol gets 1

2
dof, implying that both

symbols are perfectly separable at the receiver. We also showed that ID achieves the

maximum dof, which is one, for the MISO channel. We adapt in this section ID to

the underlying system model, i.e., the MISO wiretap channel. The objective here is

to propose a precoding technique and a coding scheme that together achieve full sdof

in the sense of strong secrecy. Precoding is based on ID, proposed in [122], [137],

and it aims at maximizing Alice-Bob’s mutual information and degrading Alice-Eve’s

channel. Coding, on the other hand, is used to provide strong secrecy. We evaluate

the performance of ID in the context of the wiretap channel where we analyze the

achievable rate and dof for the Alice-Bob and Alice-Eve channels.

5.3.1 ID for MISO wiretap channel

Without loss of generality, let as assume that Alice intends to transmit mK pairs

of symbols, namely, ({x1,1, x1,2}, {x1,3, x1,4}, . . . , {xK,2m−1, xK,2m}) to Bob. As shown

in [122, 137], there is no restriction on the statistical distribution of the symbols.

However, since this chapter is concerned with the analysis of the achievable rate and

dof, the input distribution is assumed to be Gaussian such that the received signal

tends to Gaussian. (More on this later.) Note that the restriction on grouping the

transmitted symbols into pairs stems from the fact that ID is developed to achieve a

rate of two symbols per channel use. We emphasize here that the transmitted symbols

can be grouped in threes, fours, and so on and this does not have a profound impact

on how ID is implemented.
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The way ID is developed involves sending from the transmitter of all the mK

pairs of symbols during the first channel use (or time slot). Then, during subsequent

channel uses, the transmitter nonlinearly precodes symbols and sends them in such

a way that one pair of symbols becomes separable at the receiver. As such, the total

required number of channel uses to complete the transmission and reception of the

2mK symbols is mK + 1. As such, ID allows to transmit 2mK

mK+1
→

K→∞

2 symbols

per channel use. In this section, we describe in detail the precoding and decoding

processes.

In the first channel use, Alice sends the mK symbol pairs such that the sum of

each m symbol pairs is transmitted from one antenna. That is, Alice sends the sums

{
∑

2m

i=1
x1,i,

∑
2m

i=1
x2,i, . . .

∑
2m

i=1
xK,i} from the K antennas {1, 2, . . . , K}, respectively.

Bob then receives after the first channel use a linear combination of the transmitted

symbols, which is expressed as

y1 =
K∑

k=1

hk

2m∑

i=1

xk,i + n1, (5.6)

where {h1, h2, . . . , hK} are the Alice-Bob channel gains, and n1 is additive white

Gaussian noise (AWGN) with zero mean and variance σ2.

To illustrate the precoding and decoding processes, let us start by the first symbol

pair (x1,1, x1,2) (the same is done for the remaining symbol pairs as will be given

later). Since the first symbol pair is the intended one, the remaining symbols, i.e.,

({x1,3, x1,4}, . . . , {xK,2m−1, xK,2m}), are seen as interference. Precoding of the first

symbol pair is done in such a way that the interfering signals are aligned by the

signal vector (h1x1,2,−h1x1,1)
T which is orthogonal to {h1x1,1, h1x1,2} at Bob, and

this allows to decode (x1,1, x1,2) without interference. To this end, Alice calculates a
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dissolution factor β1 by solving [122], [137]

h1x1,1 + β1h1x1,2 =
K
∑

k=1

hk

2m
∑

i=1

xk,i, (5.7)

where β1 is equal to4

β1 = 1 +
h1

∑

2m

i=3
x1,i +

∑K

k=2
hk

∑

2m

i=1
xk,i

h1x1,2

. (5.8)

Then, Alice communicates x1,2 − β1x1,1 via h1 with Bob. The signal vector received

at Bob during the first and the second channel uses can be written as







y1

y2






=







h1x1,1

h1x1,2






+ β1







h1x1,2

−h1x1,1






+







n1

n2







= v(x1,1, x1,2) + β1v
⊥(x1,1, x1,2) + (n1, n2)

T ,

(5.9)

where n2 is AWGN with zero mean and variance σ2. v(x1,1, x1,2) and v
⊥(x1,1, x1,2)

denote the vector (h1x1,1, h1x1,2)
T and its orthogonal vector (h1x1,2,−h1x1,1)

T . One

can easily see that the remaining signals are confined to the sub-space formed by the

signal vector v⊥(x1,1, x1,2) = (h1x1,2,−h1x1,1)
T .

The remaining signals are aligned by the signal vector (h2x1,2,−h1x1,1)
T as shown

in (5.9). However, there are three unknowns, namely x1,1, x1,2 and β1, while the

receiver has only two signal combinations. We emphasize that ID decoding allows

to extract {x1,1, x1,2} without any knowledge about β1 as shown in [122], [137]. The

decoding process is described as follows (for more details, please refer to [122], [137].)

4We remark that in the unlikely event that h1 (or any other channel gain) is close to zero, it
means that the corresponding channel is in deep fade, and therefore the associated antenna may
not be used, i.e., no transmission takes place from that antenna, which is what happens in practice.
That is, if the channel gain is small enough such that the transmitted power violates the maximum
allowed value, the corresponding antenna is kept idle, and consequently ID will use K − 1 antennas.
Moreover, the analysis in this chapter pertaining to the dof is asymptotic in the SNR, and thus there
are no constraints on the transmitted power.
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The receiver starts by building the set of all possible pairs of signals (h1x1,1, h1x1,2),

namely,

S =




v(x̃1, x̃1,2) =



h1x̃1,1

h1x̃1,2


 : (x̃1,1, x̃1,2) ∈ M2

x





,

where Mx is the symbol constellation. Then, for each vector v(x̃1,1, x̃1,2) ∈ S, the

decision weight component is expressed as

w(x̃1,1, x̃1,2) =

∣∣〈(y1, y2)T − v(x̃1,1, x̃1,2),v(x̃1,1, x̃1,2)
〉∣∣

‖v(x̃1,1, x̃1,2)‖

=
∣∣∣
〈
v(x1,1, x1,2) + β1v

⊥(x1,1, x1,2) + (n1, n2)
T − v(x̃1,1, x̃1,2),

v(x̃1,1, x̃1,2)〉|
1

‖v(x̃1,1, x̃1,2)‖
.

(5.10)

It is clear from (5.10) that the noiseless part of the weight component w(x̃1,1, x̃1,2)

is equal to zero when (x̃1,1, x̃1,2) = (x1,1, x1,2). Otherwise, it takes a non zero value

for almost all channel realizations. For more details, we refer the reader to Lemma

1 in [122], [137]. The decision rule consists therefore of choosing the symbol vector

(x̂1,1, x̂1,2) that minimizes the weight component, i.e.,

(x̂1,1, x̂2) = argmin
(x̃1,1,x̃1,2)∈M2

x

w(x̃1,1, x̃1,2) . (5.11)

After decoding (x1,1, x1,2), the transmitter and receiver consider (x1,3, x1,4) as in-

tended and the rest of the symbols as interference5. Precoding proceeds as described

before, where the noiseless part of y1 is used this time to dissolve h1

∑2m
i=1,i 6=3 x1,i +

5It may be intuitive to realize that subtracting the contribution of (x1,1, x1,2) after having been
decoded while decoding (x1,3, x1,4) may enhance the achievable rate associated with (x1,3, x1,4).
However, this is valid only under the condition of correctly decoding (x1,1, x1,2). Otherwise, this
leads to error propagation. Quantifying the effect of error propagation on the performance of the
proposed technique from an information theoretic perspective is difficult to provide and makes the
derivation of the sdof intractable. Furthermore, the proposed technique already achieves optimal
performance in terms of sdof and near optimal performance in terms of secrecy rate on the Alice-Bob
channel. Therefore, jointly using the proposed technique and successive decoding might result in a
slight enhancement in performance, if any.
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∑K
k=2 hk

∑2m
i=1 xk,i in h1x1,4 by calculating the dissolution factor

β2 = 1 +
h1

∑2m
i=1,i/∈{3,4} x1,i +

∑K
k=2 hk

∑2m
i=1 xk,i

h1x1,4
.

In the third channel use, the transmitter sends the nonlinearly precoded symbols

in order to align the interference by the intended ones. The receiver proceeds, as

explained above, to decode (x1,3, x1,4) using the signal vector (y1, y3), i.e.,







y1

y3






=







h1x1,3

h1x1,4






+ β2







h1x1,4

−h1x1,3






+







n1

n3







= v(x1,3, x1,4) + β1v
⊥(x1,3, x1,4) + n2,

(5.12)

where n2 is the AWGN vector (n1, n3). Then, Alice and Bob proceed in encoding

and decoding the remaining symbol pairs in the exact same way as what was done

for the first symbol pair. To elaborate, during the ((k − 1)m + i + 1)th ((k, i) ∈

{1, 2, . . . , K}×{1, 2, . . . , m}) channel use, the {xk,2i−1, xk,2i} symbol pair is precoded

then sent. Bob then uses (y1, y(k−1)m+i+1) to decode this symbol pair.

5.3.2 Achievable rate and dof on the Alice-Bob channel

As shown above, the symbols are precoded and decoded in pairs. Moreover, the

precoding and decoding processes are similar for all symbol pairs. Therefore, we

first start by analyzing Alice-Bob’s achievable rate considering the first symbol pair,

namely, x1,1 and x1,2. We then generalize the result to the remaining mK − 1 sym-

bol pairs. Considering that the symbols (y1, y2) are Gaussian, the achievable rate

associated with the first symbol pair is given by the following Lemma.

Lemma 5.1. The achievable rate associated with the symbol pair {x1,1, x1,2} on the
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Alice-Bob channel is given as

RB(x1,1, x1,2) =
1

2
log2

(

1 +
2mP

∑K

k=1
|hk|

2

σ2

)

+
1

2
log2

(

2mP
∑K

k=1
|hk|

2+σ2

4mP
∑K

k=1
|hk|2−4P |h1|2+σ2

)

.

(5.13)

Proof. See Appendix C.1.

Similar steps to the proof of Lemma 5.1 can be followed to find a similar expression

for the remaining symbol pairs. Specifically, the achievable rate for the {xj,2i−1, xj,2i}

({j, i} ∈ [1, k]× [1, m] symbol pair is given as

RB(xj,2i−1, xj,2i) = I(xj,2i−1, xj,2i; y1, yjm+i+1)

=
1

2
log2

[(

1 +
2mP

∑K
k=1

|hk|
2

σ2

)







2mP
∑K

k=1
|hk|

2+σ2

4(m− 1)P |hj |2+4mP
∑K

k=1
k 6=j

|hk|2+σ2













=
1

2
log2

(

1 +
2mP

∑K
k=1

|hk|
2

σ2

)

+
1

2
log2

(

2mP
∑K

k=1
|hk|

2+σ2

4mP
∑K

k=1
|hk|2−4P |hj |2+σ2

)

.

(5.14)

It is clear from (5.14) that, the symbol pairs transmitted by the same antenna (i.e.,

have the same antenna index j in (5.14)) at the first channel use achieve the same

rate. However, this rate varies slightly between symbol pairs transmitted via different

antennas because hj’s are different for different channels.

Armed with the above results, we now find the overall achievable rate per channel

use, denoted by RB. Note that mK + 1 channel uses are used to transmit the 2mK

symbols. As such, RB can be expressed as shown in (5.15), where (a) follows from

the fact that all symbol pairs transmitted over the same antenna have the same rate.
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RB

=
1

mK + 1

(

K
∑

k=1

m
∑

i=1

RB(xk,2i−1, xk,2i)

)

(a)
=

m

mK + 1

(

K
∑

k=1

RB(xk,1, xk,2)

)

=
m

2(mK + 1)

(

K log2

(

1 +
2mP

∑K
k=1|hk|

2

σ2

)

+
K
∑

k=1

log2

(

2mP
∑K

k=1|hk|
2+σ2

4mP
∑K

j=1|hj |
2−4P |hk|2+σ2

))

≥
m

2(mK + 1)

(

K log2

(

1 +
2mP

∑K
k=1|hk|

2

σ2

)

+

K
∑

k=1

log2

(

2mP
∑K

k=1|hk|
2+σ2

4mP
∑K

j=1|hj |
2+2σ2

))

=
mK

2(mK + 1)

(

log2

(

1 +
2mP

∑K
k=1|hk|

2

σ2

)

− 1

)

.

(5.15)

The total achievable dof per channel use is thus equal to [135]6

lim
P→∞

RB

1
2
log2(P )

=
mK

mK + 1
→

m→∞

1. (5.16)

5.3.3 Achievable rate and dof on the Alice-Eve channel

As explained above, the ID precoding process uses the Alice-Bob channel gains to

align symbols by other symbols such that they are perfectly separable at Bob. Since

the Alice-Eve channel gains are different from those of the Alice-Bob channel, the

symbols will not be aligned at Eve. This means that ID cannot be applied at Eve as

it is applied at Bob. Moreover, considering that in the first channel use each symbol

is aligned with (2m−1) other symbols on the same channel, applying real interference

6Note that the transmission of the 2mK symbols is performed within the same (finite) coherence
time. In the performance analysis, we assume that mK is very large, which might appear as
a contradiction with the assumption of having a finite coherence time. The assumption of having
large values of mK is considered merely to determine the dof on the Alice-Bob channel. The original
expression is mK

mK+1
, therefore when mK is very large, this expression approaches 1. This is true

even if mK is not very large. For example, when mK = 20, the expression becomes 1 − 1

20
≃ 1.

It should be emphasized here that, in practice, the coherence time is on the order of hundreds of
channel uses and hence the dof on the Alice-Bob channel approaches one.
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alignment to separate symbols at Eve is impossible [134], [121], [135]. In fact, the

best that Eve can do in this scenario is to extract the sum of the m symbols, not

the individual symbols. A heuristic interpretation of this is that any Eve that does

not have the same channel gain vector as that of Bob’s cannot separate the received

symbols and therefore will have a poor transmission rate. In this section, we prove

this result assuming a Gaussian input distribution.

The precoding and transmission processes for the Alice-Eve channel are the same

as those for the Alice-Bob channel (given in the previous section). As such, the

received signal at Eve during the first channel use can be written as

z1 =

K∑

k=1

gk

2m∑

i=1

xk,i + n1, (5.17)

where n1 denotes AWGN with zero mean and variance σ2. In the second channel

use, Alice communicates x1,2 − β1x1,1 via h1 with Bob. Consequently, Eve receives

x1,2 − β1x1,1 via g1. The received signal is denoted by z2 and is given as

z2 = g1(x1,2 − β1x1,1) + n2. (5.18)

Since {g1, g2, . . . , gK} 6= {h1, h2, . . . , hK} and β1 in (5.8) is a nonlinear combination

of symbols and the vector channel {h1, h2, . . . , hK}, z1 cannot be written as g1(x1,1 +

β1x1,2) + n1. Hence, the remaining signals are not aligned by the intended one as in

(5.8). Although Eve has Alice-Bob’s CSI, it cannot proceed similar to what is done

at Bob to decode x1,1 and x1,2. Moreover, β1 is unknown to Eve and each symbol

is aligned with 2m − 1 symbols on the same channel. Hence, Eve cannot use real

interference alignment to separate symbols. This heuristic interpretation suggests,

from an information theoretic perspective, that the proposed technique achieves very

low rate at Eve, which is proved in Lemma 5.2.
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The achievable rate associated with (x1,1, x1,2) given (z1, z2) does not scale with

power and it is given by the following Lemma.

Lemma 5.2. For medium to high SNR, the achievable rate associated to the symbol

pair {x1,1, x1,2} on the Alice-Bob channel is written as,

RE(x1,1, x1,2) ≃
1

2
log2

(

‖h‖2‖g‖2

‖h‖2‖g‖2− |〈h, g∗〉|2

)

. (5.19)

Proof. See Appendix C.2.

Therefore, the achievable dof associated with x1,1 and x1,2 becomes

dofE(x1,1, x1,2) = lim
P→∞

RE(x1,1, x1,2)
1
2
log2(P )

=

1
2
log2

(

‖h‖2‖g‖2

‖h‖2‖g‖2−|〈h,g∗〉|
2

)

lim
P→∞

1
2
log2(P )

= 0,

(5.20)

unless (g1, g2, . . . , gN) is parallel to (h1, h2, . . . , hN).

Recall that precoding and decoding (after the first channel use) are identical for

all symbol pairs. Therefore, one may follow steps similar to those that led to (5.20)

to show that the achievable dof for each of the symbols is zero. Having said this, the

overall achievable rate on the Alice-Eve channel can be written as

RE =
1

mK + 1

K
∑

k=1

m
∑

i=1

I(xk,2i−1, xk,2i; z1, z(k−1)m+i+1)

(b)
=

m

mK + 1

K
∑

k=1

RE(xk,1, xk,2),

(5.21)

where (b) follows from the fact that the symbol pairs transmitted by the same antenna
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at the first channel use achieve the same rate and

RE(xk,1, xk,2) =
1

2
log2

(
∣

∣C(z1, z(k−1)m+i+1)
∣

∣

E
[
∣

∣C(z1, z(k−1)m+i+1|xk,1, xk,2)
∣

∣

]

)

. (5.22)

For medium to high SNR, equation (5.22), for all k = {1, 2, . . . , K}, can be ex-

pressed as (5.19), which means that the achievable rate for all symbol pairs will not

scale with the transmit power, i.e., the achievable rate is constant with respect to the

transmit power. Therefore, the total achievable dof on the Alice-Eve channel is zero.

We stress here that this performance is achieved without using any artificial noise.

To the best of our knowledge, there is no precoding technique in the literature that

can achieve such performance when Eve’s CSI is unknown to Alice.

To verify the above results, we performed an experiment which involves numer-

ically examining the achievable rate on the Alice-Bob (RB) and Alice-Eve channels

(RE). The expression of RB for a given channel use is given by the third line in

(5.15). The expression of RE is provided in (5.21) as a function of the achievable rate

associated with each symbol pair which can be found in Appendix C.2. For instance,

the exact expression of RE(x1,1, x1,2) is given by (C.5), where the exact expressions

of the denominator and nominator are given by (C.6) and (C.7), respectively. In this

experiment, we assume that the channel gains are Rayleigh distributed with variance

one. The results are depicted in Fig. 5.1 versus ζ in dB, where ζ , P

σ2 . The results

are obtained by averaging over many channel realizations. We can observe from the

figure that the achievable rate on the Alice-Bob channel scales with the transmit

power, whereas it is almost zero on the Alice-Eve channel, which proves the efficacy

of the proposed ID for the MISO wiretap channel.

5.3.4 On the achievable dof using linear precoding

We showed above that ID, which is essentially a nonlinear precoding technique,

achieves full dof for Bob’s channel and zero dof for Eve’s channel. We also claimed
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Figure 5.1: Average achievable rate versus ζ(dB).

that linear precoding techniques, in general, including linear interference alignment,

fail to achieve the results achieved by ID. In this section, we prove this claim.

Considering the MISO wiretap channel, let us assume the general case whereby

Alice sends a linear combination of L symbols during m channel uses. We denote by

Q, H and G the precoding matrix, the Alice-Bob channel matrix and the Alice-Bob

channel matrix, respectively. The received signal by Bob and Eve can then be written

as follows.

y = HQx+ nB, (5.23)

z = GQx+ nE , (5.24)

where x is the transmitted symbol vector, of length L. nB and nE denote the AWGN

vector at Bob and Eve, respectively. During the channel use ith (i ∈ {1, 2, . . . , m}),

the coefficients associated with symbol xl (l ∈ {1, 2, . . . , L}) at Eve are 〈g
i
, q

l
〉, where

q
l
and g

i
denote the lth column of Q and the ith row of G, respectively.

Linear interference management in a one-dimensional space (e.g., real interference
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alignment [135]) gives the receiver the possibility to jointly decode interfering sym-

bols if they are received over rationally independent channels. Among the m received

signals, if there exists one such that two symbols received over two rationally indepen-

dent channels, they are considered separable. For example, consider x1 and x2. They

are said to be separable if the corresponding received signal is of the form hx1 + h
′

x2

where h and h
′

are different (i.e., rationally independent). However, if x1 and x2 are

received over the same channel, they are inseparable. As such, the objective is to

precode the symbols in such a way that they are separable at Bob, but not at Eve.

However, this is not possible using linear precoding, as will be explained below.

Let us consider the scenario in which there exist two inseparable symbols xl and

x
l
′ at Eve. Thus, there associated coefficients are rationally dependent during all the

m channel uses, i.e., there exists a rational vector of numbers (α1, α2, . . . , αm) such

that,

〈g
i
, q

l
〉 = αi〈gi

, q
l
′ 〉, ∀i ∈ {1, 2, . . . , m},

where ql and q
l
′ denote the lth and l

′

th columns of Q respectively. Given that the

channel matrix G is unknown to Alice, the only possible solution is to set

q
l
= αiql

′ ∀i{1, 2 . . . , m}.

Note that ql and q
l
′ are independent of i. Therefore, one may choose the precoding

matrix with the following parameters α1 = α2 = · · · = αm = α and ql = αq
l
′ .

However, this gives

〈hi, ql〉 = α〈hi, ql
′ 〉, ∀i ∈ {1, 2, . . . , m},

and thus the symbols xl and x
l
′ must also be aligned at Bob. Therefore, linearly

precoding symbols to provide zero dof for Eve’s channel results in zero dof for Bob’s
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channel. This proves that linear precoding cannot achieve zero dof on the Alice-Eve

channel while achieving full dof on the Alice-Bob channel without using artificial

noise.

5.4 On the Achievable Sdof in the Sense of Strong-

Secrecy

5.4.1 Achievable sdof

The channel resolvability method in [125] requires that Alice knows I(Xm;Zm), i.e.,

Alice has access to Eve’s CSI, in order to achieve a secrecy rate that equals the

difference between the mutual information of the Alice-Bob and Alice-Eve channels.

Since the channel resolvability-based method involves associating a subcode to the

confidential message with a rate above Eve’s channel resolvability, this method can

be simply extended to the case when Alice has an upper bound on I(Xm;Zm). The

achievable secrecy rate in the sense of strong secrecy becomes the difference between

the mutual information of the Alice-Bob channel and the used upper bound. To

elaborate, let us assume that there exists a quantity Rth, such that

I(Xm;Zm) < Rth. (5.25)

The inequality (5.25) suggests that there exists a strictly positive constant ǫ
′

m
such

that

Rth = I(Xm;Zm) + ǫ
′

m
.

If Alice knows Rth, it follows the steps explained in Section 5.2 (see equations

(5.2) and (5.3) and the pertaining discussion) to construct a code that achieves strong
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secrecy. However, the achievable secrecy rate becomes

Rs = max(0, I(Xm;Y m)−Rth). (5.26)

We stress here that this method can be applied only if Rth is known to Alice which

is not clear how to obtain it when Eve is completely unknown.

In this section, we propose a coding scheme based on the channel resolvability-

based method described in [125] and this code ensures strong secrecy. Given that

channel resolvability requires the knowledge of an upper bound on the Eve’s mutual

information, which is not possible to obtain when Eve is completely unknown, we

first adapt this method to the underlying scenario where Eve is unknown. Recall that

channel resolvability involves associating a subcode to the confidential message with a

rate above Eve’s channel resolvability. A key idea in this work is to provide an upper

bound on the mutual information of Alice-Eve’s channel without any knowledge about

Eve’s CSI. Then, Alice codes information based on this upper bound as explained

above.

We proved before that the achievable rate on the Alice-Eve channel does not scale

with P at high SNR (see Section 5.3.3). Based on this observation, we may construct

upper bound on the achievable rate on the Alice-Eve channel as follows. For a given

α ∈ (0, 1) there exists Pth such that ∀{i, k} ∈ [1, m]× [1, K] and ∀P ≥ Pth, we have7

RE(xk,2i−1, xk,2i) = I(xk,2i−1, xk,2i; z1, z(k−1)m+i+1)

<
1

2
log2(P

α).
(5.27)

This suggests that at high SNR, Alice can guarantee that Eve’s mutual information is

upper bounded by 1
2
log2(P

α) which is known by Alice. Moreover, we showed in (5.14)

7We note that Pth is investigated in the next section.
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that the achievable rate on the Alice-Bob channel scales with P . Given that 1
2
log2(P

α)

scales with P α and α < 1, then there exists P
′

th such that for ∀{i, k} ∈ [1, m]× [1, K]

and ∀P ≥ P
′

th we have

RB(xk,2i−1, xk,2i) = I(xk,2i−1, xk,2i; y1, y(k−1)m+i+1)

>
1

2
log2(P

α).
(5.28)

This inequality guarantees that Bob’s mutual information is higher than Eve’s mutual

information upper bound, which guarantees a positive secrecy rate at high SNR.

For P ≥ max(Pth, P
′

th), i.e., at high SNR, Alice considers Rth = 1
2
log2(P

α) defined

in (5.25) to construct a code that achieves strong secrecy as described below. Since

each group of 2m symbols are transmitted over the same antenna during the first

channel use, symbols within each group have the same associated mutual information,

and therefore, Alice codes each group separately. We elaborate next how the first

group of symbols, i.e., (x1,1, x1,2, . . . x1,2m), is coded. (Coding of the rest of the groups

follows exactly the same way.) From (5.14), we can see that the achievable rate for

the m pairs, i.e., (x1,1, x1,2, . . . x1,2m), at high transmit power is

m∑

i=1

I(x1,2i−1, x1,2i; y1, yi+1) ≃ mI(x1,1, x1,2; y1, y2)

= mRB(x1,1, x1,2).

(5.29)

Alice considers a message W
m
1 of length m(I(x1,1, x1,2; y1, y2)−

1
2
log2(P

α)− ǫm) bits

to transmit, where ǫm is strictly positive and mǫm →
m→∞

0. To code the message, Alice

proceeds as follows. First, it generates a codebook, of size 2m× 2m(I(x1,1,x1,2;y1,y2)−ǫm)

whose entries are drawn independently from some distribution. Then, it divides

the codebook into NB = 2m(I(x1,1,x1,2;y1,y2)−
1

2
log

2
(Pα)−ǫm) bins and each bin contains

NC = 2
m

2
log

2
(Pα) codewords (see (5.2) and (5.3)). Then, it maps W

m to a bin and
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it chooses randomly a codeword from the bin. From (5.27), there exists ǫ
′

m > 0 such

that m

2
log2(P

α) = m(I(x1,1, x1,2; z1, z2) + ǫ
′

m). From [125], there exists η
(1)
m →

m→∞

0

such that

I(Wm
1 ; z1, z2 . . . zm+1) ≤ η(1)m .

Given that the transmission rate m(I(x1,1, x1,2; y1, y2)−ǫm) is less than the Alice-Bob

channel mutual information, as per Shannon theory, the error probability at Bob is

given as

Pr(Ŵ
m

1 6= W
m
1 ) →

m→∞

0. (5.30)

Alice uses the same method to construct codebooks for the remaining symbol

groups sent by antennas {2, 3, . . . , K} during the first channel use. Clearly, the re-

sults obtained for the first symbol group hold true for the remaining symbol groups.

Therefore, for P > Pth there exist {η
(1)
m , η

(2)
m , . . . , η

(K)
m } such that

I(Wm
1 ,W

m
2 , . . . ,W

m
K ;Z

m) =
K∑

k=1

I(Wm
k ; z1, z(k−1)m+1 . . . zkm+1)

≤

K∑

k=1

η(k)m →
m→∞

0.

(5.31)

The expression in (5.30) ensures achieving arbitrarily small error probability at Bob

and the expression (5.31) ensures that the transmitted messages are independent of

the ones received at Eve, which essentially proves that the conditions for achieving

strong secrecy are satisfied.

The achievable secrecy rate in the sense of strong secrecy, at high transmit power

(P > Pth), is then given by

Rs =
m

mK + 1

K∑

k

(RB(xk,1, xk,2)−
1

2
log2(P

α)− ǫm). (5.32)
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Consequently, the achievable sdof is given by

sdof = lim
P>Pth,P→∞

Rs

1
2 log2(P )

= lim
P→∞

m
mK+1

∑K
k=1 (RB(xk,1, xk,2)−

1
2 log2(P

α))
1
2 log2(P )

≥ lim
P→∞

m
2(mK+1)

∑K
k=1

(

log2

(

1 +
2mP

∑
K

k=1
|hk|

2

σ2

)

− 1− α log2(P )
)

1
2 log2(P )

=
mK(1− α)

mK + 1
→

m→∞
1− α.

(5.33)

We can choose α as small as desired and thus the achievable sdof can approach the

full sdof, which is one for the adopted system model.

5.4.2 On the ID achievable strong secrecy rate

We showed above that the proposed scheme achieves full sdof in the sense of strong

secrecy. Though sdof characterizes the behavior of the secrecy rate asymptomatically,

i.e., at high SNR. Operating at high SNR suggests that Alice can not guarantee that

Rth = 1
2
log2(P

α) is higher than Eve’s mutual information at finite SNR. Moreover,

this upper bound is not tight at high SNR, which decreases the achievable secrecy

rate

Rs = max(0, I(Xm;Y m)−Rth).

This necessitates analyzing the performance of the proposed scheme in terms of the

achievable secrecy rate at finite SNR.

We argued previously that, as per the notion of channel resolvability, if Alice

knows an upper bound on Eve’s mutual information Rth, it can construct a code that

achieves strong secrecy. In this section, we investigate the minimum threshold Rth

for ∀{i, k} ∈ [1, m]× [1, K] such that

I(xk,2i−1, xk,2i; z1, z(k−1)m+i+1) < Rth. (5.34)
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In this section, we assume that the Alice-Eve channel is Rayleigh distributed, which

obviously does not contradict the assumption that Eve is unknown, as the former

is dictated by the propagation environment. We now proceed to find the minimum

required Rth to achieve strong secrecy, at finite SNR, with a probability approach-

ing one for a given channel realization. To this end, we find an expression of the

probability of having strong secrecy for a given channel realization as a function of

Rth. Based on this result, we can then adjust Rth to achieve strong secrecy with

high probability for a given channel realization. We recall that the knowledge of the

channel distribution is not used in Sections 5.3 and 5.4.1, and the proposed technique

achieves full sdof for a given channel realization (without considering any particular

channel distribution) as shown in Section 5.4.1.

To make the analysis more tractable, we assume that m is reasonably large, while

still assuming finite SNR. This assumption makes the achievable rate for all symbol

groups (each of size 2m) at Eve to be equal. Armed with this result, we may write

the achievable rate at Eve as (expressed in (5.35) on the next page), where arriving

at (c) results from assuming a large m, while this is valid for medium to high SNR.
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The last equality in (5.35) is backed up by the fact that mK ≃ mK + 1.

RE

=
m

mK + 1

K
∑

k=1

RE(xk,1, xk,2)

(c)
=

m

mK + 1

K
∑

k=1

1

2
log2









(

2mP
∑K

j=1|gj|
2
)(

2mP
|gk|

2

|hk|2

∑K

j=1|hj|
2
)

(2mP )2 |gk|2

|hk|2

[

(

∑K

j=1|hj |2
)(

∑K

j=1|gj|
2
)

−
(

∑K

j=1 hjg
∗
j

)2
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=
mK

2(mK + 1)
log2







(

∑K

j=1|gj|
2
)(

∑K

j=1|hj|
2
)

(

∑K

j=1|hj|2
)(

∑K

j=1|gj|
2
)

−
(

∑K

j=1 hjg
∗
j

)2







≃
1

2
log2

(

‖h‖2‖g‖2

‖h‖2‖g‖2− |〈h, g∗〉|2

)

.

(5.35)

Whenever Rth > RE , it means that

‖h‖2‖g‖2

‖h‖2‖g‖2− |〈h, g∗〉|2
< 22Rth ⇔

|〈h, g∗〉|2

‖h‖2‖g‖2
< 1−

1

22Rth

To find an expression for Pr(Rth > RE), we need to find the distribution of
|〈h,g∗〉|

2

‖h‖2‖g‖2
.

Let us consider the normalized vector g =
g∗

‖g‖
and its orthogonal normalized

vector g⊥ =
g∗

‖g‖
. The channel vector h can be decomposed into a parallel and

orthogonal components as follows.

h = 〈h, g〉g + 〈h, g⊥〉g⊥.

We use h⊥ = 〈h, g⊥〉 and h‖ = 〈h, g〉 to denote the perpendicular and parallel

components. respectively. Since ‖h‖2= ‖h⊥‖2+‖h‖‖2, we can write

|〈h, g∗〉|2

‖h‖2‖g‖2
=

∣

∣

∣
〈h,

g∗

‖g‖
〉
∣

∣

∣

2

‖h‖2
=

∣

∣〈h, g〉
∣

∣

2

‖h‖2
=

‖h‖‖2

‖h⊥‖2+‖h‖‖2
. (5.36)
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From [140], ‖h‖‖2∼ Γ(1, 1) and ‖h⊥‖2∼ Γ(K − 1, 1), where Γ(p, λ) denotes the Γ

distribution with parameters (p, λ). By applying this result and considering (5.36),

we can obtain [141]

|〈h, g∗〉|2

‖h‖2‖g‖2
∼ β(1, K − 1),

where β(p, λ) denotes the Beta distribution with parameters (p, λ). In the following

we provide simulation results to validate the obtained results.

To validate the above result, we plot in Fig. 5.2 the probability distribution

function of the random variable
|〈h,g∗〉|

2

‖h‖2‖g‖2
. The figure shows that the analytical results

match well with the simulation results. Furthermore, it is known that the cumulative

distribution function (CDF) of the Beta distribution is the regularized incomplete

Beta function [141]. As such, for a given channel realization, the probability to have

strong secrecy is given by

Pr (Rth > RE) = Pr

(

|〈h, g∗〉|2

‖h‖2‖g‖2
< 1−

1

22Rth

)

=
β
(

1− 1

2
2Rth

; 1, K − 1
)

β(1, K − 1)

= I
1− 1

2
2Rth

(1, K − 1)

= 1−

(

1

22Rth

)K−1

,

(5.37)

where β
(

1− 1

2
2Rth

; 1, K − 1
)

and I
1− 1

2
2Rth

(1, K−1) denotes the incomplete Beta func-

tion and the regularized incomplete Beta function, respectively. We compare in Fig.

5.3 the CDF based on simulations and compare that to the analytical expression for

the CDF. Perfect match between theory and simulations is evident from the figure.

We observe from (5.37) that the probability of achieving strong secrecy, for a given

channel realization, depends on Rth (used to encode the transmitted symbol) and on

the number of transmit antennas. It is desired to have this probability approach one.
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Figure 5.2: Probability distribution function of
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One way of accomplishing this is to increase Rth, which translates to increasing the

transmit power, or increasing the number of transmit antennas without the need to

increase the transmit power. Note that Rth given in (5.37) represents the minimum

required rate, which can be expressed as

Rth =
1

2(K − 1)
log

2
(1− Pr(Rth > RE)) . (5.38)

In light of the above development, the achievable secrecy rate is expressed as

Rs ≥
1

2
log

2

(

1 +
2mP

∑

K

k=1
|hk|

2

σ2

)

− Rth −
1

2

=
1

2
log

2

(

1 +
2mP

∑

K

k=1
|hk|

2

σ2

)

−
1

2(k − 1)
log

2
(1− Pr(Rth > RE))−

1

2
,

(5.39)

which is achieved with probability Pr(Rth > RE).

To elaborate on the implication of expressions (5.37)-(5.39), we consider the fol-

lowing example. Let Alice be equipped with K = 10 antennas, while Bob and Eve

are each equipped with a single antenna. Suppose that it is required to achieve

strong secrecy with probability Pr(Rth > RE) = 0.999 of the channel realizations (see

(5.37)). Consequently, the minimum required rate is Rth ≃ 0.55. This result is valid

for medium to high SNR. From (5.33), the achievable secrecy rate for a given channel

realization is,

Rs ≥
1

2
log

2

(

1 +
2mP

∑

10

k=1
|hk|

2

σ2

)

Rth −
1

2
−

=
1

2
log

2

(

1 +
2mP

∑

10

k=1
|hk|

2

σ2

)

− 0.55−
1

2

≃
1

2
log

2

(

1 +
2mP

∑

10

k=1
|hk|

2

σ2

)

− 1,

(5.40)
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which is within one bit from the Alice-Bob mutual information 1

2
log

2

(

1 +
2mP

∑
K

k=1
|hk|

2

σ2

)

.

This is consistent with the results obtained in [122] where it was shown that the

achievable rate on the Alice-Bob channel is at most one bit away from the channel

capacity. This result suggests that strong secrecy is not achieved for about 0.1% of

the channel realizations. This does not mean, however, that Eve is guaranteed to

correctly decode the whole message in those instances. The achievable rate is within

one bit from the mutual information of Alice-Bob’s channel which is shown in [122]

to be close to the channel capacity.

5.5 Conclusion

In this chapter, we proposed a combined precoding and coding method that achieves

full sdof in the sense of strong secrecy for the MISO wiretap channel with an unknown

Eve. This is an important result because it is contrary to what has been published

so far on this subject. In particular, it has been shown that a zero sdof is achieved

when the number of antennas at Bob and Eve is the same. Furthermore, the pro-

posed method does not use artificial noise or beamforming to degrade Eve’s channel.

We proved that linear precoding techniques cannot achieve such performance. We

also proved that the proposed technique can achieve a near-capacity secrecy rate in

the sense of strong secrecy at reasonable SNR. We believe that this work is a first

step towards developing transmission techniques that can achieve secrecy rates that

come close to the Alice-Bob’s channel capacity while using all the transmit power to

transmit the information symbol, i.e., without transmitting artificial noise.
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Chapter 6

Conclusion and Future Research

Directions

In this chapter, we conclude the thesis and list a number of potential research problems

to pursue in the future.

6.1 Conclusion

In this dissertation, we first introduced a novel NOMA scheme that exploits the sim-

ilarity between users’ bit sequences of short length [53], [54]. We showed analytically

and by simulations that the proposed technique considerably enhances the spectral

efficiency, which could reach three times that of existing NOMA techniques. More-

over, the proposed technique performance improves as the number of users increases,

contrary to existing techniques whereby the transmission rate per user slightly de-

creases as the number of users increases. This suggests that the proposed scheme is

suitable for 5G as it is expected to provide massive connectivity. This contribution

was the first that exploited the similarity among short bit sequences to enhance the

spectral efficiency. Despite this enhancement in the spectral efficiency, it is still far
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from the promised improvement expected to be achieved by 5G, which is a hundred

times more that of 4G. This has driven the wireless industry to move towards using

mmWave frequencies, which offer much larger bandwidth, in the order of GHz. How-

ever, mmWave transmissions are limited by the physical properties of the channel

particularly since it is sensitive to blockage.

Providing a solution to enhance the communications range of mmWave systems

has been one of the main interests of researchers from both academia and industry.

I have had the opportunity to work on mmWave transmissions during my internship

at Bell Labs, Crawford Hill, New Jersey, which took place between August 2018 and

January 2019. During my visit, we performed multiple RF measurements and we

realized that, in similar propagation environments, dominant signals typically share

similar angle of arrival/departure. This observation is aligned with the conjecture

of the sparsity of mmWave channels. We exploited the channel sparsity, in conjunc-

tion with machine learning, to develop a beam-codebook based analog beam-steering

scheme [65]. The proposed scheme involves that the users’ devices collect measure-

ments when they are idle then send them back to the BS associated to those devices.

The BS uses an unsupervised (completely automated) process, that we developed

using Bayesian machine learning, to build and update the beam-codebook. The BS

then shares the codebook with the new users connected to it to predict the dominant

signal direction and beamwidth. Preliminary performance studies showed that the

proposed approach achieves near optimal performance without any knowledge of the

CSI where the user’s device is equipped with only one RF. This is promising and mo-

tivate us to continue to investigate beam training techniques for mmWave multiple

antennas devices.

Through my interaction with the team members at Bell Labs, I have also come to

realize how important it is to consider the cost of newly developed technologies and
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the impact of that on their feasibility of their deployment. For instance, mmWave

transceivers are deemed to be expensive and power greedy and hence cannot be used in

IoT devices that are expected to have low cost and limited batteries (e.g., sensors for

waste collection in smart cities). This naturally led to the notion of using the concept

of SON, which is considered as a key enabling technology for next generation systems

to optimize the use of network equipment (e.g., BS) and reduce the CAPEX/OPEX.

We conducted studies on the subject and we found that it is possible to provide

automated self-organized network. We developed an unsupervised planning process

that provides the essential planning parameters of cellular networks, including the

minimum number of required BSs, their positions, coverage, and antenna radiation

patterns, while taking into consideration the inter-cell interference and satisfying

capacity, coverage and transmit power constraints [66]. We prove that the proposed

approach minimizes the number of the deployed BSs and hence it minimizes the

CAPEX. Moreover, since the proposed approach is unsupervised, it contributes to

reduce the OPEX by reducing the human intervention.

In terms of achieving secured communications, we developed a special interest in

PLS that is deemed to be efficient and compatible with 5G/6G services. PLS, how-

ever, still lacks success due to the unrealistic assumptions that are normally made. For

instance, most of the methods proposed in the literature failed to transmit messages

completely confidential considering the practical scenario in which the eavesdropper

can be passive and completely transparent to the transmitter and receiver. To this

end, we developed a radically novel nonlinear precoding technique and a coding strat-

egy that together allow to secure communication even in the presence of completely

transparent (i.e., unknown) eavesdropper [67], [68]. Moreover, we showed that the

achievable secrecy rate is almost equal to the channel capacity. This suggests that

one could secure information with almost zero cost. Such performance is a big leap

159



towards the transition of PLS from theory to the adoption in 5G/6G systems.

6.2 Future Research Directions

Although we addressed several research challenges related the key enabling technolo-

gies for 5G systems, there are still many open questions that need to be addressed to

clinch closer to the realizing the full potential of 5G and beyond networks. We list

below a few of those questions.

6.2.1 The Road to Practical Implementation

As explained in Chapter 2, the main idea of the proposed NOMA technique is to

broadcast one signal that will be received and decoded by multiple users. It was

shown that the overall throughput can be significantly enhanced as compared to

existing techniques. However, 5G BSs are expected to be equipped with a large

number of antennas and hence the broadcast space could be narrowed when spatial

multiplexing (i.e., beamforming) is intended. This suggests that the number of users

per broadcasting space will be reduced and hence may affect the performance of the

proposed NOMA approach. Meanwhile, spatial multiplexing provides a considerable

gain in terms of throughput. To guarantee that we take advantage of both approaches,

joint users’ selection (based on similarity) and antenna selection will be investigated.

The antenna selection includes computing the beamforming matrix that maximizes

the throughput. The antenna selection task is highly computationally complex when

the number of users and antennas are large even without considering the similarity

between the user bit sequences. It is expected to be more complex, if not unsolvable,

when it is jointly considered with users’ selection. Therefore, heuristic approaches will

be investigated. As there is multiple possibilities and multiple parameters to derive,
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one may need to make use of machine learning reinforcement learning to identify

the appropriate beamforming matrix for a given matrix of similarity between users’

sequences.

6.2.1.1 Self-Planning in the Presence of Heterogeneous Base Stations

Future flexible RAN architectures involve using mobile and static BSs. Static BSs

may result in higher CPEX but lower OPEX as compared to mobile BSs. As such,

one will need to decide to employ a static or mobile BS if a need arises. The decision

has to be made in a such way that the result minimizes both CAPEX and OPEX. The

key idea to address this problem is to first analyze the evolution of the cell sites over

a time cycle (e.g., a day), then provide the lifetime of each cell. Second, based on the

operational and expenditure expenses related to the BS, a decision can be made. To

elaborate, consider the case of a cell site that has a life duration of 80% of the cycle

duration. It is likely that a static BS will be deployed in that position. Otherwise,

the OPEX will be necessary high. To solve this problem in a more formal (rigorous)

way, the problem may need to be formulated as a hierarchical Dirichlet process with

a hidden Markov chain. The main idea is to collect observations (snapshots) on

users’ positions at different times. Each observation corresponds to the positions

of all users in the considered area for a given time. Then one may make use of

hierarchical inference techniques (e.g., Gibbs sampling) to provide the hidden Markov

chain which includes defying the states, their numbers and the transitions between

them. The different states in the Markov chain to infer will correspond to different

network set-ups (BS positions) and different observations’ classes. The observations

in the same class can be served using the same architecture while guaranteeing certain

QoS constraints. By examining all the states of the Markov chain, one will need to

identify sites of similar characteristics and then compute a probabilistic model about
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the lifetime of each site (i.e., BS position). Then, a decision will be made depending

on the cost and the time of use.

6.2.1.2 MmWave for Backhauling/Fronthauling System

The transition from 4G to 5G will certainly require deploying new BSs. Meanwhile,

providing wired links between these BSs and the radio access network gateways (i.e.,

backhauling/fronthauling links) results in high CAPEX. Therefore, it is essential to

consider designing a wireless backhauling/fronthauling system. The problem does

not stop here, since the currently used spectrum in the range of 0.9-5 GHz is already

fully used and allocating a part of it for backhauling/fronthauling communications

may not be possible. One possible option to overcome this problem is to tap into

high frequencies including mmWave, which offers high capacity links. However, it

is common knowledge that mmWave transmissions have high path loss and are very

sensitive to blockage. This gives rise to concerns pertaining to the availability of those

links, their reliability and robustness. It is therefore anticipated that not all mobile

BSs will have a direct link to the radio access network gateway. This suggests that

some mobile BSs may need to be connected to the gateway through multi-hops, which

leads to another challenge that involves finding the best path for data transmission.

Furthermore, the quality of mmWave links between two mobile BSs depends on several

factors, including the transmission distance, power, and weather conditions.

To ensure a reliable cellular backhauling/fronthauling system, provisioning redun-

dant and disjoint paths between nodes must be made in the planning phase. Con-

sidering these aspects will lead to a complex system model, which makes proposing a

solution challenging. We envision that overcoming this challenge will involve deriving

a novel integer linear programming approach that deals with the cost and reliabil-

ity aspects using mmWave links. This is done while taking into consideration the
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beamforming technique presented before (in the preliminary study.) This approach,

however, can guarantee global optimality for only small size planning scenarios. As,

we may deal with large size backhauling/fronthauling networks, one needs to derive

alternative path-oriented optimization solutions. For instance, one could use column

generation to decompose the problem and find in an incremental manner the candi-

date paths for each mmWave node pair. Another solution consists of applying the

column generation method, however, this time in a sequential manner to the mmWave

node pairs which will enable obtaining near-optimal solutions.

6.2.1.3 PLS for Multi-User System

As presented in Chapter 5, we proposed and analyzed a precoding technique for the

MISO single-user wiretap channel with unknown eavesdroppers. We showed that the

proposed solution achieves full sdof. To achieve this, we dedicated all the antennas

at the transmitter to secure the communication for a single receiver. In practice,

however, the transmitter is often connected to multiple receivers (e.g., WiFi access

point) and it has to secure all the communications. Moreover, multiple antennas tech-

nologies could be exploited to provide a multiplexing gain and serving simultaneously

multiple users. This gives rise to the question about the possibility to simultaneously

exploit the multiple antennas for providing secrecy and serving simultaneously mul-

tiple users. It is of interest to quantify the loss in terms of the multiplexing gain that

is necessary to guarantee the confidentially of the information.

6.2.2 Exploring Other Key Enabling Technologies: Massive

MIMO

In this dissertation, we investigated different RAN key enabling technologies with the

exception of massive MIMO. This technology consists of deploying and exploiting a
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large number of antennas at the BS and/or the mobile devices. It is also compatible

with 5G/6G devices where the mmWave antennas are of small size and hence one

could deploy multiple of them in small factors. Massive MIMO gives the possibility

to accommodate simultaneously a large number of users. It also offers a diversity gain

which will help to enhance considerably the reliability of communications. The exist-

ing solutions, however, rely heavily on the knowledge of the CSI at the transmitter

and/or receiver to be able to realize such benefits. Such requirements are deemed to

be undesired from a practical point of view. The time required to get the CSI at the

transmitter is proportional to its number of antennas. As the number of antennas

grows large, the traditional downlink channel estimation strategy becomes infeasible.

Finding new techniques with limited CSI is of the subject of investigation of mas-

sive MIMO techniques. Another possible solution to get read of such requirements

is by performing random beamforming, then selecting the users that maximize the

received signals. The random beamforming technique almost achieves the maximum

gain when the number of users is large. The main drawback of these techniques is that

there is no guarantee in terms of latency, given that the served devices are selected at

random. Providing a novel random beamforming-based approach with a guaranteed

latency is of great interest and is worth investigating.
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Appendix A

Let us assume that there are 2ζ sets where each set represents a possible binary

sequence. The users are assigned to those sets according to their bit sequences wζ
i (1).

We denote by ai the number of users in the ith set, i.e., γ = max(a1, a2, . . . , a2ζ ).

The probability to have at least one set with more than n users is the complement

of the probability that all sets have less than n users. Recall that the total number

of users over all sets has to be N , then from [142], the complement of Pr(γ ≥ n) can

be written as

Pr(γ ≥ n) = Pr(a1 < n, a2 < n, . . . , a2ζ < n)

= Pr(a1 ≤ n− 1, a2 ≤ n− 1, . . . , a2ζ ≤ n− 1)

=
N !

NNeN−1
Pr





2
ζ

∑

i=1

yi = N





2
ζ

∏

i=1

Pr(xi ≤ n− 1)

=
N !

NNeN−1
Pr





2
ζ

∑

i=1

yi = N



 (Pr(xi ≤ n− 1))2
ζ

,

(A.1)

where {x1, x2, . . . , x2ζ} are independent Poisson random variables with mean N
2ζ

and

{y1, y2, . . . , y2ζ} are independent truncated Poisson random variables of mean N
2ζ
, in

the range [0, n− 1].
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Since xi is a Poisson random variable with mean N
2ζ
, we obtain [79]

Pr(xi ≤ n− 1) = e
−

N

2ζ

n−1
∑

j=0

N j

(2ζ)j j!
.

However, the probability of the sum of truncated Poisson Pr
(

∑2ζ

i=1 yi = N
)

is in-

tractable. To overcome this, we make use of the Central Limit Theorem. To this

end, we have {y1, y2, . . . , y2ζ} are independent truncated Poisson random variables

and hence yi is of mean

ψ = E[yi] =
N

2ζ






1−

Nn−1

(2ζ)
n−1

(n−1)!
∑n−1

j=0
Nj

(2ζ)
j
j!






,

and of variance

χ2 = E[yi]− (n− 1−E[yi])

(

N

2ζ
− E[yi]

)

.

The size of the random variable set {y1, y2, . . . , y2ζ} is considerably large (i.e., 2ζ) even

for small values of ζ . Therefore, from the Central Limit Theorem, we can assume

that
∑2ζ

i=1 yi = N follows a Gaussian distribution with mean 2ζE[yi] and variance

2ζχ2, which gives

Pr





2ζ
∑

i=1

yi = N



 =
1

√

2ζ+1πχ2
e

(N−2ζψ)2

22ζχ2

=
1

√

2ζ+1πχ2
e

(N−2ζψ)2

2ζ+1χ2 .

(A.2)

Therefore, (A.1) becomes

Pr(γ ≥ n) =
N !

NNe−N

e
−(N−2ζψ)2

2ζ+1χ2

√

2ζ+1πχ2

(

e
−

N

2ζ

n−1
∑

j=0

N j

(2ζ)j j!

)2ζ

, (A.3)
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which proves (2.11).
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Appendix B

B.1

For sake of presentation, we consider the case when the center of the ellipse is

(xBk
, yBk

) = (0, 0). To obtain the intended results for the general case, one can

just follow the steps provided bellow while replacing (x, y) by (xBk
− xUi

, yBk
− yUi

),

respectively. The standard deviation of the transmit power of Bk takes the shape of

an ellipse described by the following set of points Sk defined in (4.8).

Sk =

{

x, y ∈ R
2| 1

1− (τ
′

k)
2

[

x2

ζ2k,x
+

y2

ζ2k,y
− 2τ

′

kxy

ζk,xζk,y

]

= 1

}

. (B.1)

Let us denote by λBk ,1 and λBk,2 the eigenvalues of ΣBk
. Then, the length of the

ellipse axes are 2
√
λ1 and 2

√
λ2 [123]. An explicit expression of the eigenvalues is

given as

λ1,k =
ζ2k,x + ζ2k,y +

√

(

ζ2k,x + ζ2k,y
)

2 − 4(1− (τ
′

k)
2)ζ2k,xζ

2

k,y

2
, (B.2)

λ2,k =
ζ2k,x + ζ2k,y −

√

(

ζ2k,x + ζ2k,y
)2 − 4(1− (τ

′

k)
2)ζ2k,xζ

2

k,y

2
. (B.3)
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x

y

Figure B.1: Transmission power standard deviation.

Let us consider the case when user Ui is situated in position (xUi
, yUi

). We denote by

p⊥Bk,xUi
and p

‖
Bk ,xUi

the coordinates of
√

PBk,xUi
(i.e., standard deviation of the transmit

power) on the x and y axes respectively, i.e., PBk,xUi
=

(

p⊥Bk ,xUi

)2

+
(

p
‖
Bk,xUi

)2

. The

tangent of the angle oi, shown in Fig. B.1, can be written as follows.

tan(oi) =
p
‖
Bk,xUi

p⊥Bk,xUi

=
yUi

xUi

. (B.4)

The elements (p⊥Bk,xUi
, p

‖
Bk ,xUi

) are in Sk, defined in (B.1). Moreover, they verify

the equality in (B.4). Therefore, we have a system with two unknowns and two

independent equalities. Solving this system gives

(

p
‖
Bk,xUi

)

2

=
(1− (τ

′

k)
2)y2Ui

x2

Ui

ζ2
k,x

+
y2
Ui

ζ2
k,y

−
2τ

′

k
xUi

yUi

ζk,xζk,y

,

(

p
⊥
Bk,xUi

)

2

=
(

p
‖
Bk,xUi

)

2 x
2

Ui

y
2

Ui

=
(1− (τ

′

k)
2)x2Ui

x2

Ui

ζ2
k,x

+
y2
Ui

ζ2
k,y

−
2τ

′

k
xUi

yUi

ζk,xζk,y

.

(B.5)

Substituting expressions (B.5) and (B.5) in PBk,xUi
=

(

p⊥Bk,xUi

)2

+
(

p
‖
Bk,xUi

)2

gives

the results in Lemma 4.1, which concludes the proof.
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B.2

Here, we use ξ
′

k to denote 1

1+
γth(σ2

0
+Ik)

f2ξk

. From (4.4), (4.11) and the fact that ΣBk
=

ξkCOVBk
, the admission rate in the kth cell is provided in (B.6), where equality (a)

comes from the fact that we have a Gaussian centred at (xBk
, yBk

).

ABk

=

∫

x,y∈R2

ABk
(x, y)Nθk(x, y)dxdy

=

∫

x,y∈R2

1

2piσk,xσk,y

√

1− τ2k
exp

(

−
1

2(1− τ2k )

[

(xBk
− x)2

σ2
k,x

+
(yBk

− y)2

σ2
k,y

−
2τk(xBk

− x)(yBk
− y)

σk,xσk,y

])

× exp

(

−
γth(σ

2
0 + Ik)

2f2(1− (τk)2)

[

(xBk
− xUi

)2

ξσ2
k,x

+
(yBk

− yUi
)2

ξσ2
k,y

−
2τk(xBk

− xUi
)(yBk

− yUi
)

ξσk,xσk,y

])

dxdy

=

∫

x,y∈R2

ξ
′

k

2ξ
′

kpiσk,xσk,y

√

1− τ2k
exp

(

−
1

2(1− τ2k )

[

(xBk
− x)2

ξ
′

kσ
2
k,x

+
(yBk

− y)2

ξ
′

kσ
2
k,y

−
2τk(xBk

− x)(yBk
− y)

ξ
′

kσk,xσk,y

])

︸ ︷︷ ︸

a
= ξ

′

k =
1

1 +
γth(σ2

0
+Ik)

f2ξk

.

(B.6)

B.3

Throughout this proof, we use κ to denote Pmax

(
f2(1−Ath)

Athγth(σ
2
0+Ik)

)

. The Kullback–Leibler

divergence between Nθ and N
θ
′ is written as

Nθ||Nθ
′ =

∫

x,y∈R2

N
θ
′ (x, y) log

(
N

θ
′ (x, y)

Nθ(x, y)

)

dxdy

d
=

1

2

[

log

(

(1− τ2k )σ
2
k,xσ

2
k,y

(1− τ
′

k

2
)σ

′

k,x

2
σ

′

k,y

2

)

− 2 +
σ

′

k,x

2
σ2
k,y + σ

′

k,x

2
σ2
k,x − 2τ

′

kτkσ
′

k,xσk,yσ
′

k,xσk,x

(1− τ
′

k

2
)σ

′

k,x

2
σ

′

k,y

2

]

.

(B.7)

Equality (d) is obtained by invoking the results in [143]. We know that the elements of

COVBk
do not respect the condition in (4.3.2.3). This suggests that (1−τ 2k )σ

2
k,xσ

2
k,y >

κ2. The goal then is to find the elements of N
θ
′ that minimize the distance while

verifying (4.3.2.3). To approachNθ as much as possible, it is evident that the elements
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of the new distribution verify (1− τ
′2

k)σ
′

k,x
2
σ
′

k,y
2 = κ

2. Therefore, minimizing (B.7)

becomes equivalent to minimizing

log

(

(1− τ
2

k )σ
2

k,xσ
2

k,y

κ

)

+
σ

′

k,x

2

σ
2

k,y + σ
′

k,x

2

σ
2

k,x − 2τ
′

kτkσ
′

k,xσk,yσ
′

k,xσk,x

κ

(B.8)

Since the first term in (B.8) is a constant, we need to just minimize over the sec-

ond term while removing κ in the denominator. Moreover, given the equality (1 −

τ
′2

k)σ
′

k,x
2
σ
′

k,y
2 = κ

2, one can replace σ
′

k,xσ
′

k,x by κ
√

1−τ
′

k

2
. Using traditional mathemat-

ical operations, minimizing over the second term is equivalent to minimizing

(

σ
′

k,xσk,y − σ
′

k,xσk,x

)2

+
2(1− τ

′

kτk)σk,yσk,xκ
√

1− τ
′

k

2

. (B.9)

In (B.9), the two terms are positive and contain completely independent variables

to minimize over. In fact, in the first term, we have σ
′

k,x and σ
′

k,y, whereas in the second

term we have only τ
′

k. Consequently, minimizing (B.9) is equivalent to minimizing the

first term and the second term separately. Minimizing the first term gives
σ
′

k,x

σ
′

k,y

=
σk,x

σk,y
.

This suggests that there exists a positive constant µ
′

such that σ
′

k,x = µ
′

σk,x and σ
′

k,y =

µ
′

σk,y. For the second term, it is sufficient to provide the element that minimizes

1−τ
′

k
τk

√

1−τ
′

k

2
. Setting the first derivative to zero and analyzing the second derivative, we

find that the minimum is achieved when τ
′

k = τk. Collecting both findings gives the

following set of equations.











σ
′

k,x = µ
′

σk,x, σ
′

k,x = µ
′

σk,x

τ
′

k = τk, (1− τ
′2

k)σ
′

k,x
2
σ
′

k,y
2 = κ

2
.

(B.10)
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Substituting the first three equalities in the fourth one gives

(1− τ
2

k )(µ
′

)2σk,x
2
σk,y

2 = κ
2
⇒ µ

′

=
κ

√

1− τ
2

kσk,xσk,y

= µ. (B.11)

This completes the proof.
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Appendix C

C.1

Considering that the signals (y1, y2) are Gaussian, the achievable rate associated with

the first symbol pair is written:

RB(x1,1, x1,2) = I(x1,1, x1,2; y1, y2)

= H(y1, y2)−H(y1, y2|x1,1, x1,2)

=
1

2
log2

(

|C(y1, y2)|

E[|C(y1, y2|x1,1, x1,2)|]

)

,

(C.1)

where |·| and E[·] denote the determinant and the expectation operators, respec-

tively. Here C(y1, y2) and C(y1, y2|x1,1, x1,2) are the covariances of (y1, y2) and (y1, y2)

given (x1,1, x1,2), respectively. Their explicit formulas are written as follows. (The

expression corresponding to C(y1, y2|x1,1, x1,2) is given in (C.2).)
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E[|C(y1, y2|x1,1, x1,2)|]

= E





∣

∣

∣

∣

∣

∣

E[|y1|
2|x1,1, x1,2] E[y1y

∗

2
|x1,1, x1,2]

E[y∗
1
y2|x1,1, x1,2] E[|y2|

2|x1,1, x1,2]

∣

∣

∣

∣

∣

∣





= E







∣

∣

∣

∣

∣

∣

∣

2(m− 1)P |h1|
2+2mP

∑K

k=2
|hk|

2+σ2 −
(

2(m− 1)P |h1|
2+2mP

∑K

k=2
|hk|

2
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−
(

2(m− 1)P |h1|
2+2mP

∑K

k=2
|hk|

2

)

x1,1

x1,2

(

2(m− 1)P |h1|
2+2mP

∑K
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|hk|

2
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1,1

x2

1,2

+ σ2

∣

∣

∣

∣

∣

∣

∣







=

(

2(m− 1)P |h1|
2+2mP

K
∑

k=2

|hk|
2+σ2

)(

2(m− 1)P |h1|
2+2mP

K
∑

k=2

|hk|
2+σ2
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−

(

2(m− 1)P |h1|
2+2mP

K
∑

k=2

|hk|
2

)2

= σ2

(

4(m− 1)P |h1|
2+4mP
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∑

k=2

|hk|
2+σ2

)

.

(C.2)

|C(y1, y2)| =

∣

∣

∣

∣

∣

∣

∣

E[|y1|
2] E[y1y

∗

2
]

E[y∗
1
y2] E[|y2|

2]

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

2mP
∑
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2+σ2 0

0 2mP
∑

K

k=1
|hk|

2+σ2

∣

∣

∣

∣

∣

∣

∣

=

(

2mP

K
∑

k=1

|hk|
2+σ2

)2

.

(C.3)
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Consequently, the achievable rate in (C.1) becomes

RB(x1,1, x1,2)

=
1

2
log

2

(

1 +
2mP

∑K

k=1
|hk|

2

σ2

)

+
1

2
log

2

(

2mP
∑K

k=1
|hk|

2+σ2

4(m− 1)P |h1|2+4mP
∑K

k=2
|hk|2+σ2

)

=
1

2
log

2

(

1 +
2mP

∑K

k=1
|hk|

2

σ2

)

+
1

2
log

2

(

2mP
∑K

k=1
|hk|

2+σ2

4mP
∑K

k=1
|hk|2−4P |h1|2+σ2

)

,

(C.4)

which proves (5.13).

C.2

The achievable rate associated with (x1,1, x1,2) given (z1, z2) is,

RE(x1,1, x1,2) = I(x1,1, x1,2; z1, z2)

= H(z1, z2)−H(z1, z2|x1,1, x1,2)

=
1

2
log

2

(

|C(z1, z2)|

E [|C(z1, z2|x1,1, x1,2)|]

)

.

(C.5)

Explicit expressions for the covariance matrices in (C.5) are given in (C.6) and (C.7)

on the next page.
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(C.6)

E[|C(z1, z2|x1,1, x1,2)|]

= E
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∣

∣

∣

∣
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∣
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(C.7)

These expressions can be written in the form σ2(PC3 + σ2) + P 2C4 and (PC1 +

σ2)(PC2+σ2), respectively, where {C1, C2, C3, C4} are constants that are independent

of the transmit power. The achievable rate can thus be written as

RE(x1,1, x1,2) =
1

2
log2

(

(PC2

1
+ σ2)(PC2

2
+ σ2)

σ2(PC3 + σ2) + P 2C4

)

. (C.8)

We observe from (C.8) that, at high SNR and when C4 6= 0, the denomina-

tor scales with P 2 and the nominator also scales with P 2 and hence RE(x1,1, x1,2)

does not scale with power. By Cauchy Schwartz inequality, C4 is zero if and only
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if (
√
m− 1g1,

√
mg2, . . . ,

√
mgN) is parallel to (

√
m− 1h1,

√
mh2, . . . ,

√
mhN ), i.e.,

(g1, g2, . . . , gN) is parallel to (h1, h2, . . . , hN ). This is practically impossible and thus

the achievable rate becomes constant for medium to high SNR, namely,

RE(x1,1, x1,2) ≃
1

2
log2

(

C1C2

C4

)

(c)≃ 1

2
log2
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(

∑K
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)2
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=
1

2
log2

( ‖h‖2‖g‖2
‖h‖2‖g‖2− |〈h, g∗〉|2

)

,

(C.9)

where arriving at (c) results from assuming a large m. This proves (5.13).
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