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A B S T R A C T

The evolution of microgrids represents a significant step towards the transition to

more sustainable power systems. Recent trends in microgrids include the integra-

tion of renewable energy resources (RERs), alternative energy resources (AERs)

and energy storage systems (ESSs). However, the integration of these systems

creates new challenges on microgrid operation because of their stochastic and

intermittent nature. To mitigate these challenges, determining the appropriate

size together with the best energy management strategy (EMS) systems are

essential to ensure economic and optimal performance.

This thesis presents an investigation into sizing and energy management of

microgrids. In the first part of the thesis, an analytical and economic sizing (AES)

approach is developed to find the optimal size of a grid-connected photovoltaic-

battery energy storage system (PV-BESS). The proposed approach determines

the optimal size based on the minimum levelised cost of energy (LCOE). Funda-

mental to this approach obtains an improved formula of LCOE which includes

new parameters for reflecting the impact of surplus PV energy and the energy

purchased from the grid.

In the second part of this thesis, an integrated framework is proposed for

finding the best size-EMS combination of a stand-alone hybrid energy system

(HES). The HES consists of PV, BESS, diesel generator, fuel cell, electrolyser, and

hydrogen tank. The proposed framework includes three consecutive steps; first,

performing the AES to obtain the initial size of the HES, second, implementing

the initial EMS using finite automata (FA) and instantiating multiple EMSs;

and third, developing an evaluation model to assess the instantiated EMSs and

extract the featured conditions to produce an improved EMS. Then the AES

approach is re-exercised using the improved EMS to obtain the best size-EMS

combination. The core of this framework is utilising FA to implement various

EMSs and capturing the impact of selecting the best EMS on the sizing of the

HES.

Furthermore, a sensitivity analysis is performed to address the uncertainty in

demand and solar radiation data showing their effect on the HES performance.

The analysis is carried out by assuming variations in solar radiation and demand

annual data. Several scenarios are generated from the sensitivity analysis, and a

number of performance indices are computed for each scenario. Following that, a
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fuzzy logic controller is designed using the performance indices as fuzzy input

sets. The objective of this controller is to modify the EMS obtained from the

integrated framework. This can be accomplished by detecting any changes in the

demand and solar radiation and accordingly modify the operating conditions of

the diesel generator, fuel cell, and electrolyser.

The performance of the proposed approaches is validated using real datasets

for both demand and solar radiation. The results show the optimal size and EMS

for both grid-connected and stand-alone microgrids. Moreover, the designed fuzzy

logic controller enables the microgrid to mitigate the uncertainty in the demand

and generation data.

The proposed approaches can be used with various scales of microgrids to

extract manifold benefits where reliability, environmental and cost requirements

can not be tolerated.
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I N T R O D U C T I O N

The existing electrical power network is dominated by centralised generation.

The electricity is mainly produced at large generation facilities and transferred

to the users through the transmission and distribution grids. Due to the increase

in energy demand and the growing of greenhouse gas emissions, the existing

centralised energy system is subjected to alterations to handle these changes.

Microgrids have emerged as a competitive feature of the future energy systems

and a promising superseding to the centralized generation. Therefore, optimising

microgrids in terms of sizing and their energy management strategies have

recently received considerable attention. This chapter presents the motivation

and defines the key concepts and terms in the context of the research reported in

this thesis. It highlights the necessity of determining the optimal size and energy

management strategy of microgrids as a way to improve reliability and reduce

the system’s cost. Finally, the main contributions of this research together with

the thesis organization are discussed.

1.1 M O T I VAT I O N

Climate change and greenhouse gas emissions represent the main drivers for

the development of the concept of a microgrid that incorporates Renewable

Energy Resources (RERs) in Europe [13, 14]. According to the Paris climate

agreement, all countries have to undertake serious efforts to avoid global average

temperature rise exceeding 2 ◦C [15]. In consideration of this, the energy sector is

experiencing a transition to more low-carbon energy systems by integrating more

RERs into the existing grids. Renewable energy offers a clean and eco-friendly

source of energy where the energy is generated by converting free natural energy

2
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into other useful energy forms [16]. Efficient use of diverse RERs can pave a path

for sustainable development, therefore, careful design and planning for utilising

renewable energy sources is required. The motivation for this work is introduced

as follows.

1.1.1 Sizing of Microgrids

Electricity generation is considered the largest contributor to greenhouse gas

emissions, accounting for 25% of the global greenhouse gas emissions [17]. Previ-

ously, electricity production was completely dependent on fossil fuels. The power

plants are designed on a large scale for continuous operation. The centralized

power plants are responsible for delivering energy to distant places which may

result in loss of energy through transmission. However, the increase in energy

demand and the negative effects of burning fossil fuels as well as the concerns

from their depletion, have encouraged countries to promote greater use of RERs.

Deploying RERs in the electrical grids offers great potential to reduce depen-

dence on fossil fuels and greenhouse gas emissions. Photovoltaics (PVs) and Wind

Turbines (WTs) are the most utilised RERs since they are getting cheaper and

are abundant. Moreover, the orientations regarding electricity generation are

moving towards decentralised systems with their benefits in reducing energy

losses [13, 18, 19]. Today, microgrids constitute an effective solution for critical in-

frastructures, campuses, remote communities, island networks or single buildings

such as factories, shopping malls or faculties [20]. A Microgrid is defined as a low-

voltage distribution network that includes the integration of RERs and demand.

Microgrids can operate as a stand-alone system, grid-connected or in transition

between them [21]. The intensive research and development in this field have

led to a huge growth in RERs installations that are today cost-competitive [8].

However, microgrids have some limitations such as high capital cost of RERs

installations, optimal utilisation of these resources and control and management

issues [22].
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Figure 1.1: The evolution of global total PV installed capacity from 2012 to 2020 [1].

Among various RERs, PVs prove to be the most attractive option for electricity

generation. This is due to their benefits such as noiseless, environmental advan-

tages, simple operation and maintenance, and long lifespan [16]. Moreover, the

PVs cost is currently on a fast reducing track and will continue decreasing for

the coming years [23]. For these reasons, the RER under consideration in this

thesis is PV. Figure 1.1 shows the fast growth of the PVs installations (in GW)

applied widely in many countries from 2012 to 2020 [1]. The installed capacity

of PVs has increased from 2012 to 2016 by 24 GW, while from 2016 to 2020 this

value has doubled (50 GW).

Therefore, there is a genuine need to find the optimal sizing of the integrated

RERs and Energy Storage System (ESS). The importance of ESSs emerges from

their benefits in reducing the intermittent characteristics of the RERs. Find-

ing the sizes of the microgrid assets represents the first step in designing any

microgrid and is essential to mitigating the limitations of microgrids. Further-

more, the coordination between the integrated assets in microgrids represents
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a challenging task in designing microgrids. This is introduced in the following

section.

1.1.2 Energy Management Strategies

It is fundamental in designing any microgrid to obtain the sizes of the integrated

assets. However, the optimal operation of the microgrid and the coordination

between all the assets are also essential in every microgrid. One of the most

promising means of reducing energy consumption and related energy costs while

ensuring continuous demand supply is implementing an efficient Energy Man-

agement Strategy (EMS) [24]. An optimal microgrid sizing together with an

appropriate EMS determines the overall system performance and both deserve

similar attention.

The integration of RERs and ESSs in microgrids brings challenges to the

operation and stability of the grid [22, 25, 26, 27]. Therefore, a proper control

strategy is essential to ensure a smooth transition of energy in microgrids [27].

There are two essential options in controlling any microgrid; power management

control and EMS. In power management strategies voltage, current and frequency

are the main variables to consider. While in EMSs, the key parameters to optimise

are the cost, fuel cost, maintenance cost, and the system lifetime [28]. The EMS

serves several vital purposes such as [22]: (i) protects the ESSs by controlling the

charging and discharging cycles, (ii) ensures maximum utilisation of RERs, (iii)

ensures the continuous supply to the demand, (iv) and minimises the operation,

maintenance, fuel and replacement costs by efficient use of all the assets in the

microgrid. This thesis is interested in optimising the EMS along with the size.

The basic principle of existing optimisation approaches for microgrids are

either determining the optimal size [29, 30, 31, 32] or obtaining the optimal

EMS [33, 34, 35]. Few approaches tackled optimising both the size and EMS [36,

37, 38]. While these optimisation approaches have made piecemeal advances in

different directions, they leave room for further improvements. For example, how
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to redefine the optimal size-EMS by implementing various EMS, and how the

obtained EMS can adopt any future changes and disturbances in the input data.

1.2 T H E S I S S C O P E A N D C O N T R I B U T I O N S

This thesis attempts to address the above fundamental question by exploring the

state-of-the-art of the optimisation methods in sizing and EMSs for microgrids.

The work in this thesis is divided into three parts; the first part deals with

sizing grid-connected PV-Battery Energy Storage System (BESS) system using

an Analytical and Economic Sizing (AES) approach. The second part finds the

optimal size-EMS of a stand-alone Hybrid Energy System (HES) through an

integrated framework. The last part of the thesis investigates the ability of the

obtained EMS to deal with the uncertainty in demand and solar radiation data.

The main contributions of this thesis are listed as follows:

• an AES approach is developed to determine the optimal size, minimum cost

and best PV-BESS combination in a grid-connected microgrid. The energy

demand is mainly covered by the PV-BESS system, or by purchasing energy

from the grid whenever the energy generated by PV-BESS is insufficient to

supply the demand. The surplus PV energy generated will be used to charge

the BESS, and extra energy will be sold back to the grid. The selection

of the optimal size of the PV and BESS type is based on the minimum

Levelised Cost of Energy (LCOE) for the PV-BESS combination. A more

accurate model for LCOE is proposed by including the impact of surplus

energy sold to the grid and energy purchased from the grid. Three types

of BESS are considered in the work which are Lead-Acid Battery (LAB),

Lithuim Ion Battery (LIB), and Redox Flow Battery (RFB). This work has

been published in IEEE in January 2018 (see [10]).

• an integrated framework is proposed for finding the optimal size-EMS

combination for a stand-alone HES. The HES consisting of PV, BESS,

Diesel Generator (DSL), Fuel Cell (FC), Electrolyser (EL), and Hydrogen
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Tank (HT). In the first step, the proposed framework is used to determine

the size of the assets in the HES based on an initial EMS. Then the obtained

size is exercised through multiple EMSs produced using Finite Automata

(FA). This is followed by an evaluation model to compare the performance

indices of each instantiated EMS. The role of the evaluation model is to

track the featured operating conditions in the instantiated EMSs. Then

select the featured conditions that lead to an improvement in performance

indices and retain them in the new EMS. As such, the new-optimised

EMS will then replace the initial one leading to the optimal size-EMS

combination. The novelty in this work can be summarized as taking the

impact of selecting the right EMS on the sizing of the HES. This can lead

to better performance and can be explained in our integrated framework by

reducing the cost, reducing the DSL and FC working hours and increasing

the PV utilisation. Moreover, using FA in implementing and instantiating

multiple EMSs to attain an improved one has not been reported. This work

has been published in Applied Energy/Elsevier in May 2019 (see [39]).

• a Fuzzy Logic Controller (FLC) is implemented for the purpose of modifying

the selected EMS from the integrated framework. The main objective of

this FLC is to maintain the HES performance under uncertainty in demand

and solar radiation. A sensitivity analysis is conducted, and all possible sce-

narios are generated by making changes to the demand and solar radiation

data. These scenarios are utilised as input to the FLC, and the fuzzy sets

are the working hours of the DSL, fuel cost, and PV contribution. The fuzzy

output sets of FLC represent condition sets that will cause modifications on

the DSL, FC, and EL operating conditions in the original EMS. An article

has been prepared for this work, and it is under submission to Applied

Energy/Elsevier.
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1.3 T H E S I S OV E R V I E W

This thesis is organized into six chapters. The major contributions of this thesis

are summarized as follows:

Chapter 2 presents an essential background on microgrids, their benefits and

drawbacks, microgrids modes, and an illustration example of a microgrid consists

of RERs, DSLs and BESS. Then an introduction on ESSs is provided showing

the existing types of ESSs. The concept of HESs is introduced demonstrating

an example of their general architecture. This is followed by an investigation of

current EMSs in the literature up to date. Criteria for microgrid optimisation

and the sizing methods used for the sizing are also discussed.

Chapter 3 proposes an AES approach for sizing a grid-connected PV-BESS.

It demonstrates how the analytical models of the PV and BESS are employed

with the LCOE model to optimise the size of the PV-BESS. Moreover, the LCOE

model is modified from its original form to include the cost of the surplus energy

sold to the grid and energy purchased from the grid. A comparison between the

combinations of PV-BESS obtained by the AES approach is performed to show

the effect of the LCOE on selecting the best combination.

Chapter 4 demonstrates an integrated framework for sizing a stand-alone

HES. It describes the steps of the integrated framework in detail. A modified

version of the AES approach implemented in Chapter 3 is used in the first step

of the framework. The utilisation of FA in the framework to implement and

generate multiple EMSs is also discussed. The evaluation model used to assess

the instantiated EMSs and to select the featured conditions is explained. The

process of resizing with the improved EMS is clarified and the obtained results

from the AES and the framework are compared.

Chapter 5 investigates the effect of the demand and solar uncertainty on the

performance of the HES introduced in Chapter 4. It shows how the system is

resized using AES approach and forecasted data for demand and solar radiation.

It introduces all possible sensitivity analysis scenarios for the new size of the

HES. This chapter demonstrates how the obtained sensitivity scenarios are
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utilised to perform a FLC. It explains how this FLC is designed in detail, and its

application to modify the EMS. Moreover, a case study of one of the sensitivity

analysis scenarios reporting the results after and before applying the FLC is

discussed.

Chapter 6 summarizes the contributions and key highlights of this thesis, show-

ing critical review of this research together with the potential future directions.

Overall, this thesis shows promising design and implementation approaches

for finding the optimal size and EMS of microgrids. It can provide an addition to

the existing literature in the field of optimisation of microgrids.



2

BA C K G R O U N D A N D L I T E R AT U R E S U R V E Y

2.1 I N T R O D U C T I O N

The drivers of integration RERs in microgrids is to combat climate change,

environmental pollution, and increasing global demand. WT, PV, hydropower,

geothermal energy, and biomass energy are examples of RERs. PV is one of the

fastest growing technologies and widely applied in many countries. It is expected

in the coming decade the PV installations in the world will be approximately

doubled [40]. Efficient use of various RERs allows for more sustainable energy

systems. As a consequence, design and planning for utilising RERs in microgrids

are required.

This chapter highlights the basic concepts raised in the field of microgrids

to understand the state of the art reported in the context of this work. First,

the concept of microgrid and the assets that contribute to the microgrid is ex-

plained. Then the, multiple criteria for microgrid assessment are introduced to

determine which RER and EMS are better to use. Following that, the importance

of controlling and managing microgrids is clarified. Since microgrid design is

the primary theme of this thesis, the second part of this chapter is made to

emphasize the research efforts in the field of sizing methods found so far and its

classification. Finally, a discussion is placed for the comparison between all the

available methods.

2.2 M I C R O G R I D S

During the past decades, the deployment of Distributed Generations (DGs) in

the existing power systems has been increasing rapidly. DG refers to any small-

10
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scale power system that operates independently of the utility grid and located

on the user side where it is utilised [41]. DGs include RERs such as PVs and

WTs, and Alternative Energy Resources (AERs) such as FCs and Microturbiness

(MTs)s [13, 22, 42]. In addition, DGs include non-renewable generators such as

DSLs and gas turbines [43]. Microgrid has emerged as an attractive option to

harness the benefits offered by the DGs to the existing power systems [44, 45]. The

U.S. Department of Energy defines a microgrid as "a group of interconnected loads

and distributed energy resources within clearly defined electrical boundaries

that acts as a single controllable entity with respect to the grid. A microgrid can

connect and disconnect from the grid to enable it to operate in both grid-connected

and island mode [46]." Island or stand-alone microgrid are two terms for the

same concept, the term stand-alone will be used in this thesis.

2.2.1 Microgrid Benefits and Drawbacks

The intuitive advantages of microgrids have been broadly classified into envi-

ronmental and economical benefits. However, other advantages of microgrids

are represented in a significant reduction in energy losses and improvement in

the utilisation of RERs. The reliability of the systems is also improved by con-

necting multiple generating units to ensure continuous demand supply. Also, the

decentralization of DGs allows the microgrid in the cases of outages to operate

independently leading to a reduction in the adverse effects of outages. Moreover,

one of the advantages of microgrids is to enhance EMS by properly matching

the supply and demand to reduce the energy imported from the grid. [47, 48, 49].

Figure 2.1 shows an example of a microgrid that includes a PV farm, WT farm,

various demand, DSLs and BESS. The presented microgrid can operate in both

modes, stand-alone and grid-connected through the point of common coupling. In

grid-connected mode, the PVs and WT will supply the residential and industrial

demand during their availability. The BESS will store surplus energy from WT

to supply when needed. However, any deficiency in energy will be covered by the
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Figure 2.1: Example of a microgrid including PV, WT, BESS, DSL for a residential
and industrial demand. The presented microgrid can operate in both grid-
connected and stand-alone modes.

grid. In stand-alone mode, the DSLs acts as a backup generator and supply the

demand.

In addition, RERs and AERs are environmentally friendly, these energy re-

sources will never die out as they are continuously replenished. However, because

of the stochastic and intermittent nature of RERs, affording continuous elec-

tricity from a power system with integrated RERs presents a challenge. One of

the most efficient technologies providing anticipated unit cost reductions, which

makes the investment in RERs/AERs looks extremely attractive, is ESSs. The

integration of ESS along with RERs/AERs is assumed to provide fundamental

advantages to the microgrid. This is represented by maintaining the balance

between generation and consumption, and improving the reliability of the power

grid [50]. Section 2.3 explains the benefits of ESSs in more details.

Another practical solution to overcome the intermittency of RERs is HESs. A

HES combines two or more RERs with some conventional source like DSL along

with an ESS (HESs are explained in Section 2.4).

To determine the optimal exploitation of RERs/AERs in microgrids, the system

design must consider significant factors. These factors relate to the operation,



2.2 M I C R O G R I D S 13

component selection, and applied methodology. Therefore, choosing an optimum

sizing methodology is fundamental to meet the desired demand at a distinct level

of security. Sizing and optimisation techniques allow the power system to operate

efficiently and economically in different conditions [51], and Section 2.8 discusses

the available sizing methods in the literature.

Stability and protection in microgrids are also issues that need to be investi-

gated when integrating DGs in the electrical grid. However, these issues are out

of the scope of this thesis.

2.2.2 Microgrids Modes

Whether a power system is based on single RER/AER or a HES, it can be con-

figured either to be stand-alone or grid-connected. The selection of the possible

configuration depends on key parameters: (i) the possibility of grid extension, (ii)

the electricity cost of energy supplied from the grid and, (iii) the weather fore-

casting in the specific area. Grid-connected configurations are typically preferred

for applications in urban areas, while stand-alone configurations may be suitable

for remote locations [51].

The main priority of grid-connected microgrids is to cover local demand from

available RERs/AERs; any surplus energy will be fed into the grid. In the case

where there is a shortage of electricity, it will be drawn from the grid. In grid-

connected systems, the grid acts a backup source. On the other hand, stand-alone

microgrids produce energy independently from the grid, where DSLs can be used

as a backup source. These systems are preferable for remote areas where the grid

cannot penetrate and there is no other source of energy [18, 22].

A comparison between grid-connected and stand-alone microgrids, on which the

decision of which mode to consider in the microgrid, is presented as follows [18]:

• The accessibility of the location where DGs installed, grid-connected sys-

tems are ideal for locations near to the grid where the grid extension is

convenient. The stand-alone systems are suitable for remote areas because



2.3 E N E R G Y S T O R A G E S Y S T E M S 14

of the irregularities in the topological structure of the area and the distance

which makes the connection to the grid very difficult [51].

• The economic feasibility is critically important in deciding whether to make

the system grid-connected or stand-alone. In grid-connected systems, the

surplus energy will be used either to charge a battery or be fed back into

the grid, which will be more profitable than stand-alone systems.

• The connectivity to the grid enables grid-connected systems to set up large-

scale systems with high plant load factors (where a high load factor means

that power usage is relatively constant) thereby improving the economic

viability of the operation. On the other hand, stand-alone systems are

required to operate with low plant load factors (low load factor shows that

occasionally a high demand is set).

• In grid-connected systems the grid acts as a back-up for the system, accord-

ingly increasing its efficiency. While the back-up in stand-alone systems

could be an ESS or small-scale distributed generator.

• If the grid-connected system is incorporated with an ESS, it will be cost-

effective by reducing the energy imported from the grid while selling the

surplus energy to the grid. In stand-alone systems, the excess energy will

be discarded, which will be considered as energy loses.

2.3 E N E R G Y S T O R A G E S Y S T E M S

The ESS refers to the process of converting electrical energy from a power system

into a form that can be kept in various types of storage. Then the stored energy can

be used when needed by transforming it back to serve the intended purpose [52].

ESS technologies have been found to be the best solution for the challenges

associated with the proliferation of DGs. An ESS has multiple functions when

installed in a distribution system, and some of these functions can be summarised

as follows [50, 53, 54, 55]:
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• To facilitate the integration of the RERs into the grid, increasing their

penetration rate, and enhance the quality of the energy supplied.

• To reduce peak demand problems by providing energy when needed and

hence eliminating the extra operation of the traditional generators (such as

DSL) during the peak periods.

• To provide a balance between generation and consumption and improving

the management and reliability of the grid.

• To provide remote areas with their energy needs, in cases when it is chal-

lenging to set up new grid connection plans.

• To reduce the energy imported from the electrical grid in grid-connected

systems.

• To improve the electrical system’s overall stability and making the elimina-

tion of power disturbances possible.

Many ESS technologies are available in the market, and the selection of the

appropriate storage technology depends on several factors. Power rating, dis-

charge time, suitable storage duration, lifetime, life cycle cost, capital cost, round

trip efficiency, and maturity represent the key factors in selecting the appro-

priate ESS [56]. ESSs can be categorized into: electrical, mechanical, thermal,

electromechanical, magnetic, chemical and thermochemical [55, 57, 58, 59, 60],

and Figure 2.2 shows different types of ESSs and examples on each type. Elec-

trochemical BESS technologies, namely lead acid (LA), nickel-cadmium (NiCd),

nickel-metal hydride (Ni-MH), lithium ion (Li-ion), and sodium-sulfur (NaS)

batteries are widely used in microgrid energy systems [50]. Detailed reviews of

ESS technologies can be found in [50, 55, 56].
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Figure 2.2: Types of ESSs used in microgrids and examples for each type.

2.4 H Y B R I D E N E R G Y S Y S T E M S

RERs include among others PV, WT, and tidal. However, utilising PV energy

gained more attention than others for many reasons: (i) infinite, (ii) needs mini-

mal maintenance, and (iii) the running costs are extremely small and have zero

carbon emissions [61]. To obtain the maximum benefits of solar energy or any

other RERs, hybridization has emerged. A hybrid energy system (HES) combines

two or more of RER/AER to feed a required demand and may include conventional

energy resources and ESSs [62, 63, 24]. The primary role of the HES is to ensure

maximum production of energy while maintaining the quality and continuity of

the provided service [64]. Despite the unpredictable nature of RERs, introduc-

ing HES can present complementary patterns such that each resource provides

energy if the other resources are unavailable. HES considered the most efficient

option where grid connectivity is practically impossible or uneconomical [65].

Figure 2.3 demonstrates a general architecture of the HES.

The HES can be configured as grid-connected or stand-alone systems. The

grid-connected HESs are designed in a way that the participating resources can

cover the local demand, and any surplus energy will be stored or sold to the grid.

In addition, installing ESSs in the grid-connected HES is not a necessity as the

grid acts as a backup system. Whereas the stand-alone HESs need ESSs to store
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Figure 2.3: General architecture of HES that shows the diversity in the assets such as
RERs, inverters, AC demand, DC demand, ESSs and control unit represent-
ing the energy management strategy.

the surplus energy and a backup system such as DSLs to maintain continuity of

service.

On the environmental level, HESs can reduce the emissions of greenhouse

gas through the increased use of RERs [66]. Moreover, it has been demonstrated

that HESs can significantly reduce the total life-cycle cost of stand-alone systems

in many situations, while at the same time providing a more reliable supply of

electricity [63].

To obtain the best performance of HESs in terms of maximising the utilisation

of the generated energy and minimizing the total cost, two crucial issues are

considered: appropriate sizing and suitable energy management strategy [67, 68,

69]. These two issues are considered in this thesis.

2.5 C R I T E R I A F O R M I C R O G R I D O P T I M I S AT I O N

The key objective of introducing microgrids with RERs/AERs is to satisfy the

demand requirements at any time taking into consideration the growing demand

and this is the reliability assessment. The economic side is also very important
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in microgrid optimisation, in order to reach to the most cost-effective microgrid.

Additionally, the environmental aspect is very essential to reduce global warming.

Therefore, reliability, economics and environmental assessment are fundamental

in any microgrid design [70].

To achieve the optimum performance of microgrids in terms of the above-

mentioned objectives, there must be a criterion to evaluate the HES based on

those aspects [71]. Figure 2.4 provides a classification of evaluation metrics.

Evaluation 
Criteria

Reliability 
Assessment

Expected Energy 
Not Supplied 

EENS

Level of 
Autonomy LA

Battery State of 
Charge SOC

Economic 
Assessment

Levelized Cost of 
Energy LCOE

Net Present Value 
NPV

Life Cycle Cost 
LCC

Environmental 
Assessment

Emission

Renewable Factor

Loss of Power 
Supply 

Probability LPSP

Figure 2.4: Evaluation criteria for sizing microgrids that classified into reliability, eco-
nomic and environmental assessment.

2.5.1 Reliability Assessment

Reliability refers to the adequacy and security of the power supply in any mi-

crogrid. Adequacy means that the system should have the ability to meet the

aggregate power and energy requirements of all consumers at all times. While se-

curity represents the ability of the system to deal with sudden interruptions [72].
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There are several reliability indicators for microgrids that can asses their perfor-

mance, and some of these are given below [73]:

• Loss of Power Supply Probability (LPSP): an electrical system is reliable

when it is capable to supply enough power to the demand during a certain

period. The most reliable indicator for that is the LPSP defined as the ratio

of energy deficiency to demand during a certain period. The lower LPSP

the more reliable operation of the power system, if LPSP equals zero means

the installed DGs can cover the demand. Whereas if the LSPS is one, this

indicates the demand is never fed [74]. Generally, LPSP is calculated as

follows [73]:

LPSP =
∑T

t=1 DE(t)∑T
t=1 Pload(t)

, (2.1)

where DE(t) and Pload(t) represent the deficiency in energy and the demand

during a certain time respectively.

• Expected Energy Not Supplied (EENS): this indicator measures the ex-

pected energy that cannot be supplied when the demand exceeds the avail-

able energy in the system. EENS can be obtained as follow [74, 73, 75]:

EENS =



Pload −
∫ Pmax

Pmin
P . fP (P) dP Pload > Pmax∫ Pmax

Pmin
(Pload −P) . fP (P) dP Pmin ≤ Pload ≤ Pmax

0 Pload ≤ Pmin

, (2.2)

where P is the power generated by the microgrid, Pload refers to the de-

mand, fP (P) is the probability density function for the power output of the

microgrid. While Pmax and Pmin are the maximum and minimum power

generated by the microgrid respectively.
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• Level of Autonomy (LA): this indicator is defined as one minus the ratio

between the total number of hours in which loss of load HLOL occurs and

the total hours of operation Htot [73]:

LA = 1− HLOL

Htot
, (2.3)

where HLOL represents the number of hours for which loss of load occurs

and Htot is the total operating hours of the system.

• Battery state of charge (soc): soc is related to the energy stored in the

battery. It can help in determining the battery capacity to ensure that the

constraints about system reliability are met and can be calculated using

the following equation:

soc(t)=



soc(t−1)+ [Pinput(t)−Pload(t)] ·ηch ·∆t
ηinv · BatC

, Pinput(t)> Pload(t) ,

soc(t−1)− (Pload(t)−Pinput(t)) ·∆t
ηinv ·ηdch ·BatC

, Pinput(t)≤ Pload(t),

(2.4)

where Pinput is the sum of input power to the battery, Pload represents the

demand, BATC is the battery capacity in kWh. Whereas ηinv, ηch, and ηdch

are the inverter, battery charging and discharging efficiency respectively.

∆t is the time interval between this state and the previous one.

2.5.2 Economic Assessment

Economic analysis is essential for any power system and has a strong relationship

with power system reliability. The inadequate reliability of power supply costs

customers much more than adequate reliability [76]. It will be noted in the

following section, that almost all sizing methods use economic assessment to
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obtain the optimal size of the assets in a microgrid. Underneath are some of the

economic indicators used to determine the economic feasibility of a power system:

• LCOE: is widely used to evaluate the economic feasibility of power systems

and ESSs. The costs distributed over the project lifetime are considered

and this provides a more accurate economic picture of the project under

analysis [77, 78, 79]. The LCOE of the microgrid can be obtained by dividing

the total cost of the assets in the microgrid by the total energy generated.

Equation 2.5 represents the general form of LCOE [10]:

LCOE = Total S ystem Costs
Total Annualized Energy Production

(£/kWh) , (2.5)

• Life Cycle Cost (LCC): is the total system cost calculated during the lifetime

of the system. The LCC consists of three components, which represent the

initial cost (ICsystem), the annualized replacement cost (RCsystem), and the

annualized operation and maintenance cost (OMsystem) [80]. It is calculated

as follows:

LCC = ICsystem +OMsystem +RCsystem . (2.6)

• Net Present Value (NPV): the NPV of a power system is the difference

between the present values of the total profit and total cost of the system

within its operational lifetime. Obviously, the higher the NPV, the higher

economic benefit [81].

2.5.3 Environmental Assessment

Environmental assessment is a vital aspect of sustainability, that causes a di-

rect effect on our planet. Environmental assessment is related to reducing the

pollution that could result from some DGs. Two important indicators in the

environmental assessment are emissions and the renewable factor.
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• Emission: the emissions of a microgrid include carbon dioxide (CO2), sul-

phur dioxide (SO2) and nitrogen oxides(NOx). Based on the Tokyo Protocol,

CO2 and NOx are two types of the six main greenhouse gases. SO2 is one

of the most primary reasons for acid rain. The emissions of any microgrid

are measured as yearly emissions of the emitted and the emissions into the

air of different systems [72].

• Renewable Fraction: the renewable fraction means the amount of renewable

energy generated divided by the total energy generated by the system, and

it represents the extent of renewable energy in a microgrid. A higher value

of this factor indicates that a great portion of RERs is used [72].

2.6 C O N T R O L A N D E N E R G Y M A N A G E M E N T O F M I C R O G R I D S

Microgrid control is responsible for dealing with multiple aspects such as the

voltage and frequency regulation, irregularity of the RERs, the imbalance be-

tween demand and generation, and the type of the integrated ESS [82, 83, 84].

The diversity in control issues led to the adoption of the hierarchical control

scheme as a standardized solution in microgrids, especially when different time

processing is required to execute the multiple tasks [82, 83]. Generally, the con-

trol in microgrids can be divided according to the hierarchical control into three

levels. The primary level is responsible for local control of DGs, the secondary

level deals with the frequency and voltage deviations. Finally, the tertiary level

is identified as the EMS where it is responsible for managing the power and the

energy between DGs and the demand. The scope of this thesis is oriented towards

the third level of control [84, 83].

When combining one or more of RERs/AERs along with an ESS to supply a

certain demand, the need for an effective EMS arises [85]. EMS represents a

sequence of instructions to determine decisions regarding the operation of the

assets in the microgrids and to guide the flow of energy in the microgrid. The

need for an EMS is fundamental for both grid-connected and stand-alone systems.
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The role of the EMS differs based on the microgrid configuration. For instance, in

grid-connected systems the EMS controls the energy flow to and from the grid.

However, in stand-alone systems, the EMS role is to ensure continuity of supply

to the demand, improve the system performance, maximise the utilisation of

RERs, reduce the system operation cost, and prolong system lifetime [25].

A generalized structure of EMS is presented in Figure 2.5. A typical EMS

requires data input such as components costs, fuel price, demand and RERs pro-

files, and the assigned objectives. There are three types of microgrid assessment

which are reliability, economic and environmental (explained in Section 2.5). The

assessments are considered as objectives for EMS optimisation. Accordingly, the

EMS provides output information such as the decision which DGs to operate,

when to charge/discharge the ESS, whether to import/export energy from the

grid. Moreover, indices to evaluate the microgrid performance are produced by

the EMS.

EMS

Operation 
of DGs

Performance 
evaluation

Import/export 
energy from the 

grid

(grid-connected 
Microgrid)

Demand/RE
Rs profiles

Operational 
objectives

DGs cost and 
fuel price

Figure 2.5: Energy Management System.

The EMS of a microgrid is a research topic widely tackled in literature in the

past few years. In this thesis, the EMSs are classified into two groups based on
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the algorithm or method used to implement the EMS. The two groups are EMSs

based on classical approaches and EMSs based on intelligent approaches.

• EMSs based on classical approaches

The EMS implemented by classical approaches is known for its simplicity in

term of control and design. These approaches include rule-based, linear and

nonlinear programming. Rule-based EMSs are governed by a series of rules

and they are widely used due to their simplicity and practicality [22]. In [37],

three rule-based EMSs are developed to find the size and suitable EMS

for a stand-alone HES. The HES consists of PV, BESS, FC, EL, and HT.

The three EMSs were designed based on operating modes and combining

technical-economic aspects. The objective of the EMSs were mainly to

satisfy the demand, then, maintain a certain level in the HT and BESS.

Linear programming is one of the simplest methods for determination of the

optimal solution in problems with several alternative solutions. The method

is based on maximising or minimising an objective function according to

constraints and bounded variables to obtain the unknown parameters.

Nonlinear programming is the same as linear but the objective function

contains a nonlinear function [86]. For example, linear programming was

used to develop an EMS for a HES [87]. The objective of the EMS was

to minimise the operation cost of the HES. The cost function integrates

all associated degradation costs and the lifetime of all the assets in the

HES. The HES includes PV, WT, FC, EL, and HT. The results showed an

improvement of the EMS against conventional EMS.

In general classical approaches are easy to implement and understand

and commonly used in the literature. Nevertheless, these methods are not

suitable for big and complex systems where the complexity and calculation

time of the overall optimisation procedure are increased.

• EMSs based on intelligent approaches

Recently, many studies have been conducted on EMS using Artificial Intelli-

gence (AI) techniques, such as Genetic Algorithim (GA), artificial neural net-
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work, particle swarm optimisation as well as hybrid approaches [22, 24, 88].

Implementing EMSs using AI approaches lead to enhance the efficiency

and performance of microgrid and thereby meet the demand with maximum

energy production [27]. Additionally, AI approaches are able to deal with

nonlinear systems and multi-objective systems efficiently. However, the

execution time for these approaches maybe longer in some cases and achiev-

ing a real-time control may not be possible [27]. Moreover, AI approaches

require enough knowledge and experience for systems to be implemented

efficiently.

A GA-memory based EMS is presented by Azkarzadeh [89] for optimal

sharing of the power generation task between the DGs in a grid-connected

microgrid. The objective of the EMS was to minimise the operating costs of

PV, WT, and combined heat and power system. A multi-objective particle

swarm optimisation EMS is introduced by Manbachi et al. [90] for real-time

managing of a stand-alone microgrid. A new concept called the operation

value factor was defined for each objective function to minimise the micro-

grid load shedding and increase achieve higher levels of performance and

reliability.

2.7 FI N I T E AU T O M ATA A N D F U Z Z Y L O G I C

This section introduces FA which represents a mathematical model of computing

used in the design of many computer hardware and software [91]. FA is used

for implementing multiple EMSs within the integrated framework in Chapter 4.

The application of FA in power systems application is also presented. Moreover,

an introduction on FLC and its application in a microgrid is presented.
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2.7.1 Finite Automata and Discrete Event Systems

Discrete Event Systems (DESs) are discrete-state, event-driven systems among a

set of finite states, with an initial state and one or more of marked states [92, 93].

Traditionally, regular languages and finite automata have been used both for

modelling and analysis of DESs in the supervisory control community [94].

The first application of DESs in the power system was in 1995, where Prosser

et al. [95] modeled a 14-bus 40-line transmission network using DES. Two states

were considered for each line: line in service and line out of service. While

the events that triggered the system are: line restoring and line tripping. The

Supervisory Control of Discrete Event Systems (SCDES) was designed to manage

the restoring operation of tripping lines with a high level of security. In a similar

fashion, Lee et al. applied SCDES to obtain the restoration strategies for the

power distribution networks, while maintaining a high level of security and satis-

faction of the demand [96]. Another work of utilising DES was done by Afzalian

et al [97, 98]. The SCDES was applied for the operation of the tap-changing

transformer, and dynamic flow controllers. The components were modeled using

Automata and synthesized using TCT software [99]. In [100], Kharrazi et al.

investigated the application of SCDES to a custom power park. The components

in the CPP were modeled using Automata, synthesized using the TCT software

and simulated using MATLAB/Simulink. Recently, Sadid et al. [101] presented

the scheduling of thermal devices operation in the framework of DESs. Two

algorithms were developed to reduce the peak demand, and the results showed a

noticeable improvement in peak demand reduction. In this thesis, FA are used

to implement an EMS. Modelling the EMSs using FA has many advantages in

terms of reducing the complexity of the system, a better understanding of the

microgrid. As well as, facilitate the adding or changing of the operating conditions

(conditions responsible for the operation of a certain asset in the microgrid), and

increasing the ability to accommodate new assets smoothly.



2.7 FI N I T E AU T O M ATA A N D F U Z Z Y L O G I C 27

2.7.2 Fuzzy Logic

The FLC is a flexible tool with rules based on human knowledge and experience.

The uncertainty in the input variables can be handled efficiently by the FLC.

Moreover, FLC is very suitable for complex models, such as HES [102]. The

success of FLC is due to their ability to deal with the knowledge represented in a

linguistic form instead of the conventional mathematical method [103].

The FLC follows three basic steps [104, 103]; the first step is converting the

inputs into fuzzy values as a degree of membership of fuzzy sets. This membership

function is a curve that defines how each point in the input space is mapped to

membership value or degree of membership between 0 and 1. This step is called

fuzzification. The second step is to link the controller output to the inputs using

a list of IF – THEN rules. A fuzzy IF – THEN rule represents an IF – THEN

statement in which some words are characterized by membership functions. The

IF part of a rule specifies the combination of inputs for which a rule holds. The

THEN part of a rule refers to values of the output variable [105, 106]. Finally,

converting the output fuzzy set into a particular value that can be used as an

output, which called defuzzification.

The FLC has been extensively used by researchers for several applications

in microgrids with RERs [107]. For example, implementing FLC-based EMS

for both grid-connected and stand-alone microgrids. A FLC was employed by

ArcosvAviles et al. [108] to implement an EMS in a grid-connected microgrid.

The microgrid consists of PV, WT, and BESS. The objective of the FLC-based

EMS was to achieve smooth power profile by minimising the fluctuations and

power peaks during the energy exchange with the grid. The FLC-based EMS also

proved to maintain the level of the BESS close to 75% leading to improvement in

the lifetime of the BESS. A FLC-based EMS was also presented by Kyriakarakos

et al. [109] for a stand-alone microgrid. The microgrid includes PV, WT, BESS,

EL, FC, HT, and water tank. The objective of the EMS was to minimise the Net

Present Cost (NPC) as well as the penalty cost on BESS, HT and water tank. The

demand divides into three types; electrical. hydrogen and water. The decision
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inputs for the FLC were the state of the charge for the BESS, water and system

frequency.

Implementing a Maximum Power Point Tracking (MPPT) for a PV system

based on FLC is also one of the applications of FLC in microgrids. Gheibi et

al. [110] utilised FLC to obtain the maximum power from PV. The objective of

the MPPT-based FLC was to minimise the uncertainties in the solar data. In

addition to the abovementioned applications, Macedo et al. developed a FLC

for the order of implementation of smart grid electrical systems [111]. The FLC

calculates a priority index which evaluates the energy systems to achieve the

best cost-benefit analysis.

2.8 M I C R O G R I D S S I Z I N G M E T H O D S

The key concept of system unit sizing is derived from the importance of opti-

mally managing all available assets and achieving suitable cost and reliability

levels. These mentioned objectives are commonly in conflict since sometimes

over-sizing the system will increase the total cost and under-sizing could cause

a system failure. Therefore, a reasonable trade-off is sometimes necessary to

design a reliable system with minimum costs [112]. Additionally, increasing the

number of components in the system to be optimised will increase the system

complexity, causing an increase in the time and effort required. Accordingly, it

is fundamentally significant to find an optimisation method to select optimum

system configurations readily and precisely.

Sizing methods of microgrids can be either a single objective or multi-objective

functions. Single objective function depends on determining the optimal size

depending on the minimum or maximum of a defined parameter. In contrast, the

multi-objective function uses more than one defined parameters to optimise the

microgrid size [113].

Finding the optimal sizing of the assets in a microgrid is an active research

area with extensive literature regarding this topic. It can be classified into seven

approaches, each one demonstrating a different technique to achieve the main
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objective of microgrid sizing. Figure 2.6 lists the sizing methods described in this

section.

Sizing 
Methods

Artificial 
Intelligence

Graphical 
Construction 

Method 

Analytical 
Method

Iterative 
Method

Probabilistic 
Methods

Hybrid 
Methods

Software Tools

Figure 2.6: Methods used for sizing microgrids with RERs and classified into seven
methods.

2.8.1 Graphical Construction Methods

A graphical construction technique is based on a seasonal analysis that is made

for the variation in demand and resource availability during winter and summer

months. Due to this analysis, a sizing curve is developed between the various

sizes of wind turbines and PV generators available. If the data are collected for a

longer period, then a more refined curve is obtained.

Markvart [114] used the graphical construction method to determine the size

of a stand-alone HES consists of PV, WT, and BESS. The methodology based

on the situation where the average value of demand must be satisfied by the

average values of PV and wind power. Boroway et al. [115] developed a tech-

nique to find the optimum combination for a PV-WT system with a BESS for a

stand-alone HES. The procedure based on long-term meteorological data of PV

and wind profiles recorded each hour and each day for 30 years. These profiles

were used to obtain the average power generated by PV and WT. The calcula-

tion of the optimum number of PV modules and BESS was based upon LPSP

concept and minimum cost of the system. However, the main disadvantage of the

graphical construction method is that only two parameters can be included in

the optimisation process. For example, either PV and ESS or PV and WT can be

optimised [8, 71]. Additionally, these methods require long-term meteorological
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data to provide effective results. Basically, the graphical construction method

does not require an EMS, since the sizing is done by implementing a fitting curve

and based on the solution of the demand-supply criteria.

2.8.2 Analytical Methods

Analytical methods are computational methods that describe the system size as a

function of its techno-economic feasibility. In these methods, a series of steps need

to be followed in order to achieve the desired optimisation. Once the model is set,

system performance can be evaluated according to certain criteria [113, 73].

Khatod et al. [116] presented an analytical approach for a small autonomous

power system using WT and PV sources in Kandla, India. The objective of this

approach was to minimize the cost of the production. The simulation was per-

formed using the proposed analytical approach and Monte Carlo simulation, and

the obtained results were compared in terms of accuracy and computational time.

The analytical method showed less computational burden and time compared to

the Monte Carlo simulation, as well as less meteorological data needed.

Bortolini et al. [117] proposed an analytical method to find the techno-economic

sizing of a grid-connected PV-BESS. The analytical method determines the PV

rated power and the BESS capacity based on the minimum LCOE. The authors

employed the same analytical method to design a stand-alone HES with PV,

BESS, and DSL installed in a remote village in Yakutsk, Russia. For the latter

study, the analytical method used to calculate the carbon footprint of electricity.

The application of analytical methods is also presented by Kanase-Patil et

al. [118]. A methodology is developed to select and size different system com-

ponents, namely micro-hydropower, biomass, biogas, WT, PV, and BES. The

stand-alone system is designed to meet the electrical and cooking energy needs

of a cluster of villages in Uttarakhand state in India. The purpose of this study

was to determine the optimal combination of energy subsystems to minimize the

Cost of Energy (COE) generation and EENS.
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Hung et al. [119] presented an analytical method to obtain the optimal power

factor of each DG to reduce the energy losses. The analytical expression is based

on a multi-objective function, then the optimal location, size, and the number of

DGs are determined based on benefit-cost analysis.

In [120], Wissem et al. exploited mathematical models to determine the optimal

configuration of a stand-alone PV-ESS. The objective was to satisfy the require-

ments of a typical residential home located in Sfax, Tunisia. The optimising step

was performed based on lack of energy to generate probability, percentage of the

surplus of energy produced and the cost of the kilowatt-hour produced.

The system performance can be assessed in an accurate way with the use of an-

alytical methods. However, in case of multi-objective function optimisation, these

methods do not always offer accurate solutions. The analytical methods perform

well for small and simple systems; they are inappropriate for large and complex

systems [121]. For this type of optimisation, iterative, artificial intelligence and

hybrid methods provide better results for multi-objective functions [73]. As these

approaches can deal with non-linear behavior of systems’ components.

2.8.3 Iterative Methods

An iterative method represents a recursive process which stops when the best

configuration is reached according to the design specifications [6, 9, 74]. Iterative

methods have been extensively employed in the literature because of their ability

to deal with multi-objective systems.

Akram et al. [122] presented an optimal sizing of a WT, PV, and BESS grid-

connected HES. In this study, two iterative algorithms are implemented to find

the optimal sizing of the HES. The first algorithm finds the size of RERs, while

the second algorithm determines the size of the BESS. The optimisation of these

algorithms is based on maximum reliability and minimum cost.

A methodology to determine the optimal sizing of an autonomous hybrid PV-WT

system has also been suggested [123], in which accurate mathematical models for
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characterizing the PV module, WT and BESS were proposed. Then the optimal

sizing of the system was found according to minimising the LPSP and the LCOE.

Hosseinalizadeh et al. [124] presented an algorithm to optimise the size of

a stand-alone HES. The HES consists of PV, WT, BESS, and hydrogen system

where the fuel cell is treated as a backup system. The optimal size is based

on minimizing the system’s total cost for different four regions in Iran. The

authors assessed the reliability of the HES using less of load expectation and

loss of energy expectation. The study found HES is more economical and reliable

without a fuel cell.

Smaoui et al. [125] developed an iterative algorithm to find the optimal sizing

of a HES. The HES consists of PV, WT, and hydrogen system. The algorithm

gives all possible configurations that can completely cover the freshwater require-

ments of isolated consumers in Kerkennah Island, South Tunisia. The optimal

configuration is chosen based on the minimum initial costs. The proposed HES

was able to satisfy the demand, and the complementary characteristics of PV and

WT reduce the installation cost due to decreasing the storage capacity.

Bhuiyan et al. [126] proposed a single-objective iterative algorithm to determine

the optimal size of a stand-alone microgrid. The microgrid composes of PV,

WT,BESS, and DSL. The main optimisation function is minimizing the LCC

while the LPSP is used to assess the HES reliability. Applying this algorithm

provides lower LCC when comparing the results of the same system implemented

in HOMER. Additionally, the study found the LCC is reduced when LPSP is

decreased.

Iterative methods proved to provide efficient results since it is using multiple

configurations, then choosing the best configuration based on the optimisation cri-

teria. However, when the number of optimisation variables rises, the computation

time increases exponentially.
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2.8.4 Probabilistic Methods

These methods are among the simplest sizing methodologies, it can optimise one

or more parameters for microgrid sizing. It can handle the problem of missing

data in the solar radiation or wind speed by generating the data statistically. The

selected parameters are chosen as random variables and the optimised results are

obtained by the distribution function of these random variables [6, 127, 9, 8, 74].

The probabilistic approach employed by Tina et al. [75] based on the convo-

lution technique to assess the long-term performance of PV and WT system for

both stand-alone and grid-connected HES. The presented method allows for esti-

mating the long-term average performance of the HES. To estimate the energy

performance of the HES the reliability analysis is performed by the use of the

energy index of reliability directly related to EENS. The same authors proposed

a probabilistic model applied to a PV and WT hybrid system equipped with either

a one-axis or two-axis solar tracking system [128]. The effect of the solar tracking

systems on the annual energy gain was determined by performing a reliability

analysis using EIR which is directly related to EENS.

The probabilistic methods are simple to implement and very helpful in cases of

missing data. However, according to the amount of weather data considered and

the probabilistic model used, results obtained may not be suitable for finding out

the best possible solution [129].

2.8.5 Artificial Intelligence Methods

AI means the flexibility of a machine to mimic activities that characterize human

minds. AI algorithms have the ability to learn from examples, handle noisy and

incomplete data, address non-linear problems, and once trained can perform

prediction and generalization at high speed. AI methods such as GA, Particle

Swarm Optimisation (PSO) are widely used in sizing power systems, mainly

because of their symbolic reasoning, flexibility and explanation capabilities [130].
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GA considered is one of the most powerful optimisation algorithms, it produces

solutions using techniques based on natural advancement eg. inheritance and

mutual selection. GA is suitable for problems of multiple soulitions [113, 8].

Abbes et al. [131] applied GA to perform a multi-objective design of a HES to find

the best compromise between three objectives; LCC, the system embodied energy

and LPSP. The HES composes of PV, WT, and BESS. The optimal configuration

was chosen from a set of solutions such that the HES is capable to supply the

residential house with at least 95% of its energy requirements. Merei et al. [132]

optimised a stand-alone PV, WT, DSL with various BESSs types using GA. The

component sizes and model settings are varied while the system is re-examined

to minimize overall costs. The results showed that integrating BESSs with DG is

economical and ecological.

PSO is one of the most well-known AI algorithms in solving optimisation prob-

lems, because of its simplicity, ease of implementation and fast convergance [113].

A recent study on using PSO simulation-based approach has been carried out by

Combe et al. [133]. The study determines the optimal size of an AC mini-grid HES

in a remote area in Australia. Four different configurations are considered includ-

ing PV, WT, DSL, and BESS. All the models are optimised using PSO and the

aim is to minimize the system NPC whilst meeting the operational constraints.

The results found there are some factors that lead to further cost reduction such

as the increase in the wind turbine hub height and demand-side management.

Finding the right values of these factors allows reducing the operating reserve

requirements and hence further optimisation of the HES. Another application

of the PSO algorithm in grid-connected HES is presented by Maleki et al. [134].

A grid-connected HES including PV, WT, and FC is optimised using two AI al-

gorithms namely, PSO and GA. The optimisation objective is to minimize the

operation and maintenance cost of the HES. The results showed GA appears

to be more promising in performance evaluation while PSO proved to be more

efficient regarding the computation time.

In general, AI methods can provide convenient results and are beneficial in

system design. However, their implementation is complex and some algorithms
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such as GA require a large number of iterations which increases the response

time [129, 113].

2.8.6 Hybrid Methods

Hybrid methods are developed by combining two or more of the above sizing

methods utilising the advantages of complementary characteristics of these

methods to solve complex optimisation problems [42, 113].

Khatib et al. [135] applied a hybrid method to size a stand-alone HES consisting

of PV, WT, and BESS for rural housing electrification in Kuala Terengganu,

Malaysia. The optimisation is based on loss of load probability and system total

cost and using hybrid iterative-GA. The iterative part of the proposed algorithm

is applied to generate a set of possible configurations for the proposed system,

while the genetic algorithm is applied to find the optimum configuration.

Zhou and Sun [136] presented a simulated annealing particle swarm opti-

misation algorithm to find the optimal size of a PV and WT HES and battery-

supercapacitor hybrid storage system. The optimisation objective is to find the

optimal size while minmizing system’s LCC. The power balance between genera-

tion and demand is used to assess the reliability of the system. The new algorithm

enhances the ability to escape from local optimum and improve the diversity of

PSO and enhance the global searching ability of the algorithm. The results show

the convergence of the new algorithm is faster than the traditional PSO and its

cost optimisation is better.

A study proposed by Katsigiannis et al. [137] employed a hybrid method using

the simulated annealing and Tabu Search algorithms to find the optimal sizing

of a stand-alone HES. The parameters to be sized are the WT, PV system, DSL,

biodiesel generator, FC, and BESS. The minimization of energy costs was the

main aim of the study, and the results proved that SA-TS improved the solution

obtained in terms of quality and convergence.

A hybrid method implemented to find the optimal size of a HES including

RERs and ESSs. The aim was to match the demand with the RERs without the
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need for additional conventional or grid-connected strategies [138]. A Pattern

Search-based optimisation method was used in conjunction with a Sequential

Monte Carlo simulation to minimize system costs and satisfy the reliability

requirements. The results showed that the proposed PS-based SMCS provides

improved efficiency compared to each algorithm separately.

Although the hybrid methods are considered the most efficient algorithm for

microgrid optimisation in terms of reliability, accuracy and cost minimization.

However, the main limitation of these methods is the complexity in designing the

system [129].

2.8.7 Software Tools

Currently, there are many computer tools available for the unit sizing and opti-

misation for microgrids. Among these, the hybrid optimisation model for electric

renewables (HOMER) is one of the most widely used for sizing hybrid systems.

HOMER is considered user-friendly and easy to understand, as well as it provides

an efficient graphical representation of the results [139].

Many research studies have been conducted using HOMER. For instance,

Sen and Bhattacharyya [140] utilised HOMER to determine the most proper

hybrid combination for electricity generation from a mix of RERs. The system is

designed to satisfy the electrical needs of a stand-alone remote village in India.

Four RERs, namely, small-scale hydropower, PV, WT, and bio-diesel generators,

were considered. Using HOMER, it was noted that a system consisting of PV,

small hydropower, biodiesel, and BESSs was the least-cost combination.

Ramli et al. [141] employed HOMER to determine the optimal size of a grid-

connected PV system in Saudi Arabia. Unmet demand, surplus energy, fraction

of renewable electricity, NPC and carbon dioxide emissions (CO2) percentage

were considered to obtain the optimal sizing. The results obtained by HOMER

provided 100% utilisation of PV and minimized CO2 and NPC.

Rajbongshi et al. [142] used HOMER to optimise a HES including biomass

gasifier, PV, DSL, BESS and converters for different demand profiles. The cost
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of energy is calculated for different peak demand, energy demand profiles, and

grid availability. The results showed that the cost of energy for a grid-connected

hybrid system is lower compared to an off-grid hybrid system for similar demand

profiles.

Other unit sizing computer tools are HYBRID2, HYBRIDS, Hybrid Optimi-

sation by Genetic Algorithm (HOGA), TRNSYS, HYDRO, and RETscreen, and

explanation about these tools can be found in [112, 129, 139].

Although HOMER has been utilised in the literature on a wide-scale, there

are some limitations of this software such as it performs only a single-objective

optimisation by minimizing NPC. Moreover, HOMER does not consider the Depth

of Discharge (DOD) of the BESS which plays a vital role in the optimisation

process [113, 139].

Table 2.1 summarizes the key features and limitations of research efforts to

date in the domain of sizing microgrids.
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2.9 C O N C L U D I N G R E M A R K S A N D D I S C U S S I O N S

This chapter provides background and literature review of microgrids, the in-

tegrated assets, criteria for microgrid optimisation, control and management,

and sizing methods reported in the state-of-the-art. Finding both the appropriate

size and EMS of a microgrid are fundamental to obtain the best performance

of all the integrated assets. The efforts in sizing the assets in a microgrid have

been distinguished in seven methods: graphical construction, analytical, iterative,

probabilistic, artificial intelligence, hybrid and software tools. In addition, the

EMS has been classified into two categories. The first category is the EMSs that

use classical methods in implementation such as rule-based and linear program-

ming. The second category uses AI techniques for the EMS implementation such

as GA and PSO. The key principle of the sizing and EMS methods is to achieve

optimal performance of the microgrid in terms of cost and reliability. Neverthe-

less, the existing methods for sizing face different challenges (see Table 2.1). For

instance, AI methods offer efficient results in microgrid optimisation regarding

the size and EMS. However, in these methods, the amount of data required to

provide a reliable analysis grows exponentially. In addition, the time required

for the optimisation is considerably high. The hybrid methods provide accurate

optimisation results, however, implementing them is not simple and their com-

plexity increase for complex microgrids. To this end, in this thesis, the analytical

method is employed for finding the size of the assets in a microgrid. This method

is coupled with the levelised cost of energy to increase the efficiency of the results.

Moreover, finite automata have been combined with this analytical and economic

sizing method to obtain the optimal size and EMS. Finally, a fuzzy logic controller

is developed to maintain the performance of the microgrid regardless of the

uncertainty in the meteorological datasets. The work done in this thesis aims to

mitigate the above-mentioned challenges.
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S I Z I N G O F G R I D - C O N N E C T E D M I C R O G R I D

3.1 I N T R O D U C T I O N

The previous chapter surveys the methods for determining the optimal size

of power system with RERs/AERs and ESSs. The criteria used for microgrid

assessment. Additionally, the importance of the EMS in the sizing optimisation

is discussed.

This chapter is based on the author’s published work on sizing a grid-connected

microgrid using an AES approach [10]. The objective of the AES approach is

to find the optimal size of the combination PV-BESS such that the cost of the

system is minimised. This includes the cost of the involved assets, maximising

the profit by increasing the energy exported to the grid and minimising the

energy imported from the grid. The grid-connected system composed of PV, BESS,

inverter, charge controller and the necessary connections to the demand and grid

is presented. In the beginning, the proposed AES approach determines the BESS

capacity, generate multiple combinations of PV-BESS over a defined range of PV

rated power. Along with determining the optimal size, three types of BESS are

examined to determine the best type to be combined with the PV. Moreover, a

suitable EMS is proposed to control the energy flow through the system. This

is followed by an economic model to accurately calculate the system LCOE for

all possible PV-BESS combinations. Finally, the optimal PV size and best BESS

coupled with the PV system is selected depending on the minimum LCOE. To

achieve this, an improved formula of LCOE is proposed which includes new

parameters reflecting the impact of surplus PV energy and the energy purchased

from the grid. The proposed model uses the Levelised Cost of Delivery (LCOD)

for BESS and compares it with system LCOE. Real datasets over one year of

40
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hourly solar radiation, temperature, and demand are used for system sizing.

The architecture of the grid-connected PV-BESS microgrid is explained in the

following section.

3.2 G R I D -C O N N E C T E D P V-B E S S A R C H I T E C T U R E

The diagram in Figure 3.1 shows the grid-connected system under study which

consists of PV, BESS, inverter, charge controller and the necessary connections to

the load and grid. The DC/AC inverter is necessary to bring the DC output of the

PV to the AC load or grid. While the charge controller preserves the BESS from

over charging and discharging. Although the inverter efficiency is not constant

in reality, in this study, it is assumed to be constant. The Isle of Wight is taken

as a case study to validate the AES approach. The island is currently working

on decarbonising the electricity system to make it self-sufficient in energy using

RERs by 2020 [143]. Therefore, the hourly values of solar radiation and ambient

temperature for the island are taken into consideration for the optimisation of

the size of PV and BESS. While the demand profile was downloaded from OpenEI

website (US Department of Energy) [3]. Since it was a challenge to obtain the

demand data for the Isle of Wight.

Figure 3.1: Grid-connected PV-BESS system consisting of PV, BESS, inverter, and
charge controller.
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The demand in the grid-connected system is mainly covered by the PV-BESS

system, or by purchasing energy from the grid whenever the energy generated/s-

tored by PV-BESS is insufficient. When solar energy is higher than the demand,

then the generated PV energy covers the demand. In case there is a surplus PV

energy, it will be used to charge the BESS. While any surplus after charging the

BESS will be sold to the grid. In case that the PV energy is insufficient for the

demand, the BESS is checked firstly, if the state of charge (soc) is higher than

the allowed minimum (socmin), then the BESS covers the rest of the demand.

When there is not enough energy in the BESS, a decision to buy energy from the

grid takes place.

The following section introduces the proposed AES approach and explains in

detail the steps followed to obtain the optimal size of the PV-BESS.

3.3 S I Z I N G M E T H O D O L O G Y O F P V-B E S S G R I D -C O N N E C T E D

Determining the optimal size is crucial for many reasons (Section 2.8). In the

first place, it maximises the utilisation of PV generated energy, secondly, it helps

in obtaining minimum operating costs. Fundamentally, over-sizing the system

increases the total cost and reduce profitability while under-sizing the system

may cause a system failure since it can not supply the demand efficiently. To

evaluate the PV-BESS system on an economic basis, LCOE is utilised as a metric

to find the relative cost of PV systems and different BESSs [144].

To begin, for each hour in the year, a power balance calculation is conducted,

such that the hourly power demand is primarily covered by the PV-BESS. An

AES algorithm is developed and implemented in MATLAB to simulate different

scenarios for three BESS technologies. These technologies are LAB, LIB, and

RFB respectively. The LAB and LIB are conventional rechargeable batteries that

offer a convenient and efficient way to store electricity. While RFB is a recent

BESS technology with advantages of high efficiency and large scale ESS.

The AES approach determines the size of the PV system by iteratively changing

the PV rated power (PPV ,rated) from 200 kW to 1400 kW with a step of 30 kW each
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time. This approach is repeated for the three BESSs. This range is determined

based on the maximum hourly demand which is equal to 417.7 kW, where the

selected range covers all possible PV sizes. The combination that provides the

lowest LCOE while covering the load demand will be selected as the optimal

solution. The EMS is developed based on the analytical method, where its priority

is to supply the demand from the energy generated from the PV-BESS system.

When this energy is insufficient to supply the demand, the decision to purchase

energy from the grid takes place. Alternatively, surplus energy generated from

the PV system will be sold to the grid.

Figure 3.2 explains the methodology of the AES used to size the grid-connected

PV-BESS system. PPV−min and PPV−max are the minimum and maximum values

for PV rated power range respectively. PPV is the power produced by the PV,

soc represent the state of charge of the battery, and d indicates the BESS types

involved in this study. In the beginning, the value of PPV ,rated is set to PPV−min

which is equals to 200 kW. The BESS capacity is calculated for the first type,

which is LAB using Equation 3.6 (explained in Section 3.4.2). For each hour in the

year, the energy generated from the PV (PPV ) is calculated using Equation (3.1)

(as explained in Section 3.4.1). PPV (n) is compared to the demand (Pload(n)) if

the condition is true, PPV (n) is used to supply the demand. Any surplus PPV (n)

is directed to the BESS until it is entirely charged, and then it is sold to the

grid. On the contrary, when the solar radiation is low or during night time

(PPV (n) < Pload(n)), the BESS supplies the demand until deficit (soc ≤ socmin).

In such case, the grid supplies the demand to cover the lack of energy.

The variable n, which represents the index of the hours in a year, is checked

every iteration until it reaches 8760 hours. Then, the LCOE for the combination

PV-LAB is computed using Equation (3.16). The AES approach is repeated where

LAB is replaced by LIB with the same computations. The algorithm iterates

until all the combinations of PV with the three types of BESSs are covered. The

analytical and economic models for PV and BESS are explained in the following

section.
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Figure 3.2: The flowchart of the proposed AES approach.
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Jan      Feb       Mar      Apr     May     Jun      Jul       Aug      Sep     Oct     Nov     Dec

Figure 3.3: Solar radiation of the Isle of Wight for one calendar year [2].

Jan      Feb    Mar   Apr     May     Jun      Jul       Aug  Sep     Oct     Nov     Dec

Figure 3.4: Hourly ambient temperature profile for the Isle of Wight for one calendar
year [2]



3.4 P V-B E S S A N A LY T I CA L A N D E C O N O M I C M O D E L 46

The Solar radiation, temperature, and demand profiles, presented in Fig-

ures 3.3, 3.4, and 3.5 represent the input data. Figure 3.3 shows the solar radia-

tion distribution for the Isle of Wight [2]. The temperature profile is presented

in Figure 3.4, the highest temperatures are during the summer and spring and

the lowest temperatures are during the winter and autumn months. Figure 3.5

illustrates the demand profile. On the contrary to solar radiation and tempera-

ture profiles, the demand is higher during the winter and the autumn months

due to more electricity consumption during these seasons. Whereas during the

remaining seasons, electricity consumption is minimal.

Jan      Feb      Mar      Apr     May     Jun      Jul       Aug      Sep      Oct      Nov     Dec

Figure 3.5: Demand distribution of one calendar year [3].

3.4 P V-B E S S A N A LY T I CA L A N D E C O N O M I C M O D E L

This section presents the analytical model for the PV-BESS system, as well as

the economic model used to compute the LCOE. This metric is used for assessing

the system’s economic profitability in order to find the optimal size of the grid-

connected PV-BESS.
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3.4.1 PV System Analytical Model

The hourly output power produced by the PV arrays is given by Equa-

tion (3.1) [145]. This generated power strongly depends on the PV arrays area

APV , the total solar radiation onto one square metre in one hour IPV , and the

overall PV efficiency ηPV . APV can be found using Equation 3.2 [145].

PPV (n)=


IPV (n) · APV ·ηPV (n), IPV (n)≥ 0 .

0, IPV (n)≤ 0 .

(3.1)

APV = PPV ,rated

ηmodule ·H
, (3.2)

where PPV ,rated is the PV rated power obtained by the AES approach. H is the

yearly module reference in-plane radiation, usually assumed to be 1000 W/m2

and ηmodule is the PV module efficiency.

The ηPV (n) is not constant and vary every hour, Equation (3.3) shows how the

overall PV efficiency is computed. ηPV depends on ηmodule, hourly temperatue

efficiency ηtemp(n), inverter efficiency ηinv, the system lifetime N, and PV degra-

dation DEGPV . Among these variables, the ηtemp is varying each hour and can be

calculated using Equation (3.4). Equation (3.5) computes the PV cell temperature

Tcell(n) where their values depend on the hourly ambient temperature Tamb(n)

(see Figure 3.4).

ηPV (n)= ηmodule ·ηtemp(n) ·ηinv · (1− (N −1) ·DEGPV ) , (3.3)

ηtemp(n)= [1−β(Tcell(n)−Tre f )] , (3.4)

Tcell(n)= Tamb(n)+ [(NOCT −Tamb,NOCT)/INOCT] · IPV (n) , (3.5)

where β is the temperature coefficient of solar cell efficiency, Tre f is the PV cell

reference temperature. NOCT is the normal operating cell temperature and



3.4 P V-B E S S A N A LY T I CA L A N D E C O N O M I C M O D E L 48

INOCT is the solar radiation at NOCT. The values of the parameters used in the

Equations (3.1) to (3.5) are presented in Table 3.1.

Table 3.1: Cost and technical specifications of PV system used for energy and cost calcu-
lations.

Parameter Description Value/range Ref.

PPV ,rated PV rated power 200-1400 kW, step 30 kW -

ηPV PV efficiency 14% [117]

ηinv Inverter efficiency 92% [117]

DEGPV PV degredation rate 0.5% [117]

β
Temperature coefficient of

solar cell efficiency
0.005/◦ C [117]

CPV Total cost of PV PPV ,rated· 2828.7·P−0.128
PV ,rated [146]

Cinv Total cost of inverter 1.1 ·PPV ,rated ·Pr inv [147]

Pr inv Unit cost of inverter 0.56 £/W [147]

ICPV Inital cost of PV CPV +Cinv -

CPV ,OM O&M cost of PV 1% of ICPV [148]

RCinv
Replacement cost of

inverter
Cinv, for j=10 &20 [146]

Prcc
Unit cost of charge

controller
4.62 £/amp [147]

Ccc
Total cost of

charge controller
(PPV ,rated/Vb) ·Prcc [147]

NOCT
Normal operating
cell temperature

45◦ C [117]

INOCT
Solar radiation

at NOCT
800 W /m2 -

Tre f
PV cell reference

temperature
25◦ C -

H
Yearly module reference

in-plane radiation
1 kWh/m2 [146]

r Discount rate 5% -

Pre,purchase
Unit price of purchased

energy
0.13822 £/kWh [149]

Pre,sold
Unit price of sold

energy
0.0485 £/kWh [149]
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3.4.2 BESS Analytical Model

The size of three types of the BESSs (LAB, LIB and RFB) can be obtained using

Equation (3.6) [145]. The capacity of the BESS is expressed in terms of the hours

of autonomy HA, Pload.avg, ηinv, ηch, and DOD. HA represents how many hours a

completely charged BESS is able to supply the demand continuously. The average

hourly demand of the reference year Pload.avg is equal to 124.8 kW. Where ηinv

and ηch are the inverter and charging efficiencies respectively. DOD is the depth

of discharge which is chosen to be 80% for the three types of the BESSs. The

capacities of the LAB, LIB and RFB are shown in Table 3.2.

BatC = HA ·Pload.avg

ηinv ·ηdch ·DOD
, (3.6)

A fundamental parameter to represent the state of the BESS is the state of

charge (soc), which is used to decide whether to charge or discharge the BESS.

An energy balance is required every hour to obtain the soc of the BESS. If the

PV-generated power is greater than demand, PPV (n) > Pload(n), then the demand

is supplied firstly and the extra PV power is used to charge the BESS. The soc

equation in the charging case can be expressed as follows [145]:

soc(n)= soc(n−1)+ (PPV (n)−Pload(n)) ·ηch ·∆t
ηinv ·BatC

, (3.7)

where soc(n) and soc(n−1) are the states of charge of the BESS at time n and

n− 1 respectively. While ∆t represents the time step in the simulations and

equals to one hour. On the other hand, if PPV (n) < Pload(n), the PV produced

power is directed to the demand while the BESS covers the remaining demand.

Equation (3.8) shows the BESS discharging expression [145], and at any time,

the BESS soc is subject to the constraints in Equation 3.9:

soc(n)= soc(n−1)− (Pload(n)−PPV (n)) ·∆t
ηinv ·ηdch ·BatC

, (3.8)

socmin ≤ soc(n)≤ socmax , (3.9)
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Table 3.2: Cost and technical specifications of the three types of BESS.

Parameter Description LAB LIB RFB Ref.

ηrt
Round trip
efficiency

80% 90% 85% [150]

DEGBESS
BESS degredation

rate
3.7% 2% 0.1% [151]

ηdch, ηch

BESS charging
and discharging

efficiency

85% 85% 80% [52]

BESS lifetime - 5-15 5-20 10-15 [152]

ICBESS (£/kWh)
Initial cost of

BESS
250 850 700 [52]

CBESS,OM(ICBESS)
O&M cost of

BESS
5% 1% 2% [151]

BatC BESS capacity 1 MWh -

RCBESS
Replacement
cost of BESS

ICBESS for j=10&20 [117]

socmax
Maximum state

of charge
100% -

socmin
Minimum state

of charge
20% -

DOD Depth of discharge 80% -

where socmin and socmax represent the minimum and maximum allowable soc

respectively. ∆t is the time step used in the simulations and equals to one hour.

3.4.3 The Economic Model of the Grid-connected PV-BESS

LCOE methods are widely used to evaluate the economic feasibility of PV systems

and BESSs. The main principle of LCOE is to find the costs distributed over the

project lifetime, and this provides a more-accurate economic picture of the project

under analysis [77, 78, 79]. As reported by [79], the LCOE of a stand-alone

PV-BESS system can be obtained by dividing the total cost of the system on

the total energy generated. The energy generated from the PV is utilised to
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supply the demand and to charge the battery. Accordingly, the cost of the PV is

computed in terms of these two components. The proposed model modifies the

above-mentioned LCOE method to be used in a grid-connected PV-BESS system.

The LCOE of the PV-BESS system (LCOEsystem) employed in this study com-

bines the LCOE of the PV (LCOEPV ) and LCOE of the output energy from the

BESS, which is called LCOD. Equations (3.10) and (3.11) give the LCOE for the

PV which consist of CPV ,Extra and CPV ,load. CPV ,Extra represents the cost of extra

PV energy used to charge the BESS and sold to the grid. And CPV ,load is the cost

of energy used to supply the demand. Whereas, EPV ,Extra and EPV ,load are the

extra PV energy and energy supplied to the demand by the PV respectively.

LCOEPV =
∑ j=N

j=0

(CPV ,Extra +CPV ,load) j

(1+ r) j∑ j=N
j=0

(EPV ,Extra +EPV ,load) j

(1+ r) j

, (3.10)

LCOEPV =
∑ j=N

j=0
CPV ,Extra j

(1+ r) j∑ j=N
j=0

(EPV ,Extra +EPV ,load) j

(1+ r) j

+
∑ j=N

j=0
CPV ,load j

(1+ r) j∑ j=N
j=0

(EPV ,Extra +EPV ,load) j

(1+ r) j

.

(3.11)

The formula for LCOD in Equation (3.12) has also been introduced in [79],

which identifies the cost of the energy delivered by the BESS. LCOD modifies the

LCOE of the storage by including the cost of the PV arrays that are responsible

for generating energy to charge the BESS. This is indicated by Equation (3.13).

Moreover, LCOD takes into consideration the round trip efficiency (ηrt) of each

BESS and the Levelised Cost of Storage (LCOS). The LCOS is defined as the cost

of the BESS CBESS to the energy supplied by the BESS EBESS computed during

its lifetime and illustrated by Equation (3.14).

LCOD = LCOEEout =
1
ηrt

LCOE(EPV ,charge)+LCOS , (3.12)
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LCOE(EPV ,charge)=
∑ j=N

j=0 CPV ,charge∑ j=N
j=0 EPV ,charge

, (3.13)

LCOS =
∑ j=N

j=0 CBESS∑ j=N
j=0 EBESS

, (3.14)

Combining the above Equations (3.11) and (3.12) with the difference between the

cost of the energy sold and purchased to/from the grid produces LCOEsystem for

the grid-connected PV-BESS system. The general form of LCOE is represented

by Equation (3.15) while Equation (3.16) derives the LCOEsystem to obtain the

optimal PV-BESS size and best combination. According to the latter Equation,

the cost of the system is expressed by the cost of the PV system (CPV ), the cost of

the BESS (CBESS), and the difference between the cost of energy purchased and

sold (CE,purchase −CE,sold). The CPV is divided into three components: CPV ,charge,

CPV ,load and CPV ,Esold. CPV ,charge represents the cost of PV arrays responsible for

generating energy to charge the BESS. CPV ,load is the cost of PV arrays responsi-

ble for generating energy to supply the demand. Whereas, CPV ,Esold represents

the cost of PV arrays that generate surplus energy sold to the grid. Meanwhile,

the total energy in the system represents the summation of energy stored in the

BESS, energy supplied to the load, energy sold and energy purchased.

LCOEsystem =
∑ j=N

j=0

Csystem j

(1+ r) j∑ j=N
j=0

Esystem j
(1+r) j

(3.15)

LCOEsystem =
CPV ,charge +CBESS +CPV ,load +CPV ,Esold +CE,purchase −CE,sold

EBESS, j +EPV ,load, j +Esold, j +Epurchase, j
. (3.16)

The cost of the energy purchased from the grid CE,purchase is calculated by multi-

plying the energy purchased from the grid Epurchase by its unit price Pre,purchase,

as shown in Equation (3.17). On the other hand, the cost of the surplus PV energy

sold to the grid CE,sold is computed using Equation (3.18). This is achieved by
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multiplying the PV energy sold to the grid Esold by the unit price of energy sold

to the grid Pre,sold. Pre,purchase and Pre,sold are obtained from ScottishPower

Standard Domestic Tariff [149] and given in Table 3.1.

CE,purchase = Epurchase ·Pre,purchase . (3.17)

CE,sold = Esold ·Pre,sold . (3.18)

Equations (3.19)-(3.22) clarify how to find the first four terms in the numerator

of Equation (3.16). The PV-BESS system lifetime N is considered 30 years and

the discount rate r equals 5%. Table 3.1 shows all the parameters values and costs

of the PV that is used for PV cost and energy calculations. Whereas Table 3.2

presents the parameters used for LAB, LIB and RFB cost and energy calculation.

The four terms in the denominator of the LCOEsystem equation are calculated

using the Equations (3.23)-(3.25).

CBESS = ICBESS +
j=N∑
j=0

CBESS,OM

(1+ r) j . (3.19)

CPV ,charge = (ICPV +
j=n∑
j=0

CPV ,OM

(1+ r) j ) ·NPV extraT . (3.20)

CPV ,load = (ICPV +
j=N∑
j=0

CPV ,OM

(1+ r) j ) ·NPV loadT . (3.21)

CPV ,Esold = (ICPV +
j=N∑
j=0

CPV ,OM

(1+ r) j ) ·NPV EsoldT . (3.22)

EBESS = ηrt

j=N∑
j=0

EPV ,Extra · (1−DEGBESS) j

(1+ r) j . (3.23)

EPV ,load, j =
j=N∑
j=0

EPV ,load · (1−DEGPV ) j

(1+ r) j . (3.24)
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Esold, j =
j=N∑
j=0

Esold · (1−DEGPV ) j

(1+ r) j . (3.25)

The terms NPV loadT , NPV EsoldT , and NPV extraT represent the fractions of PV

arrays that generate energy to supply demand, sell to the grid and to charge the

BESS respectively. These terms are calculated using Equations (3.26)-(3.28).

NPV chargeT =
∑i=Y

i=0 PPV ,charge,i

ηPV
∑i=Y

i=0 IPV ,i
. (3.26)

NPV loadT =
∑i=Y

i=0 PPV ,load(n)

ηPV
∑i=Y

i=0 IPV (n)
. (3.27)

NPV EsoldT =
∑i=Y

i=0 PPV ,Esold,i

ηPV
∑i=Y

i=0 IPV (n)
, (3.28)

where Y is is the total number of hours in a year (Y=8760 hour), ηPV is the PV

efficiency. Tables 3.1 and 3.2 shows the description and values of all parameters

used in the proposed technical and economic models for the grid-connected PV-

BESS system.

The optimal sizing of the grid-connected PV-BESS system obtained by the

AES is presented in the following section. Moreover, a comparison between the

three combinations; PV-LAB, PV-LIB, and PV-RFB is conducted to evaluate the

performance of these combinations.

3.5 R E S U LT S A N D D I S C U S S I O N

The aim of the proposed approach is to find the optimal size of the combination PV-

BESS for a grid-connected system using AES approach. Three types of batteries

are considered in this research, LAB, LIB, and RFB. The solar radiation and

temperature profiles used in these simulations are for the Isle of Wight and

adopted from National Laboratory of the US Department of Energy (NREL) [2].
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Since it was challenging to get the actual demand profiles for the Isle of Wight, the

profiles used in these simulations were obtained from OpenEI (US Department

of Energy) [3].

In this research, the lifetime of the system is 30 years, where the BESSs,

inverter and charge controller are replaced twice during the system lifetime at

10 and 20 years. Using Equation (3.6), the capacities of the BESSs are calculated

for 5 HA. As illustrated in Table 3.2, the variations in capacities were around

1 MWh, and so all of the three types of the BESSs are assumed to have the

capacity of 1 MWh.

The simulations are performed in MATLAB, and the relationship between

various sizes of PV with the three BESS are illustrated in Figure 3.6. Each line

represents the LCOE of the three combinations: PV-LAB, PV-LIB, and PV-RFB.

To determine the optimal PV-BESS combination in terms of minimum cost, the

obtained LCOE values for each combination should be less than the unit price of

the energy purchased from the grid (0.13822 £/kWh). Referring to Figure 3.6, the

minmum LCOE across the three combinations occurs when PPV ,rated = 710 kW

for the combination PV-RFB and LCOEsystem = 0.1135 £/kWh. The minimum

LCOE for the combination PV-LAB happening for PPV ,rated = 590 kW and

LCOEsystem = 0.1167 £/kWh. Whereas the minimum LCOE for the combina-

tion PV-LIB founded at PPV ,rated = 710 kW and LCOEsystem = 0.1348 £/kWh.

These results presented in Table 3.3 besides the value LCOE for the three com-

binations at PPV ,rated = 710 kW. As detailed in Table 3.3, it is observable that

both combinations PV-LIB and PV-RFB have the same PPV ,rated, however, the

LCOEsystem for PV-LIB is higher. That results in selecting the combination PV-

RFB with PPV ,rated = 710 kW as the optimal size for the grid-connected system.

In contrast, the PV rated power for PV-LAB combination is 590 kW but the

LCOEsystem for this combination equals to 0.1167 £/kWh. Since the main objec-

tive for this study is to find the optimal combination of PV and BESS based on

minimum LCOE, the best selection is PV-RFB system with PPV ,rated = 710 kW.

Additionally, Table 3.3 shows the LCOE for the three combinations when PV

rated power is 710 kW . The LCOEsystem is minimum at 710 kW PV rated power
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Figure 3.6: The relationship between different values PPV ,rated and LCOE for the three
combinations; PV-LAB, PV-LIB, and PV-RFB.

Table 3.3: Summary of the results obtained from Figure 3.6 regarding the minimum
LCOE at PPV ,rated = 710 kW and the value of PV rated power at minimum
LCOEsystem for the three PV-BESS systems.

PV-BESS
LCOEsystem at
PPV ,rated = 710 kW

Min LCOEsystem
PPV ,rated at
min LCOEsystem

PV-LAB 0.1211 £/kWh 0.1167 £/kWh 590 kW
PV-LIB 0.1348 £/kWh 0.1348 £/kWh 710 kW
PV-RFB 0.1135 £/kWh 0.1135 £/kWh 710 kW

Table 3.4: LCOD for the three BESSs; LAB, LIB and RFB when PPV ,rated = 710 kW.

BESS LCOD (£/KWh)

LAB 0.1670

LIB 0.1711

RFB 0.1394

for the combination PV-RFB. The reason behind having minimum LCOE for the

combination PV-RFB can be clarified by referring to Table 3.2 that presents the
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Figure 3.7: The relationship between different values PPV ,rated and LCOD for the three
BESSs; LAB, LIB, and RFB.

cost data for the three types of the BESSs. The table shows that the lifetime

for RFB generally ranges between 10-15 years and is chosen to be 10 years in

this study. This implies that the BESS changed twice during the project lifetime

at 10 and 20 years. This equally applied to the other two BESSs. Therefore, to

compare the three BESSs, their costs and degradation rates are considered. The

initial cost ICBESS is less for LAB and higher for LIB, while the operation and

maintenance cost CBESS,OM is higher for LAB and less for LIB. Observing these

data, it is found that the RFB costs are intermediate between LAB and LIB.

Considering that DEGBESS causes a direct effect on finding the energy supplied

by the BESS (Equation (3.23)), this value plays a significant role in determining

the LCOEsystem. The DEGBESS for RFB is the lowest between the three types of

the BESSs which 0.1% compared to 2% and 3.7% for LIB and LAB respectively.

Figure 3.7 shows the LCOD for the three types of the BESSs, LAB, LIB and

RFB. As can be seen from this figure, the RFB has the minimum LCOD compared

to LAB and LIB. Referring to Table 3.4, the values of LCOD for the three types

of the BESSs are presented for PPV ,rated = 710 kW. This also confirms why the
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RFB is the best option to be combined with the PV for the grid-connected system.

Furthermore, the LCOD values are higher than LCOE values for the three PV-

BESS combinations. This is due to the high cost of BESS and the energy stored

in it is small compared to the energy produced by the whole system. The ratio

of the BESS cost to its energy is higher than the ratio of the total system cost

to its produced energy. This is the reason why the LCOD values are shown in

Figure 3.7 are higher than the system LCOE values.

Three case studies are selected which are the three PV-BESS combinations pre-

sented in Table 3.3. Each combination has the value of PPV ,rated and LCOEsystem

presented in the table. A comparison is performed between these studies to

evaluate which combination has the optimal size and BESS type.

• Case study 1: PV-LAB system at PPV ,rated = 590 kW and

LCOEsystem = 0.1167 £/kWh.

A comparison between PV-LAB system, the grid-connected PV system

alone, and the case where there is no integration of the PV and BESS are

presented in Table 3.5. The amount of yearly energy production, yearly

energy demand and the energy purchased and sold from/to the grid for

the three scenarios are presented in Table 3.5. The total energy demand

for one year is 1093.4 MWh. For PV-LAB system the percentage of PV

contribution is 83% which is more than the PV contribution for PV alone.

Moreover, the energy purchased from the grid is 656.61 MWh, which

is obviously less than the energy purchased in the other two scenarios.

However, the energy production from the grid-connected PV-LAB system

for one year is 437.79 MWh, this energy is used to supply the demand. The

surplus PV energy sold to the grid is 88.76 MWh. While in case of PV only

system the production is 525.76 MWh, almost half of the generated energy

is directed to the demand. The remaining energy is sold to the grid, and an

amount of 808.91 MWh is purchased from the grid which is higher than

the same value in the PV-LAB scenario.

Figure 3.8 demonstrates the energy purchased and sold for one year. It

is observed that during winter the energy purchased from the grid is
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Jan      Feb   Mar      Apr     May     Jun      Jul       Aug      Sep     Oct     Nov     Dec

Figure 3.8: Energy purchased and extra PV energy sold to the grid for the combination
PV-LAB and PPV ,rated = 590 kW and BatC = 1 MWh.

considerably higher than in summer, this is because of the lower generation

of PV energy in winter. The surplus PV energy sold to the grid is high

in the summer period and is approximately zero during the rest of the

year. Figure 3.9 displays the LAB state of charge during the corresponding

year, the soc during summer days is higher due to the availability of solar

radiation.

Table 3.5: PV-LAB system, PV system only and Grid only scenarios, where PPV ,rated=590
kW and LAB BatC=1 MWh

Parameter PV-LAB Grid only PV only

Energy Produced 437.79 MWh 0 MWh 525.76 MWh
Energy Demand 1093.4 MWh 1093.4 MWh 1093.4 MWh

Energy Purchased 655.61 MWh 1093.4 MWh 808.91 MWh
Energy Sold 88.76 MWh 0 MWh 241.22 MWh

PV contribution 83% 0 % 54.1%
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Figure 3.9: State of charge for lead-acid BESS for one calendar year.

• Case study 2: PV-LIB system at PPV ,rated = 710 kW and

LCOEsystem = 0.1348 £/kWh.

The amount of yearly energy production, yearly energy demand and the

energy purchased and sold from/to the grid are presented in Table 3.6.

The table shows these values for the three scenarios same as case study 1.

Compared to the previous case study, PV-LIB energy production is higher

since the PV rated power is higher. The energy purchased from the grid

for the PV-LIB is less than in case study 1, whereas the energy sold to the

grid is more. However, the LCOE of this system is higher than the previous

case study the highest between all the three case studies as it is seen in

the next case study.

The summary of the comparison between PV-LIB and the other two scenar-

ios in Table 3.6 yields that the integration of LIB is more beneficial than

using PV alone or completely depending on the grid. Figure 3.10 provides



3.5 R E S U LT S A N D D I S C U S S I O N 61

Table 3.6: PV-LIB system, PV system only and Grid only scenarios where PPV ,rated=710
kW and LIB BatC=1 MWh

Parameter PV-LIB Grid only PV only

Energy Produced 477.18 MWh 0 MWh 632.69 MWh
Energy Demand 1093.4 MWh 1093.4 MWh 1093.4 MWh

Energy Purchased 616.22 MWh 1093.4 MWh 789.14 MWh
Energy Sold 156.3 MWh 0 MWh 328.38 MWh

PV contribution 75.3% 0 % 48.1%

the distribution of the energy purchased from the grid during winter and

surplus energy sold to the grid during summer. While Figure 3.11 shows

LIB soc for one year of the study.

Jan      Feb      Mar      Apr     May     Jun      Jul       Aug      Sep     Oct     Nov     Dec

Figure 3.10: Energy purchased and extra PV energy sold to the gridfor the combination
PV-LIB and PPV ,rated = 710 kW and BatC = 1 MWh.

• Case study 3: PV-RFB system at PPV ,rated = 710 kW and

LCOEsystem = 0.1135 £/kWh.



3.5 R E S U LT S A N D D I S C U S S I O N 62

Jan      Feb      Mar      Apr     May     Jun      Jul       Aug      Sep     Oct     Nov     Dec

Figure 3.11: State of charge for lithium-ion BESS for one calendar year.

In this case study, the results obtained from the simulations are pre-

sented in Table 3.7. Since all the three BESSs in all the case studies

have the same capacity, and the PPV ,rated = 710 kW similar to case study 2,

the results obtained are the same as the previous case study. The ob-

vious difference between this case study and case study 2 is that the

LCOEsystem = 0.1135 £/kWh, indicating a significant reduction in LCOE

compared to the previous study. From the data in Tables 3.5 , 3.6 and 3.7,

Table 3.7: PV-RFB system, PV system only and Grid only scenarios. PPV ,rated=710 kW
and RFB BatC=1 MWh

Parameter PV-RFB Grid only PV only

Energy Produced 476.38 MWh 0 MWh 632.69 MWh

Energy Purchased 616.22 MWh 1093.4 MWh 789.14 MWh

Energy Sold 156.3 MWh 0 MWh 328.38 MWh

PV contribution 75.3% 0 % 48.1%

it is obvious that the system PV-RFB has the minimum LCOE across the

three case studies and PV-LIB has the maximum LCOE. Regarding to these
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findings, the system PV-RFB is considered the best combination for the

grid-connected PV-BESS for the Isle of Wight. Although the performance of

PV-LIB and PV-RFB are the same, the economic metric plays an important

role in deciding the optimal combination for the grid-connected PV-BESS.

As previously mentioned the performance of the system in case study 3 is

simillar to case study 2, this is indicated in Figures 3.12 and 3.13 that repre-

sent the energy exchanged from/to the grid for PV-RFB and state of charge

for RFB. These figures are also similar to Figure 3.10 and Figure 3.11, but

when refering to Fig 3.6 it is clearly noticed that the PV-RFB is the most

economic option compared to the other systems.

According to the above case studies and the results obtained that the combi-

nation PV-RFB are the optimal combination, Table 3.8 displayes the sizes of te

grid-connected system. The inverter size can be found by Pinv = 1.1 ·PPV .

Jan      Feb      Mar      Apr     May     Jun      Jul       Aug      Sep     Oct     Nov     Dec

Figure 3.12: Energy purchased and extra PV energy sold to the gridfor the combination
PV-LIB and PPV ,rated = 710 kW and BatC = 1 MWh.
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Jan      Feb      Mar      Apr     May     Jun      Jul       Aug      Sep     Oct     Nov     Dec

Figure 3.13: State of charge for redox flow BESS for one calendar year.

Table 3.8: PV-RFB components sizes.

Component Size

PV 710 kW
RFB 1 MWh

Inverter 781 kW

3.6 C O N C L U D I N G R E M A R K S

In this chapter, a technical and economic model for determining the optimal

sizing of a grid-connected PV-BESS system for different battery technologies is

proposed. An improved formula for LCOE is utilised to find the best PV-BESS

combination at the optimal PV rated power. The LCOE calculation includes new

parameters to reflect the impact of surplus PV output and the energy purchased

from the grid, as well as looking at the PV system cost in a different way by

dividing it into three parts: i) the cost of the part generating energy to supply the

load; ii) the cost of the part generating energy to charge the battery; and iii) the
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cost of the part generating surplus energy. The obtained results show that the

best type of BESS to be integrated with the PV is RFB. After examining three

combinations of PV-BESS, it is found the minimum system LCOE (0.1135 £/kW)

is for the RFB with a capacity of 1 MWh, and PV size of 710 kW. A reduction

of 18% of electricity cost with respect to the grid electricity price is obtained.

Moreover, the proposed model allows for 75% of the PV contribution of the PV-

RFB system compared to 48% when using the PV alone. After investigating the

AES approach for finding the optimal size for a PV-BESS, the following chapter

employs this approach in an integrated framework. The key objective of the

framework is to find the optimal size-EMS combination for a stand-alone HES.



4

T H E I N T E G R AT E D F R A M E W O R K

4.1 I N T R O D U C T I O N

Chapter 3 showed the AES approach for sizing grid-connected PV-BESS system.

The optimal size and PV-BESS combination are obtained based on minimum

LCOE. An improved formula of LCOE is introduced to determine the optimal

size of the grid-connected microgrid. However, in remote areas, the grid extension

is very costly and the expense of fuel increases drastically. As a result, the

development of stand-alone HESs becomes necessary as an alternative solution

to the grid-connected systems.

In this chapter, the integrated framework for determining the best size-EMS

combination for a HES is introduced. Figure 4.1 illustrates the integrated frame-

work presented in this chapter. Fundamental to this framework is utilising FA to

implement and instantiate multiple EMSs. The proposed integrated framework

consists of three main steps. First, an AES approach is performed to find the

initial sizes of the HES assets based on an initial EMS. Second, using FA to

implement the initial EMS and instantiate different EMSs. Third, an evaluation

model is developed to assess the instantiated EMSs and select the featured con-

ditions to develop an improved EMS. This improved EMS is used to re-exercise

the AES approach to obtain the best size-EMS combination. This chapter further

explores the significance of maximising the use of PV generated energy to reduce

the total LCOE.

66
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4.2 H E S S T R U C T U R E A N D M O D E L L I N G I N FI N I T E AU T O M ATA

This section introduces the architecture of the HES, a brief background of FA

with an illustration example. Then it describes the implementation of the initial

EMS in FA in detail.

4.2.1 HES Architecture

A simplified scheme of stand-alone HES is reported in Figure 4.2. The HES

consists of PV, BESS, EL, FC, HT, and DSL. The energy generated from the PV

used to supply the demand and the surplus energy is stored in the BESS. Any

further surplus PV energy is directed to the EL to produce hydrogen which is

stored in the HT. The soc of the BESS is checked continuously, there are two

soc predefined levels that determine the operating point of the FC and DSL. The

first level is socFC when the BESS soc reaches this level, the FC starts operating

after checking if there is available H2 in the HT. The second level is socDSL when

soc of the BESS reaches or goes below this level, the DSL starts operating. All

the energy sources use DC/AC power inverters for the connection to a common

AC bus. Although, in reality, the inverter efficiency is not constant, it is assumed

to be constant in this research.

The next section explains what is FA showing an example of how a single asset

in the HES can be implemented in the FA. Following that, the implementation of

EMSinitia in FA is clarified.

4.2.2 Modelling the BESS in Finite Automata

Modelling the HES using FA has many advantages: (i) reducing the complexity

of the HES by dividing it into smaller subsystems, (ii) making the control of

each subsystem simpler, (iii) providing a graphical representation of the system

for better understanding of the HES, (iv) reducing the computation time since
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PV

Hydrogen 

Tank
Fuel Cell

Battery

Electrolyzer

Diesel 

Generator

Demand

DC

AC

DC

AC
AC

DC

DC

AC

AC Bus

Figure 4.2: The network diagram of a stand-alone HES which consists of PV, BESS, FC,
EL, HT, DSL, and multiple inverters.

the state transition for each subsystem is done in parallel, (v) providing more

convenient way to modify the predefined conditions or adding new conditions to

the HES, and (vi) increasing the ability to accommodate new subsystems.

To illustrate how a subsystem in HES can be treated as a DES and modeled in

FA, an example of a BESS is presented in Figure 4.3. The BESS in HES has four

states: charging, discharging, idle and OFF. The circles in the figure represent

the states, while the transitions are the events or the operating conditions. The

state with double circles symbolizes the marked state. This state is the final

state that indicates the completion of the operation of any subsystem. In this

context, the marked state occurs when the system reaches to the final hour in

the year. The states and the events are labelled by numbers; the numbers from

0-9 represent the states and any number from 10 and above are used for events.

The description of the conditions is provided in Table 4.1. The states of the BESS

can be explained as follows:
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• State 0 represent the OFF state which is the initial state, OFF state indi-

cates that BESS is either full (reaches socmax) or empty (reaches socmin).

The BESS is OFF because it is fully charged when the condition 11 is

satisfied "soc ≥ socmax". While the BESS is OFF because it is empty when

condition 13 is satisfied "soc ≤ socmin". From state 0, the BESS can move

either to state 1 or 2 depending on the occurred condition 10 or 12.

• State 1 denotes that BESS is in charging state which the desired state (the

state that the system is preferred to in). The condition related to entering

this state is 10, "Pinput(n) ≥ Pload(n) & soc(n) < socmax". While condition

11 returns the BESS to state 0.

• State 2 is the discharging state, condition 12

"Pinput(n) < Pload(n) & soc(n) > socDSL" is responsible to trans-

fer the BESS from the states 0, 1, and 3 to state 2. Condition 13

"soc ≤ socmin" changes the state of BESS from state 2 to state 0.

• State 3 represents the idle state, where the Pinput(n) at that instance equals

to the demand, leading to entering the BESS in idle state (no charging or

discharging). Conditions 14 or 19, which are responsible to operate the DSL

or FC, move the BESS to state 3. There is no condition that transfers BESS

from state 3 to 0 directly, since the BESS can not move from the idle state

1

0

3

2

Initial state

OFF

(Full/Empty)

State 1

Charging
State 3

Idle

State 2

Discharging

10

10

10

12

12

11

13

14 OR 19

Figure 4.3: Modelling BESS in finite au-
tomata.

Table 4.1: Conditions for BESS operation.
Conditions Subsystem states Description

10 BESS charging
Pinput(n) ≥ Pload(n)
& soc(n) < socmax

11 BESS OFF soc(n) ≥ socmax

12 BESS discharging
Pinput(n) < Pload(n)
& soc(n) > socDSL

13 BESS OFF soc(n) ≤ socmin

14 DSL ON
Pinput(n)< Pload(n)
& soc(n)≤ socDSL

& BFC(n)= 0

19 FC ON
Pinput(n)< Pload(n)

& soc(n)≤ socFC

& socHT(n)> socHTmin
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to OFF state without passing the charging or discharging state. Condition

12 transfers BESS from state 3 to 2 and condition 10 makes the BESS move

from states 3 or 2 to 1.

The behavior of any system modeled using FA is usually described by a regular

language and can be found in [153, 154, 155].

4.2.3 Implementing EMS using Finite Automata

The EMS is a group of steps the system follows to manage the energy generated

by all the assets in the HES. The objective of EMS is to guarantee the energy

balance under system constraints and constantly supply the demand. Since the

HES consists of multiple subsystems, a number of states can be assigned to each

subsystem, combining all these states form the total states of the EMS. Thus, the

HES switches between these states according to predefined operating conditions.

This section describes how the EMSinitial used in the initial sizing of the HES is

implemented in FA.

In the previous section, the four states of BESS have been described. In this

section, the states of the rest of the assets in the HES are explained. Each of the

DSL, FC and EL has two states ON and OFF. The HT has three state: OFF (full or

empty), charge and discharge. The state of the PV and the demand are considered

always ON even if the solar radiation is zero or there is no demand. Every state

of the HES combines the sub-states of subsystems and identifies the status of the

HES at each instant in the year. Figure 4.4 shows all the possible states that the

HES can endure. The HES has nine states and each state contains the sub-states

of all assets in the HES. Additionally, each state of the HES identifies the status

of HES at each instant in the year. Meaning which asset is ON/OFF and whether

the BESS and HT are charging or discharging.

TTable 4.2 and Figures 4.4 and 4.5 provide a complete description of the

EMSinitial . Table 4.2 introduces the operating condition that determines the

following state of the HES. Such that the occurrence of one of the operating

conditions in the table decides the state of the HES in the next hour. Figure 4.4
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State 0

PV: ON

demand: ON

BESS: discharge 

DSL: OFF

EL: OFF

FC: OFF

HT: OFF (empty)

State 1

PV: ON

demand: ON

BESS: idle

DSL: ON

EL: OFF

FC: OFF

HT: OFF (empty)

State 2

PV: ON

demand: ON

BESS: charge 

DSL: OFF

EL: ON

FC: OFF

HT: charge

State 3

PV: ON

demand: ON

BESS: OFF (empty)

DSL: ON

EL: OFF

FC: OFF

HT: OFF (empty)

State 4

PV: ON

demand: ON

BESS: idle

DSL: OFF

EL: OFF

FC: ON

HT: discharge

State 5

PV: ON

demand: ON

BESS: OFF (full)

DSL: OFF

EL: ON

FC: OFF

HT: charge

State 6

PV: ON

demand: ON

BESS: charge 

DSL: OFF

EL: OFF

FC: OFF

HT: OFF (full)

State 7

PV: ON

demand: ON

BESS: discharge 

DSL: OFF

EL: OFF

FC: OFF

HT: OFF (full)

State 8

PV: ON

Load: ON

BESS: charge 

DSL: OFF

EL: OFF

FC: OFF

HT: OFF (empty)

Figure 4.4: Nine states describing EMSinitial based on finite automata. Each state illus-
trates which asset is operating and whether the BESS and HT are charging
or discharging. The PV and demand are considered always as ON state

Figure 4.5: Finite automata model for EMSinitial .
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Table 4.2: Conditions for EMSinitial .

Conditions Subsystem states Description

10 BESS charging
Pinput(n) ≥ Pload(n)
& soc(n) < socmax

11 BESS OFF soc(n) ≥ socmax

12 BESS discharging
Pinput(n) < Pload(n)
& soc(n) > socDSL

13 BESS OFF soc(n) ≤ socmin

14 DSL ON
Pinput(n)< Pload(n)
& soc(n)≤ socDSL

& BFC = 0

15 DSL OFF Pinput(n) > Pload(n)

16 EL ON
PEL,min ≤ PPV ,surplus(n)≤ PEL,rated

& socHT(n)< socHTmax

17 EL OFF PPV ,surplus(n) < PEL,min

18 EL OFF socHT(n) ≥ socHTmax

19 FC ON
Pinput(n)< Pload(n)

& soc(n)≤ socFC

& socHT(n)> socHTmin

20 FC OFF socHT(n) ≤ socHTmin

describes the nine states of the HES. While Figure 4.5 presents the graphical

representation of EMSinitial using FA. EMSinitial has nine states which are all

the possible states that the HES can experience. State 0 is the initial state and

state 2 represent the marked state. The marked state can be defined as the state

at which the HES achieves the desired behavior at the end of the year. In the

first hour of the year, all the subsystems are OFF (the BESS is assumed to be

fully charged at the beginning). During each hour, the power generated from

the PV, DSL, and FC is calculated to find the hourly input power to the BESS

(Pinput). The soc of the BESS and socHT of the HT are computed hourly as well.

All these values are used to find the binary values of DSL, FC, and EL (described

in Section 4.3). These binary values identify the state of each asset in the HES.

EMSinitial starts with state 0, where all the assets are OFF, the BESS in the
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discharging mode, and the PV is ON. The rest of the states and events can be

explained as follows:

1. From state 0, the HES can move to one of the following states 1, 2, 3 or 8

through the following conditions:

a) Condition 14 leads a movement to state 1, where the DSL is ON, the

BESS is idle and the assets EL, FC, and HT are OFF.

b) Condition 16 moves the HES from state 0 to state 2. This condition

relates to EL operation to generate H2 and consequently the HT is in

charging state. While the BESS is fully charged (i.e. OFF), the FC and

DSL are OFF.

c) Condition 13 moves the HES from state 0 to state 3, in state 3 the

DSL is ON, the BESS is empty (i.e. OFF). The EL, FC, and HT are

OFF.

d) Condition 10 transfers the HES from state 0 to state 8, where there

are surplus power from the PV to charge the BESS. The EL, FC, and

HT are OFF.

e) Condition 12 keeps the HES in state 0.

2. In state 1, the BESS is idle since the DSL is ON. The EL, FC, and HT are

OFF. From state 1, there aretwo destinations the HES can move to, either

state 2 or state 8 and the conditions responsible fo the movemonet are:

a) Condition 16 moves the HES from state 1 to state 2, that relates to

EL operation (see point 1.b).

b) Condition 15 moves the HES from state 1 to state 8. In state 8, the

DSL becomes OFF, since there is surplus power to charge the BESS.

The EL, FC, and HT are OFF.

c) Condition 10 keeps the HES in state 1.

3. In state 2, the BESS is charging and the surplus power is used to operate

the EL. The HT is charging to store H2. The DSL and FC are OFF. From
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state 2, the HES can move to state 5 or 6 depending on the operating

conditions:

a) Condition 11 moves the HES from state 2 to state 5, the BESS is fully

charged, the EL is still ON and the HT is charging. The DSL and FC

are OFF.

b) Condition 18 transfers the HES from state 2 to state 6, where in this

state the HT is fully charged (i.e. OFF) and the EL is OFF. The DSL

and FC are OFF, while the BESS is charging.

c) The occurrence of condition 16 causes the HES to stay in state 2.

4. In state 3, the BESS is empty and therefore, the DSL is ON. The EL, FC

and HT are OFF. After state 3, the state of HES can be either 2 or 8. The

following conditions can determine the HES destination:

a) Condition 16 moves the HES to state 2 (see point 1.b).

b) Condition 15 transfers the HES to state 8 (see point 2.b).

c) The occurrence of condition 13 causes the HES to stay in state 3.

5. In state 4, the FC is ON and the HT is discharging. When FC is ON this

means the BESS is idle, while the DSL and EL are OFF. From state 4. the

HES has four choices for states 0, 1, 2 or 8 depending on the following

conditions:

a) Condition 20 causes the HES to move to state 0. The FC, HT, and DSL

are OFF. The soc of the BESS is enough to supply the demand so the

BESS is discharging.

b) Condition 14 moves the HES to state 1 (see point 1.a).

c) Condition 16 leads the HES to move to state 2 (see point 1.b).

d) Condition 15 causes the HES to move to state 8 (see point 2.b).

e) Condition 19 Keeps the HES in state 4.
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6. In state 5, the BESS is fully charged, the surplus power directed to the EL

and the HT is charging. The DSL and EL are OFF. The only option for the

next state is state 7 and happens when condition 18 is satisfied:

a) Condition 18 moves the HES to state 7 (see point 3.b).

b) Condition 16 Keeps the HES in state 5.

7. In state 6, there is surplus power generated by the PV to charge the BESS,

the HT is fully charged. The EL, FC, and the DSL are OFF. From state 6,

the HES can move to state 7 through the following condition:

a) Condition 12 causes the HES to move to state 7, there is no surplus

PV power so the BESS discharges to supply the demand. The DSL,

FC, EL, and HT are OFF.

b) Condition 10 keeps the HES in state 6.

8. In state 7, there is no surplus PV power to supply the demand or charge

the BESS, so the demand is supplied by the BESS. The DSL, FC, and EL

are OFF and HT are fully charged. The next state of the HES is state 4 and

can be achieved through the following condition:

a) Condition 19 moves the HES to state 4, the soc of the BESS reaches

to a level where it is required to operate the FC. The HT discharges to

supply the FC with H2, whereas the EL and DSL are OFF. The BESS

is in idle mode.

b) Condition 12 Keeps the HES in state 7.

9. In state 8, the BESS is charging, while the HT is empty. The EL, FC, and

the DSL are OFF. The next state of the HES is state 2 and can be achieved

through condition 16:

a) Condition 16 leads the HES to move to state 0 (see point 1.b).

b) Condition 10 keeps the HES in state 8.

To this end, all the states and conditions of EMSinitial are explained and the rela-

tionship between conditions and states are clarified. Depending on this FA model
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of EMSinitial , three different EMSs are instantiated. The process is explained in

Section 4.6.1.

The following section demonstrates the analytical and economic approach AES.

The AES is the initial step in the integrated framework that utilises EMSinitial

to find the initial size of the HES assets.

4.3 A N A LY T I CA L M O D E L L I N G O F H E S

The AES performed in this chapter follows the same calculation steps as in

Chapter 3. The AES in Chapter 3 is developed for a grid-connected PV-BESS

microgrid. Whereas the AES utilised in this chapter is for stand-alone HES

composing of multiple assets. Accordingly, the AES approach presented in the

previous chapter needs to be modified.

The AES approach is used to determine the size of the PV and BESS by

iteratively changing the PV rated power from (0 - α ·Pload,max) kW with a step of

10 kW each time. α is a constant equal to 10 and chosen to ensure the selected

range covers all possible PV sizes. Pload,max in this chapter is 26.7 kW [5] see

Figure 4.9), and therefore, the range of PV rated power is selected (0 - 267) kW.

A factor that determines the BESS size is the Hours of Autonomy (HA), which

means for how many hours a completely charged BESS is able to supply the

demand continuously. Since the HES in this study is stand-alone, it is essential

to select a high value for HA to ensure demand satisfaction. Thereby, HA is

iteratively considered as 12, 24, 36, 48, and 60 hours. The size of the FC and DSL

depend mainly on Pload,max with some factor and this explained in the following

sections. The size of the EL and HT are considered constant.

The EMS utilised by AES approach is the EMSinitial explained in Section 4.2.3.

This EMS guarantees the demand is continuously supplied with energy and at

the same time ensures the other assets of the HES operate efficiently. The main

idea is to generate multiple scenarios with different PV sizes and BESS capacities.

Following that, the LCOE is calculated for each scenario. The combination that

provides the lowest LCOE while covering the demand is selected as the optimal
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solution. To ensure demand satisfaction, a power balance is conducted every time

interval. As such, the total power generated by the PV, DSL, FC, BESS are equal

to the demand and EL. This is represented by Equation (4.1).

Pload(n)+PEL(n)= PPV (n)+PFC(n)+PDSL(n)+PBESS(n) , (4.1)

where Pload(n) and PEL the power needed by the demand and the power consumed

by the EL. PPV (n), PFC(n), PDSL(n) are the hourly power generated by PV, FC

and DSL, respectively. PBESS is the power supplied by the BESS.

The flowchart in Figure 4.6 summarizes the management rules for the AES.

PPV−min and PPV−max are the minimum and maximum values in PV rated power

range. soc is the state of charge of the BESS, and k indicates the number of HA

involved. BFC, BDSL, BEL are binary logic values for the FC, DSL and EL. These

binary values are computed hourly to identify which device is operating at that

time.

The analytical model used for PV in this chapter is the same as the model

explained in details in Chapter 3 (see Section 3.4.1). Newcastle upon Tyne is

considered as a case study to validate this approach. The solar radiation and

temperature data for the city of Newcastle upon Tyne [4] are used to find the

optimal size-EMS of the HES. The demand profile are for 40 houses of the

Customer-Led Network Revolution project [5]. Figures 4.7 and 4.8 illustrate the

profiles of the solar radiation and temperature. Whereas, the data used for PV

analytical model is presented in Table 4.3. The demand profile considered in this

chapter is presented in Figure 4.9. The analytical model for BESS is the same

concept as in Section 3.4.2 with a difference in the input and output power to the

BESS, so it is explained in the next section. Furthermore, the analytical models

for DSL, FC, EL, and HT are demonstrated in Sections 4.3.2 to 4.3.5.

4.3.1 Battery Energy Storage System

The values of the power generated from the PV and the demand power at each

time step, determine whether to charge or discharge the BESS. In the case that
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Figure 4.6: The flowchart of AES approach showing the steps of the EMS to find the
initial size of the HES.
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Table 4.3: Data used for PV analytical modele [10, 11].

Parameter Value

PV module efficiency, ηmodule 14%

PV degradation, DEGPV 0.5%

PV cell reference temperature, Tre f 20 ◦C
Normal operating cell temperature, NOCT 45◦C
Ambient temperature of NOCT, Tamb,NOCT 20◦C

Solar radiation at NOCT, INOCT 800 W /m2

Temperature coefficient of solar cell efficiency, β 0.005 1/◦C
Yearly module reference in-plane radiation, H 1000W /m2

PV lifetime, N 20 years

the soc reaches the predefined level, then the decision to operate the FC or the

DSL takes place. The BESS capacity BatC is calculated using Equation (4.2) [10].

The capacity of the BESS is expressed in terms of HA and the average hourly

Jan      Feb      Mar      Apr     May     Jun      Jul       Aug      Sep      Oct      Nov     Dec

Figure 4.7: Hourly solar radiation profile for Newcastle upon Tyne city for one calendar
year [4].
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Jan      Feb      Mar      Apr     May     Jun      Jul       Aug      Sep      Oct      Nov     Dec

Figure 4.8: Hourly ambient temperature profile for Newcastle upon Tyne city for one
calendar year [4].

demand Pload,avg. Pload,avg is equal to 10.7 kW, whereas HA ranges between five

values, 12, 24, 36, 48, 60 hours.

BatC = HA ·Pload,avg

ηinv ·ηch ·DOD
, (4.2)

where ηinv and ηch are the inverter and BESS charge efficiencies, and DOD

represent the depth of discharge. A fundamental parameter to represent the

available capacity in the BESS is the state of charge (soc), which is used to decide

whether to charge or discharge the BESS. Depending on the power generated by

the HES assets and the demand requirements, the hourly BESS soc for charging
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Jan      Feb      Mar      Apr     May     Jun      Jul       Aug      Sep      Oct      Nov     Dec

Figure 4.9: Hourly demand profile for Newcastle upon Tyne citry for one calendar
year [5].

and discharging states can be calculated using Equation (4.3).

soc(n)=

soc(n−1)+ [Pinput(n)−Pload(n)] ·ηch ·∆t
ηinv · BatC

, Pinput(n)> Pload(n) ,

soc(n−1)− [Pload(n)−Pinput(n)] ·∆t
ηinv ·ηdch ·BatC

, Pinput(n)≤ Pload(n),

(4.3)

where soc(n) and soc(n−1) represent the states of charge of the BESS at n and

n−1, respectively. ηdch is the discharging efficiency and ∆t is the time step. In

this thesis, the value of ∆t is considered to be equal one hour. Pinput(n) is the

sum of input power to the BESS at a specific hour and found using Equation (4.4).

If BESS input power is greater than demand, Pinput(n) > Pload(n), then the

demand is supplied firstly and the surplus poweris used to charge the BESS. On
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the other hand, if Pinput(n) ≤ Pload(n), the power generated is used to supply the

demand and any deficiency is covered by the BESS.

Pinput(n)= PPV (n)+PDSL(n)+PFC(n) . (4.4)

To protect the BESS from overcharging or under-discharging, the BESS soc

should be maintained at a reasonable level. The soc should be maintained be-

tween two limit levels, socmax and socmin subject to the following constraint:

socmin ≤ soc(n)≤ socmax (4.5)

The parameters used in the BESS analytical model are presented in Table. 4.4.

Table 4.4: Data used for battery energy system modelling [10].

Parameter Value

Depth of discharge, DOD 80%

Charge efficiency, ηch 80%

Discharge efficiency, ηdch 80%

Minimum state of charge, socmin 20%

Maximum state of charge, socmax 90%

Round trip efficiency, RTe f f 90%

Degradation rate of battery, DEGBESS 0.1%

Hours of autonomy, HA 12, 24, 36, 48, 60 hrs

4.3.2 Diesel Generator

The power generated from RER is variable and therefore, to ensure the demand

is constantly supplied, the existence of the DSL is necessary. When the integrated

RERs/AER and BESS are unable to supply the demand, the DSL operated to

supply the demand. Any surplus power generated by the DSL is used to charge

the BESS. Since the first priority is to ensure the satisfaction of demand, the
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rated power of the DSL depends on Pload,max (see Figure 4.9) and expressed by

the following equation:

PDSL,rated = MDSL ·Pload,max , (4.6)

where MDSL is the DSL margin coefficient. In this thesis, MDSL is considered to be

1.2 for safety purposes. According to this equation, PDSL,rated=32 kW. The hourly

output of DSL is found using Equation (4.7), and subjected to the constraint in

Equation (4.8):

PDSL(n)=


BDSL(n) ·Pload(n), BDSL(n)= 1 ,

0, BDSL(n)= 0 ,

(4.7)

0≤ PDSL(n)≤ PDSL,rated , (4.8)

where BDSL(n) represents a binary variable that describes the state of the DSL

at a specific hour in the year [156, 157]. The key objective for using BDSL is to

decide whether to activate the DSL or not based on the soc level. Condition 14 in

Table 4.2 describes the operating condition for DSL operation.

4.3.3 Fuel Cell

The FC is used as a backup power generator. The FC is activated when the solar

power is insufficient to supply the demand and soc reaches socFC. Any surplus

in the power generated by the FC is used to charge the BESS. The size of the FC

is determined using the following equation:

PFC,rated = MFC ·Pload,max , (4.9)

where the FC margin coefficient MFC and equals to 1.2 to leave some safe mar-

gin [158]. According to this equation, PFC,rated= 32 kW . The hourly output power



4.3 A N A LY T I CA L M O D E L L I N G O F H E S 85

generated from the FC can be identified by Equation (4.10) and its constraint in

Equation (4.11):

PFC(n)=


BFC(n) ·Pload(n), BFC(n)= 1 ,

0, BFC(n)= 0 ,

(4.10)

0≤ PFC(n)≤ PFC,rated , (4.11)

where BFC(n) is a binary variable that describes the state of the FC at any hour

in the year [156, 157]. Condition 19 in Table 4.2 shows the operationg condition

for FC operation. The input hydrogen to the FC is consumed from the hydrogen

tank. The FC consumption of hydrogen for 1 kW rated power in one hour can be

calculated by [29]:

H2,cons,1kW = 1kW
2 ·VFC ·F

·3600

= 1000
2 ·0.7 ·96487

·3600= 26.8 mol/h ,
(4.12)

where H2,cons,1kW represent the amount of hydrogen consumed by the FC at 1 kW

which depends on the FC voltage VFC, and Faraday constant F (see Table 4.5).

The hourly amount of hydrogen consumed by the FC H2,cons(n) can be determined

by multiplying the value of H2,cons,1kW by PFC(n). Equation (4.13) illustrates the

hourly H2 consumed by the FC.

H2,cons(n)=


PFC(n) ·H2,cons,1kW , PFC(n)> 0 .

0, PFC(n)≤ 0 .

(4.13)

4.3.4 Electrolyser

The purpose of using the EL is to produce hydrogen through the electrolysis

of water. The produced hydrogen is stored in the HT and used as needed to

operate the FC. The output pressure of hydrogen is considered 20 bar [159] in
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this thesis. The hourly input power to the EL and its constraints can be identified

by Equations (4.14) and (4.15):

PEL(n)=


BEL(n) ·PPV ,surplus(n), BEL(n)= 1 ,

0, BEL(n)= 0 ,

(4.14)

PEL,min ≤ PEL(n)≤ PEL,rated , (4.15)

where PEL,min = 20% ·PEL,rated. While BEL(n) represents a binary variable that

describes the state of the EL at any hour in the year [156, 157]. The value of

BEL(n) decides whether to operate the EL or not. Condition 16 in Table 4.2 defines

the EL operation. If the value of PPV ,surplus(n) is sufficient to operate the EL and

the state of charge of HT is less than the maximum, BEL(n) is set to one and

the EL generates hydrogen. To operate the EL, the value of the working voltage

between its electrodes Vel needs to be 2 volts [29]. According to Faraday’s law,

the amount of hydrogen produced by the EL for 1 kW rated power in one hour,

H2,prod,1kW , can be calculated by [29]:

H2,prod,1kW = 1kW
2 ·Vel ·F

·3600

= 1000
2 ·2 ·96487

·3600= 9.33 mol/h .
(4.16)

All the values used in calculations can be found in Table 4.5. The hourly amount

of hydrogen produced by the EL, H2,prod(n) is determined by multiplying the

value of H2,prod,1kW by PEL(n). This is illustrated in following equation:

H2,prod(n)=


PEL(n) ·H2,prod,1KW , PEL(n)> 0 .

0, PEL(n)≤ 0 .

(4.17)

PEL,rated is chosen to be 100 kW in this study. The reason for this is to guarantee

that all the surplus power generated by the PV is utilised by the EL to generate

hydrogen. Any surplus PV power between 20% and 100% of the PEL,rated is used

to generate H2.
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4.3.5 Hydrogen Tank

The HT is required to store the hydrogen produced from the EL for later use by

the FC. The HT analytical model assumes during the process of adding hydrogen

to the tank, no energy is used and the tank experiences no leakage. The hydrogen

produced by the EL provides another option for storing the surplus PV power.

The size of the HT SHT in kgs is determined by Equation (4.18), where the HT

capacity depends strongly on the H2 produced by the EL. EHT is the tank size in

kWh and given by Equation (4.19) [160]:

SHT = HAHT2 ·H2,prod,1kW ·Prated,EL ·H2mass , (4.18)

EHT = HAHT2 ·H2,prod,1kW ·PEL,rated ·H2mass ·LHV , (4.19)

HAHT2 represents the hours of autonomy for the HT and considered 48 hours in

this thesis. H2mass is the molar mass of hydrogen gas, and LHV is hydrogen

low heating value and presented in Table 4.5. According to Equations (4.18)

and (4.19), the size of HT is 89.5 kg and 2955 kWh.

The level of hydrogen in the tank increases if the EL is operating, however, it

decreases when the FC is generating power. Equation (4.20) determines the

hourly state of charge of the HT socHT(n) in both cases.

socHT(n)=

socHT(n−1)+ H2,prod(n) ·H2mass ·LHV ·∆t
EHT

, PEL(n)> 0,

socHT(n−1)− H2,cons(n) ·H2mass ·LHV ·∆t
EHT

, PFC(n)> 0,

(4.20)

where socHT(n−1) is the hydrogen level in the tank at time n−1. At any time

the socHT(n) is subjected to the following constraint:

socHTmin ≤ socHT(n)≤ socHTmax (4.21)

Table 4.5 presents all the values that is needed by the analytical models of the

FC, EL, and HT.
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Table 4.5: Data used for hydrogen system modelling (FC, EL, and HT).

Parameter Value Ref.

socHTmin 10% -

socHTmax 90% -

Pressure, PFC 20 bar [159]

Faraday constant, F 96487 C/mol [29]

FC voltage, VFC 0.7 volts [29]

EL voltage, Vel 2 volts [29]

H2 low heating value, LHV 33 kWh/kg [29]

Mole mass of H2 gas, H2mass 0.002 kg/mol [29]

FC margin coefficient, MFC 1.2 [158]

HT hours of autonomy, HAH2 48 hrs -

4.4 T H E E C O N O M I C M O D E L L I N G

The LCOE methods are widely used to evaluate the economic feasibility of RERs.

The costs distributed over the project lifetime are considered, and this provides

a more accurate economic picture of the project under analysis [10]. In general,

the LCOE is the total system cost computed across the lifetime of the system

divided by the energy generated from that system also across the lifetime. It is

noted here the FÇ, EL, and HT are not included in the calculation of the LCOE

since this increases the complexity of the system. Equation (4.22) represents the

general form of the LCOE.

LCOE = Total S ystem Costs
Total Energy Production

(£/kWh)

=
N∑

j=0

Costsystem

(1+ r) j

Esystem

(1+ r) j

,

(4.22)

where the total system cost Costsystem represents the sum of the total costs of

the PV, BESS, DSL and the inverters and presented by the following equation:

Costsystem = CPV +CBESS +CDSL +CInv , (4.23)
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where CPV is the total cost of PV, CBESS is the total cost of BESS, CDSL is the total

cost of the DSL, and CInv is the cost of the inverters for the PV and BESS. The

total cost of any asset in the HES, Csystem is presented in Equation (4.24).

Csystem = ICsystem +OMsystem +RCsystem . (4.24)

where ICsystem represents the initial cost of all the assets in the HES. The

OMsystem is the operation and maintenance cost of all the assets and RCsystem is

the replacement costs of the assets that need to be replaced. All these costs are

described in detail in the following sections. The denominator of Equation 4.22

is the Esystem and represents the total energy generated by the PV/BESS/DSL.

Equation 4.25 shows how to find Esystem.

Esystem = EPV ,T +EBESS,T +EDSL,T , (4.25)

4.4.1 Photovoltaic

The total cost of the PV is the sum of the initial costs, maintenance costs, and

replacement costs. The lifetime for PV is 20 years which the same as the HES

lifetime, so there are no replacement costs. Equation (4.26) illustrates the total

costs for PV.

CPV = ICPV +
∑ j=N

j=0 CPV ,OM

(1+ r) j , (4.26)

where N is the HES lifetime and equals to 20 years, r is the discount rate and

considered to be 5% in this thesis. The total energy generated from the PV

discounted during its lifetime EPV ,T, can be found using the following equation:

EPV ,T =
j=N∑
j=0

∑n=8760
n=0 EPV · (1−DEGPV ) j

(1+ r) j , (4.27)

DEGPV is the degradation rate of the PV and equals to 0.5%. All the costs related

to PV can be found in Table 4.7.
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4.4.2 Battery Energy Storage System

The BESS is replaced once during the HES lifetime. The replacement cost of the

BESS is equal to the initial cost. The total cost of the BESS is calculated using

the following equation:

CBESS = ICBESS +
∑ j=N

j=0 CBESS,OM

(1+ r) j +
∑

j=10 RCBESS

(1+ r) j , (4.28)

The energy produced by the BESS can be found using Equation (4.29).

EBESS,T = ηrt ·
j=N∑
j=0

∑n=8760
n=0 EPV ,charge · (1−DEGBESS) j

(1+ r) j , (4.29)

where EPV ,charge is the PV energy used to charge the BESS. ηrt is the round trip

efficiency for the BESS and DEGBESS is the degradation rate for the BESS.

4.4.3 Diesel Generator

The total cost of DSL include the following four parts: (i) the initial cost of the DSL

(ICDSL), (ii) the operating and maintenance cost (OMDSL), (iii) the replacement

cost (RCDSL), and (iv) the cost of the fuel consumed by the DSL (CDSL, f uel).

The total fuel can be calculated by Equation (4.30) and the total cost of the fuel

found by Equation (4.31).

Fconsume(n)=


A·PDSL,rated+B·PDSL(n), PDSL(n) > 0.

0, PDSL(n) = 0.

(4.30)

CDSL, f uel(n)=


Fconsume(n) · fp, Fconsume(n)> 0.

0, Fconsume(n)= 0.

(4.31)

where A and B are DSL consumption curve coefficients (Liter/kWh), fp is the

DSL fuel unit cost (£/Liter).
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The DSL lifetime is given in hours, Li f eDSL,h, and can be found in years using

Equation (4.32). Li f eDSL,y is essential to calculate the replacement cost for the

DSL.

Li f eDSL,y =
Li f eDSL,h

WHDSL
. (4.32)

The total cost of the DSL can be found using the following equation:

CDSL =ICDSL +
∑ j=N

j=0 CDSL,OM

(1+ r) j +∑
j=Li f eDSL,y RCDSL

(1+ r) j +
∑ j=N

j=0 CDSL, f uel

(1+ r) j ,

(4.33)

and the total energy generated by the DSL is calculated using Equation (4.34).

EDSL,T =
j=N∑
j=0

∑n=8760
n=0 EDSL

(1+ r) j . (4.34)

Tables 4.6 presents the costs for the PV, DSL, inverters, and BESS. The costs in

the table are divided into initial, operating and maintenance, and replacement

costs. Table 4.7 shows the data required for the economic models for the above-

mentioned assets.

Table 4.6: The cost and lifetime of the HES assets [10, 12].

Component IC Yearly OM RC Lifetime

PV 2508 £/kW 33 £/kW 0 20 years

DSL 374 £/kW 0.1 £/kW 356 £/kW 15,000 hrs

Inverter 560 £/kW 5.6 £/kW 560 £/kW 10 years

BESS 700 £/kWh 14 £/kWh 700 £/kWh 10 years

4.4.4 Objective Function and Constraints

For any optimisation model, the definition of an objective function is a require-

ment. The objective function usually takes into account maximising/minimising

one or more from the following aspects; reliability, economic and environmental.

Simultaneously, the objective function is constrained by predefined limits to
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Table 4.7: Data used for the economic models of the PV, BESS, and DSL.

Parameter Value Ref.

Project lifetime, N 20 years -

Discount rate, r 5% [10]

Fuel unit cost, fp 1.2 £/L [161]

Round trip efficiency, ηrt 90% [10]

PV degradation rate, DEGPV 0.5% [10]

BESS degradation rate, DEGBESS 0.1% [10]

Fuel curve intercept coefficient, A 0.246 L/kWh [162]

Fuel curve slope, B 0.08145 L/kWh [162]

achieve the desired optimisation. For example, the reliability and environmen-

tal aspects of a HES is subjected to maximising. While the economic aspect is

preferred to be minimised [25]. The objective function of the optimum design

problem in this thesis is the minimization of the LCOE of the PV, BESS, and

DSL while satisfying the operational constraints. PV rated power, HA of the

BESS and fuel cost are the state variables of the optimisation study. When these

values are optimised, the objective function is expected to get the lowest value.

The objective function is defined by Equation (4.35).

min LCOE = min
N∑

j=0

Costsystem

(1+ r) j

Esystem

(1+ r) j

, (4.35)

where Costsystem is expressed by Equation (4.23), and Esystem is expressed by

Equation (4.25).

For the assets PV, BESS, and DSL, the following operational constraints should

be satisfied.

0≤ PPV ,rated ≤αPload,max , (4.36)

12 ≤ HA ≤ 60 , (4.37)

0≤ PDSL(n)≤ PDSL,rated , (4.38)
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4.5 I N I T I A L S I Z I N G

The AES constitutes the first step in the integrated framework (see Figure 4.1).

The output of this step is the initial size of the HES using EMSinitial . Figure 4.10

presents the output results of the AES approach. Each colored line represents

the LCOE values for a specific BESS hours of autonomy, and over the PPV ,rated

range from 0 to 267 kW . The results are compared to the cost of a DSL assuming

that the DSL is the only source for supplying the demand (represented by the

blue straight line in Figure 4.10). Such unitary energy cost, corresponding to the

LCOE with no RERs/AERs integrated, is calculated by Equation (4.39) [163].

UDSL =
SFC · fp

E load,total
, (4.39)

Figure 4.10: Levelised cost of energy for the HES when using AES approach.



4.6 I N T E G R AT E D F R A M E W O R K 94

where fp is the fuel cost, E load,total is the total energy of the demand for one

year, SFC is the specific fuel consumption for the DSL and calculated using the

following equation [163]:

SFC = A ·Pload,max ·n+B ·E load,total , (4.40)

where n is the number of hours in one year, and Pload,max is the maximum

demand.

The objective of the first step of the integrated framework is to optimise the

size of PV, BESS to ensure achieving the minimum LCOE at the same time. As

mentioned earlier, the size of the DSL and FC depend on the maximum demand.

While the size of the EL is assumed to be 100 kW. However, the assets included

in LCOE calculations are the PV, BESS, and DSL. According to Figure 4.10 the

minimum LCOE is obtained when PPV ,rated is equal to 140 kW, and 12 hours

of HA for the BESS. The BESS capacity at 12 hours of HA is 218 kWh using

Equation (4.2). The obtained size for the HES assets are presented in Table 4.8.

Table 4.8: The size of HES based on EMSinitial .

Subsystem Size

PV / inverter 140 kW / 154 kW

BESS / inverter 218 kWh / 29.4 kW

DSL 32 kW

EL / inverter 100 kW / 110 kW

FC / inverter 32 kW / 35.2 kW

HT 89.5 kg

4.6 I N T E G R AT E D F R A M E W O R K

The proposed frame introduced in Figure 4.1 consists of three steps. The first

step is applying AES approach (described in Section 4.5) to find the initial sizes

of HES components based on EMSinitial . Once the sizes are obtained, they are

exercised by three different EMSs instantiated from EMSinitial using. These

EMSs are generated using FA and this is the second step.
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In addition, the second step includes the calculation of a number of performance

indices for each EMS to be used by the following step. In the third step, an

evaluation model is proposed to compare the performance indices of each EMS

and track the conditions related to each performance index. Afterward, the

selected conditions are used to obtain EMSnew which replaces EMSinitial in

the first step. Finally, the optimal size-EMS combination is achieved based on

EMSnew. The next sections describe the integrated framework second and third

steps in detail.

4.6.1 Instantiation of EMSs using Finite Automata

Finite automata is utilised to implement EMSinitial and instantiate three EMSs.

Employing FA to implement EMSinitial has been described in detail in Sec-

tion 4.2.3. The instantiation process is done by generating three models of

EMSinitial . Then, by adjusting the operating conditions related to the activation

of the DSL, FC, and EL, three different EMSs with different operation are gen-

erated. The initial sizes obtained in Section 4.5 are applied using these EMSs

and an assessment between them is described by the performance indices, as

explained in the next section.

All the instantiated EMSs have the same states as in EMSinitial (see Fig-

ure 4.4). Figure 4.11 presents EMS1 modeled in FA. The operating conditions

of EMS1 are illustrated in Table 4.9. Conditions from 10 to 13, which related

to BESS operation have not been changed from EMSinitial . Conditions from 14

and 15 controls the DSL operation, while the conditions 17 and 18 related to EL

operation. Conditions 19 to 21 decide when to operate the FC. The changes in

operating condition occurred for the DSL, FC, and EL operation either in the

generated power or the operation time. These changes can be summarised as

follows:

• The operation of the DSL in EMS1 provides the full rated power, and any

surplus energy after satisfying the demand is used to charge the BESS.
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Figure 4.11: Finite automata model for EMS1.

• The EL exploits any surplus PV power to produce hydrogen without any

constraints.

• The FC is set to operate during a specified period in the year, from January

to June and from October to December. Since the period from July to

September, the power generation from the PV is the highest, so no need to

operate the FC. The output power of the FC is equal to the demand at the

time of operation.

The next instantiated EMS is EMS2 and described by FA in Figure 4.12. The

operating conditions of EMS2 are given in Table 4.10. Conditions from 10 to

13 (BESS operation) have been unchanged from EMSinitial (see Table 4.2). The

conditions that describe the DSL operation are 14 to 16. The EL operation is

characterised by conditions 17 to 19, which are also unchanged from EMSinitial .

Finally, conditions 20 to 22 control the FC operation. Compared to EMSinitial ,
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Table 4.9: Operating conditions for EMS1.

Condition Subsystem states Description

10-13 BESS same as in Table 4.2

14 DSL ON
Pinput(n)< Pload(n)

& soc(n)≤ socDSL & BFC(n)= 0

15 DSL OFF soc(n)> socDSL

16 DSL OFF Pinput > Pload

17 EL ON PPV ,surplus(n)> 0 & socHT(n)< socHTmax

18 EL OFF socHT(n)≥ socHTmax

19 FC ON
Pinput(n)< Pload(n) & Jan < n < Jun

& soc(n)≤ socFC & socHT(n)> socHTmin

20 FC ON
Pinput(n)< Pload(n) & Oct < n < Dec

& soc(n)≤ socFC & socHT(n)> socHTmin

21 FC OFF socHT(n) ≤ socHTmin

Figure 4.12: Finite automata model for EMS2.

the changes can be described as:

• Two operating conditions for DSL operation; the ordinary operating condi-

tion (condition 15), and adding hysteresis zone to minimize the frequency of
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Table 4.10: Operating conditions for EMS2.

Conditions Subsystem states Description

10-13 BESS same as in Table 4.2

14 DSL ON
Pinput(n)< Pload(n)

& socDSL < soc(n)< 30%
& BDSL(n−1)= 1 & BFC(n)= 0

15 DSL ON
Pinput(n)< Pload(n)

& soc(n)≤ socDSL & BFC(n)= 0

16 DSL OFF Pinput(n) > Pload(n)

17 EL ON
PEL,min ≤ PPV ,surplus(n)≤ PEL,rated

& socHT(n)< socHTmax

18 EL OFF PPV ,surplus(n) < PEL,min

19 EL OFF socHT(n) ≥ socHTmax

20 FC ON
socFC ≤ soc(n)≤ 40%

& socHT(n)> socHTmin

& BFC(n−1)= 1

21 FC OFF
soc(n)≤ socFC

& socHT(n)> socHTmin

22 FC OFF socHT(n) ≤ socHTmin

switching. In both cases, the generated power is equal to 30% of PDSL,rated,

when Pload(n)≤ 30% ·PDSL,rated, otherwise PDSL(n)= Pload(n).

• The FC operation is also controlled by hysteresis zones as in condition 20.

Condition 21 is for the normal operation of the FC. The output power of the

FC is equal to the demand.

Figure 4.13 illustrates the third instantiated EMS using FA. The difference

between EMS3 and EMSinitial is the status of BESS in state 1 changed from

idle to charge. The reason for this is the generated power from the DSL and FC

are their rated power at each time they are activated. Therefore, after supplying

the demand, surplus power is used to charge BESS. The operating conditions for

EMS3 are the same as in Table 4.2 with a change in the EL operating condition

16 and 17 as following:

• Condition 16 in EMS3: 0 < PPV ,surplus(n) ≤ PEL,min & socHT(n) <
socHTmax & soc(n)> socmin
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Figure 4.13: Finite automata model for EMS3.

• Condition 17 in EMS3: PPV ,surplus(n)= 0

The EL in EMS3 is linked to the surplus PV power and the soc of the BESS.

Such the EL expliots the surplus power and the remaining power is covered by

the BESS until it reaches the PEL,min.

The three instantiated EMSs along with EMSinitial are simulated with the

initial sizes and a number of performance indices are computed. These indices

are the input to the third step in the integrated framework, the evaluation model

and EMSinitial replacement.

4.6.2 Performance Indices

There are multiple performance indices that have been adopted to asses the

instantiated EMSs. Working hours for the DSL, FC and EL WHDSL, WHFC, and

WHEL, respectively, are among these indices. Table 4.11 shows the performance

indices used in the evaluation model. Along with the working hours of the above-
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Table 4.11: Performance indices for the generated EMSs using finite automata.

Index EMSinitial EMS1 EMS2 EMS3 EMSnew

WHDSL(hrs) 1994 800 1975 2276 793

WHFC(hrs) 525 487 470 136 162

WHEL(hrs) 224 322 213 337 396

LCOEsystem (£/kWh) 0.6306 0.4337 0.5846 0.6041 0.4141

Fuel cost (£) 21,037 10,061 21,197 24,030 9,973.2

PV contribution 57% 57% 57% 59% 57%

ηsys 89% 88% 88% 88% 89%

mentioned assets, the LCOE, fuel cost, PV contribution, and system overall

efficiency are also selected for the evaluation. The most important index between

all the indices is the WHDSL since one of the desired properties in the optimal

EMS is to reduce the working hours of the DSL. Moreover, the objective function

of this study (see Section 4.4.4) is to minimize the LCOE. The PV contribution is

also an important index that represents the percentage of utilised PV energy in

charging the BESS, supplying the demand and activating the EL. Finding the

PV contribution can help in obtaining an EMS that exploits higher PV energy

and reduces PV energy losses.

4.6.3 Evaluation Model and EMSinitial Replacement

To carry out the needed analysis, an evaluation model is introduced to compare

the selected performance indices for all the instantiated EMSs and EMSinitial .

The performance indices are illustrated in Table 4.11. The purpose of the evalua-

tion model is to track and select the operating conditions that lead to the most

reliable performance of the HES. After determining the most reliable indices for

each EMS, the selected operating conditions are employed in the new EMS. The

following gives an illustration regarding the evaluation process:

• It can be observed from Table 4.11 that WHDSL is minimum for EMS1,

because the generated power from the DSL is the rated power. So the
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condition that controls the operation of the DSL in EMS1 is selected to be

used in EMSnew.

• It is preferable to minimize WHFC because of the high cost of the FC

operation. In Table 4.11 it can be noticed that WHFC is minimum for EMS3.

Therefore, this condition is elected to be in EMSnew.

• WHEL is maximum for EMS3, higher WHEL means more H2 generation.

Similarly, the condition of the EL in EMS3 is chosen to be used in EMSnew.

• The LCOE and fuel cost calculated for all the EMSs are minimum for

EMS1, this because the WHDSL is also minimum which leads to decreasing

in the fuel cost.

• The PV contribution for EMS3 is the highest, this explains the highest

WHEL.

• The ηsys for all EMSs is almost the same, which means ηsys has no effect

on choosing the operating conditions.

Figure 4.14: Finite automata model for EMSnew.

The values of EMSinitial and EMS2 performance indices in Table 4.11 are always

intermediate between EMS1 and EMS3. As previously mentioned, the preferable

performance indices are minimum for the WHDSL and hence the fuel cost from one

hand. On the other hand, maximising the PV contribution and WHEL. Therefore

none of the operating conditions of these EMSs are used in EMSnew generation.
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Table 4.12: Operating conditions for EMSnew.

Conditions Subsystem states Description

10 BESS charging Pinput(n) ≥ Pload(n) & soc(n) < socmax

11 BESS OFF soc(n) ≥ socmax

12 BESS discharging Pinput(n) < Pload(n) & soc(n) > socDSL

13 BESS OFF soc(n) ≤ socmin

14 DSL ON
Pinput(n)< Pload(n) & soc(n)≤ socDSL

& BFC = 0

15 DSL OFF Pinput(n) > Pload(n)

16 EL ON
0 < PPV ,surplus(n) < PEL,min

& socHT(n)< socHTmax & soc(n)> socmin

17 EL OFF PPV ,surplus(n)= 0

18 EL OFF socHT(n) ≥ socHTmax

19 FC ON
Pinput(n)< Pload(n) & socFC < soc(n)≤ 40%
& socHT(n)> socHTmin & BFC(n−1)= 1

20 FC ON
Pinput(n)< Pload(n) & soc(n)≤ socFC

& socHT(n)> socHTmin

21 FC OFF soc(n) > socFC

22 FC OFF socHT(n) ≤ socHTmin

To this end the EMSnew is generated by the evaluation model, the associated FA

representation is described in Figure 4.14 and the featured operating conditions

can be found in Table 4.12. The performance indices for EMSnew are introduced

in Table 4.11. The new EMS has better performance indices when compared

to all the indices of EMSs in terms of WHDSL, WHFC, LCOE, fuel cost and PV

utilisation. Thus, the EMSinitial is then replaced by EMSnew. Following that, the

AES approach is re-exercised to generate an enhanced size of the HES based on

EMSnew. The results of the integrated framework are discussed in the following

section.

4.7 R E S U LT S A N D D I S C U S S I O N

The simulations are done using real data profiles for both PV and demand

Figures 4.7, 4.8, and 4.9. Firstly, a PV/DSL/BESS/Hydrogen system HES having
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an initial EMS is examined using AES approach and the results are analysed.

Then, the same HES is examined using the proposed integrated framework, and

the obtained sizing results are then compared to the results of the initial sizing.

Table 4.13 shows the sizing results of HES assets using the AES approach

and integrated framework. The size of the PV reduced to almost half. The BESS,

DSL and FC remained the same sizing for both sizing. The DSL and FC sizes

depend only on the maximum demand. While the size of BESS is calculated

from Equation (4.2) which also depends on the average demand and HA. Since

the demand profile is the same, the size of the BESS, DSL and FC have been

unchanged.

It can be observed from Figures 4.10 and 4.15, the PV and BESS sizes are

determined based on the minimum LCOE for the PV/BESS/DSL system. The

minimum LCOE obtained from the AES approach and integrated framework

is when HA = 12 hrs. This explains why BESS remains the same capacity.

PPV ,rated = 140 kW when using AES approach and PPV ,rated = 60 kW when ap-

plying the integrated framework. There is a 42% increase in PV contribution,

and therefore, a decrease in PV energy losses. The PEL,rated in AES approach

is assumed to be 100 kW (see Section 4.3.4). However, the LCOE, WHDSL and

the fuel cost are substantially reduced. The EL rated power is assumed to be

50 kW as a tesult of the reduction in the size of the PV. The PFC,rated remains

the same. The HT size depends on the EL size and is calculated to be 45 kg.

The integrated framework leads to a significant reduction in PV size. However,

although the sizes of BESS and DSL remained the same, the performance indices

Table 4.13: The size of HES using the AES approach and integrated framework.

Subsystem AES Integrated framework

PV / inverter 140 kW / 154 kW 60 kW / 66 kW

BESS / inverter 218 kWh / 29.4 kW 218 kWh / 29.4 kW

EL / inverter 100 kW / 110 kW 50 kW / 55 kW

FC / inverter 32 kW / 35.2 kW 32 kW / 35.2 kW

DSL 32 kW 32 kW

HT 89.5 kg 45 kg
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Figure 4.15: Levelised cost of energy for the HES when using integrated framework.

related to them show an improvement in performance. For example, as presented

in Table 4.14, the operation hours of DSL and FC decreased by 35% and 83%,

respectively. The LCOE is reduced by 40% and the fuel cost is decreased by 23%.

In addition, more utilisation of PV energy is obtained by using the framework as

the PV contribution increased to 98%. This indicates that PV energy is exploited

effectively. Applying the integrated framework also yielded a reduction in the

replacement cost of the DSL to the half. As the DSL is replaced twice during the

HES lifetime compared to three times when using AES approach.

Figure 4.16 demonstrates the values of soc, Pload, PPV and PFC for 48 hours in

June when applying the integrated framework. The DSL output power is zero

during that period since there is available PV energy and soc is between 30%

and 90%. The demand ranges between 5-15 kW during daylight, the BESS and

PV power can cover the demand. During night hours, BESS goes below 35% and

there is available H2 in the HT, then, the FC is activated. The FC operated four

times, generating power equal to the rated power each time. The extra generated
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Figure 4.16: BESS soc, FC and PV power values during 48 hours in June, the DSL output
is zero during these hours.

Table 4.14: Comparison between the results obtained using AES approach and the inte-
grated framework.

Index AES Framework Improvements

WHDSL (hrs) 1994 1293 35% reduction

WHFC (hrs) 525 88 83% reduction

WHEL (hrs) 224 356 37% increase

LCOE (£/kWh) 0.6300 0.3809 40% reduction

Fuel cost (£) 21037 16262 23% reduction

PV contribution 57% 98% 41.8% increase

l i f eDSL (years) 8 12 50% reduction in RCDSL

ηsys 90 93 7% increase

from the DSL is used to charge BESS. This also can be observed in Figure 4.18,

which represents HT levels, PEL and PFC power values during the same 48 hours
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Figure 4.17: BESS soc, FC, PV, DSL power and demand values during 48 hours in
December.

in June. The figure shows that socHT starts to decrease when PFC is on, and has

a slight increase when PEL is on due to the H2 generation from the EL.

Since power generation, consumption and demand are varying throughout the

year; it is important to display these changes during different times in the year.

Figure 4.17 shows the values of BESS soc, PLoad, PPV and PDSL for 48 hours in

December when applying the integrated framework. The FC output power is zero

as there is not enough H2 in the HT. The HES depends on the DSL to satisfy the

demand because the PV output during winter is low while the demand is high.

The EL operation relates to the surplus PV power since the PV generation is not

enough to supply the load, the EL is not operating. The DSL operated 14 times

during this period to supply the demand.

Figure 4.19 represents the socHT, PEL,PPV , and PFC values for 48 hours in

September. socHT ranges between 70% and 80%, this means the HT is almost
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Figure 4.18: HT socHT, EL,PV, and FC power values during 48 hours in June.

full. The EL is operated when there is surplus PV energy while the FC is operated

just once. The DSL working hours during the same period is zero, so it is not

included in the figure.

Finally, to ensure that the generated EMSnew is the optimal among all the

generated EMSs, a second iteration of the integrated framework is performed.

This resulted in generating EMS1new, EMS2new, EMS3new utilising the new

sizes obtained from the first iteration of the integrated framework. Table 4.15

demonstrates the performance indices for EMSnew, EMS1new, EMS2new, and

EMS3new. Comparing these indices for the mentioned EMSs, it is concluded that

EMSnew produces the best results and registers the minimum values in WHDSL,

LCOE and fuel cost.
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Figure 4.19: HT soc, EL,PV, and FC power values during 48 hours in September.

Table 4.15: Performance indices for EMSnew and the generated EMSs using the sizes
obtained from the integrated framework.

Index EMSnew EMS1new EMS2new EMS3new

WHDSL(hrs) 1293 1327 3662 3663

WHFC(hrs) 88 37 181 85

WHEL(hrs) 356 174 176 352

LCOE(£/kWh) 0.3809 0.3911 0.6688 0.6808

Fuel cost (£) 16,262 16,689 39,256 38,640

PV contribution 98% 90% 98% 98%

ηsys 93% 96% 96% 93%

4.8 C O N C L U D I N G R E M A R K S

A novel integrated framework is successfully developed to find the optimal size-

EMS combination for a hybrid stand-alone PV/BESS/DSL/hydrogen system. The

proposed framework consists of three consecutive steps; firstly, an analytical and
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economic sizing is performed using an initial EMS to find the initial size of the

HES. Secondly, Finite Automata is utilised to implement the initial EMS and

instantiate various EMSs. A number of simulations are performed to exercise

these EMSs using the initial sizes. A set of performance indices are also calculated

for the instantiated EMSs which are used as entries to the next step. Thirdly,

an evaluation model is implemented to compare the performance indices of the

initial and instantiated EMSs. This evaluation is achieved to determine the best

operating conditions to use them in generating a new EMS. Then, the new EMS

replaces the initial EMS. The analytical and economical sizing is carried out

again to find the new size based on the new EMS.

The integrated framework proved to produce better results in terms of assets

sizing and HES performance when comparing to the AES approach. Such that,

the PV, EL and HT sizes are reduced. The LCOE of the HES is reduced as well

as increasing the PV contribution.
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M O D I F Y I N G E N E R G Y M A N A G E M E N T U S I N G F U Z Z Y

L O G I C

5.1 I N T R O D U C T I O N

Chapter 4 demonstrated an integrated framework to obtain the optimal size-

EMS for stand-alone HES. The results obtained by the integrated framework

showed minimising in the size of the PV, LCOE of the system, and maximising

the PV contribution. Since the solar radiation and demand have unpredictable

characteristics and they may change for the coming years, including the source

and demand uncertainty in the HES optimization is necessary.

This chapter demonstrates the design of a FLC to detect the variabilities in the

demand and solar radiation and accordingly modify the EMS of the HES. The

work in this chapter is performed on three stages which are illustrated in Fig-

ure 5.1. The first stage is finding the size-EMS combination using the integrated

framework (similar to that described in Chapter 4), and forecasted solar radiation

and demand profiles. This step is vital in order to include any future changes in

solar radiation and demand data. The second stage includes a sensitivity analysis,

considering the new-obtained size of the HES and the real profiles for solar radi-

ation and demand. The sensitivity analysis is conducted by changing the solar

radiation and demand data for one year by ±5% and ±10% to generate 24 scenar-

ios. In the third stage, the FLC is designed depending on the performance indices

generated from the sensitivity analysis scenarios. The performance indices (see

Section 4.6.2) used in the sensitivity analysis are the fuel cost, DSL working

hours, PV contribution. The objective of the FLC is managing the uncertainty in

demand and solar radiation and then modifying the operating conditions of the

DSL, FC, and the EL in the original EMS. For example, the condition responsible

110
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Figure 5.1: An illustrative diagram showing the three stages required to design a FLC.
Starting from resizing the assets of the HES, conducting the sensitivity
analysis, then implementing the FLC to modify the original EMS based on
the output conditions set.

for operating the DSL is "Pinput(n) < Pload(n) & soc(n) ≤ socDSL". One of the

modifications to this condition is changing the part related to the soc of the BESS.

The following sections describe the three stages required for the FLC design

in order to maintain the performance of the HES under uncertain demand and

generation conditions.

5.2 R E S I Z I N G T H E H Y B R I D E N E R G Y S Y S T E M U S I N G F O R E CA S T E D

D ATA

In this section, the HES is resized based on forecasted solar radiation and demand

profiles. Figures 5.2 and 5.3 represent the original and forecasted solar radiation

and demand profiles used in this chapter. The forecasted values of demand and

solar radiation are generated by adding white Gaussian noise to the original

values.
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Jan      Feb      Mar      Apr     May     Jun      Jul       Aug      Sep      Oct      Nov     Dec

Figure 5.2: Original and forecasted solar radiation of one calendar year.

Jan      Feb      Mar      Apr     May     Jun      Jul       Aug      Sep      Oct      Nov     Dec

Figure 5.3: Original and forecasted demand distribution of one calendar year.

Table 5.1 illustrates the sizes of the HES resulting from the integrated frame-

work using the forecasted profiles. Compared to the sizes obtained in Table 4.13



5.3 S E N S I T I V I T Y A N A LY S I S 113

from Chapter 4, it can be noted that the PV size has not changed, while there is

an increase in the DSL, FC and BESS sizes. The size of the EL and HT is fixed.

The original solar radiation and demand profiles are called the base case in the

sensitivity analysis and explained in the following section.

Table 5.1: The optimal size of HES using the integrated framework and forecasted de-
mand and solar irradiance.

Subsystem in the HES Obtained size

PV 60 kW
BESS 240.54 kWh

EL 50 kW
FC 38.55 kW

DSL 38.55 kW
HT 45 kg

5.3 S E N S I T I V I T Y A N A LY S I S

A sensitivity analysis is conducted to measure the degree of uncertainty of

demand and solar radiation data. It is performed by an annual change of ±5%

and ±10% of demand and solar values. The performance indices that have been

selected to be checked after carrying out the sensitivity analysis are fuel cost,

WHDSL and PV contribution. These performance indices are chosen since it is

desirable to reduce the DSL working hours and the fuel cost while ensuring

maximum utilisation of PV energy. The variations on demand and solar variation

generate 24 scenarios, and these scenarios are displayed in Tables 5.2 - 5.7.

Table 5.2 presents the results of the sensitivity analysis performed by an annual

change of ±5% and ±10% of the demand only. Scenario 1 shows an increase in the

demand by 5%, causing an increase in the fuel cost, WHDSL, and PV contribution

as well. The increase in fuel cost and WHDSL is expected as the increase in

the demand is partly covered by the DSL. PV energy is also contributed to

supply the demand and that explains the increase in PV contribution. However,

increasing the annual demand by 10% leads to a further increase in those indices.
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Table 5.2: Results of sensitivity analysis for an annual change of ±5% and ±10% of Pload.

Scenario No. Description Fuel Cost WHDSL PV Contribution

Base case - £16071 1061 96%

Scenario 1 +5% Pload £17541 1158 98%

Scenario 2 +10% Pload £19131 1263 99%

Scenario 3 -5% Pload £14769 975 93%

Scenario 4 -10% Pload £13481 890 89%

Alternatively, the reduction in demand causes a reduction in the fuel cost, WHDSL

and PV contribution as the request for energy decreased.

In Table 5.3, scenarios 5 to 8 illustrate the performance indices resulted from

changing the solar radiation by ±5% and ±10% of the base case. Increasing solar

radiation causes a reduction in WHDSL and fuel cost. This is due to the increase

PV energy used to supply to the demand, generate H2, and charging BESS.

However, the increase in the PV energy has not been fully exploited leading

to decrease in the PV contribution. On the other hand, the decrease in solar

radiation leads to an increase in WHDSL and hence the fuel cost. Whereas the PV

contribution is increased since the demand has not changed and the generated

PV energy is almost fully utilised.

Table 5.3: Results of sensitivity analysis for an annual change of ± 5% and ± 10% of IPV .

Scenario No. Description Fuel Cost WHDSL PV Contribution

Scenario 5 +5% IPV £15617 1031 93%

Scenario 6 +10% IPV £15147 1000 90%

Scenario 7 -5% IPV £16682 1102 98%

Scenario 8 -10% IPV £17420 1150 100%

Table 5.4 shows the performance indices for the scenarios 9, 10, 11 and 12.

These scenarios are resulted from increasing the annual demand and solar

radiation by 5% and 10%. It can be observed that the highest values of the fuel

cost and PV contribution are for the scenarios where the annual increase in

demand is 10%. While the values for the scenarios with an increase of 5% in the

demand, range around the base case.
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Table 5.4: Results of sensitivity analysis for an annual change of +5%, +10% of Pload and
IPV .

Scenario No. Description Fuel Cost WHDSL PV Contribution

Scenario 9 +5% Pload, +5% IPV £16950 1119 96%

Scenario 10 +5% Pload, +10% IPV £16450 1086 93%

Scenario 11 +10% Pload, +5% IPV £18404 1215 97%

Scenario 12 +10% Pload, +10% IPV £17783 1174 96%

Table 5.5 presents the sensitivity analysis for an annual increase of 5%, 10% of

the demand and an annual decrease of 5%, 10% of the solar radiation. Generally,

increasing the demand and decreasing solar radiation cause a noticeable rise

in fuel cost and WHDSL. The highest values for the performance indices are for

scenarios 14 and 16 where the increase in demand is 10%.

Table 5.5: Results of sensitivity analysis for an annual change of +5%, +10% of Pload and
−5%, −10% of IPV .

Scenario No. Description Fuel Cost WHDSL PV Contribution

Scenario 13 +5% Pload, -5% IPV £18238 1204 99%

Scenario 14 +10% Pload, -5% IPV £19934 1316 100%

Scenario 15 +5% Pload, -10% IPV £19071 1259 100%

Scenario 16 +10% Pload, -10% IPV £20782 1372 100%

On the contrary, decreasing the demand and increasing the solar radiation

in the sensitivity analysis causes a reduction the fuel cost and WHDSL. This

illustrated in Table 5.6 where the demand is decreased by 5% and 10% and solar

radiation is increased by the same percentage. The PV contribution decreases and

this is reasonable since the increment in solar radiation is unexploited because

of the reduction in the demand. The lowest values for fuel cost, WHDSL and PV

contribution are for scenarios 18 and 20 where the decrease in demand is 10%.

Whereas, the decrease in the demand in scenarios 17 and 19 are 5%, so the

reduction in the performance indices is less than for the other two scenarios.

The last four scenarios in sensitivity analysis are presented in Table 5.7. Both

demand and solar radiation are decreased by 5% and 10%. Scenarios from 20
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Table 5.6: Results of sensitivity analysis for an annual change of −5%, −10% of Pload,
5%, 10% for IPV .

Scenario No. Description Fuel Cost WHDSL PV Contribution

Scenario 17 -5% Pload, +5% IPV £14329 946 90%

Scenario 18 (-10% Pload, +5% IPV £13118 866 86%

Scenario 19 -5% Pload, +10% IPV £13951 921 87%

Scenario 20 -10% Pload, +10% IPV £12754 842 83%

to 24 represent the results obtained from the reduction in demand and solar

radiation.

Table 5.7: Results of sensitivity analysis for an annual change of −5%, −10% of Pload
and IPV .

Scenario No. Description Fuel Cost WHDSL PV Contribution

Scenario 21 -5% Pload, -5% IPV £15223 1005 96%

Scenario 22 -5% Pload, -10% IPV £15844 1046 98%

Scenario 23 -10% Pload, -5% IPV £13921 919 92%

Scenario 24 -10% Pload, -10% IPV £14390 950 96%

Figures 5.4, 5.5 and 5.6 show the 24 scenarios concerning the sensitivity

analysis of the fuel cost, WHDSL and PV contribution, respectively. In Figure 5.4,

the best and worst scenarios regarding fuel cost sensitivity analysis can be

observed. The best scenario happens when the fuel cost is minimum and obtained

by scenario 20 (-10% Pload, +5% IPV ). While the worst scenario is found when

the fuel cost is maximum. This is depicted by scenario 16 where the demand is

increased by 10% and solar radiation is decreased by 10%. Generally, the worst

scenario happens when the increment in demand cannot be covered by the solar

radiation leading to increase the reliance on the DSL.

Figure. 5.5 shows the influence of changing the demand and solar radiation in

the working hours of the DSL. The figure shows the same trend as the fuel cost

in the previous figure. This means when the WHDSL is high this results in higher

fuel cost and vice versa. Accordingly, the best and worst scenarios for this figure

are the same as the ones found by the fuel cost sensitivity analysis. The worst

scenario is 20 and the best scenario is 16.
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Figure 5.4: The effect of demand and solar radiation variations on the fuel cost.
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Figure 5.5: The effect of demand and solar radiation variations on DSL working hours.

Finally, the PV contribution sensitivity analysis is clarified by Figure 5.6. It

is most desirable to increase the PV utilisation and this is reflected in the PV

contribution. The best scenarios are when the PV contribution is 100% and they

are 8, 14, 15 and 16. It is noted that all these scenarios happen when solar
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1

Figure 5.6: The effect of demand and solar radiation variations on PV contribution.

radiation is reduced by 10%. This means that when the annual solar radiation is

less, the HES can exploit all the produced PV energy. While the worst scenario

is when the PV contribution is minimum and this is scenario 20. However, this

scenario is considered the best scenario for fuel cost and WHDSL. This is due to

the reduction in the demand by 10% meaning less dependent on the DSL. To

conclude, after the sensitivity analysis is achieved, the variability in the annual

demand has more effect on the DSL working hours and hence fuel cost. While

this relation is the inverse with regard to the PV contribution, as the reduction

in the demand leads to decrease in the PV contribution. This can be explained

as the demand consumes less energy from the PV leading to more losses in PV

energy.

However, the conducted sensitivity analysis is not just for investigating the ef-

fect of the demand and solar radiation uncertainty on the HES performance. The

purpose of the sensitivity analysis is to use the results obtained in implementing

a FLC which is explained in the following section.



5.4 M O D I F Y T H E E M S U S I N G F U Z Z Y L O G I C 119

5.4 M O D I F Y T H E E M S U S I N G F U Z Z Y L O G I C

The results of the sensitivity analysis are exploited to implement a FLC. This con-

troller detects the changes in the demand and solar radiation and consequently

modifies the operating conditions of the DSL, FC, and EL in the EMS. A general

introduction on FLC has been presented in Chapter 2. This section includes the

design of the FLC, description of the fuzzy rules involved, the output of the FLC,

and finally, a case study to verify the effectiveness of the FLC.

5.4.1 The design of Fuzzy Logic Controller

The key objective of the FLC is to modify the operating conditions of the EMS

obtained previously by the integrated framework (see Chapter 4). This gives the

EMS the ability to deal with the uncertainty in inputs. The DSL, FC, and EL in

the HES are the target assets to modify their operating conditions. Operating

these assets has a considerable effect on the BESS and HT charging and discharg-

ing process. The PV is considered ON continuously even if the solar radiation is

zero, so its operating condition has not been modified. The BESS and HT rely on

the above-mentioned assets for charging and discharging. Thus any change in

the operating conditions of the DSL, FC, and EL will affect their performance.

Figure 5.7 shows the configuration of the FLC that clearly illustrates the three

steps of the FLC.

The results of the sensitivity analysis are used in the implementation of a FLC.

Thereby, the fuel cost, WHDSL, and the PV contribution of the 24 scenarios in

Tables 5.2 to 5.7 are considered the inputs to the FLC. The input variables are

fuzzified into membership functions. These membership functions are basically

fuzzy sets and the degree of membership of a value is defined as how much this

value is close to that set. Table 5.8 introduces the fuzzy sets that define the

membership functions. The fuzzy sets are divided into three ranges: LOW, MED,

and MAX. The LOW fuzzy set contains the lowest values, while the MED fuzzy
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Figure 5.7: The configuration of the FLC introducing the input membership functions;
fuel cost, WHDSL, and PV contribution. The output membership function is
the conditions sets that modify the EMS.

set is intermediate between the lowest and the highest values. The MAX fuzzy

set covers the highest values of the selected performance indices.

Figure 5.8 presents the membership function for the fuel cost input fuzzy set.

Figures 5.9 and 5.10 illustrate the membership functions for the WHDSL and PV

contribution input fuzzy sets.

After determining the input fuzzy sets ( i.e., fuel cost, WHDSL, and PV contri-

bution), the 24 sensitivity analysis scenarios can be classified into LOW, MED

and MAX.

Table 5.9 defines each scenario in terms of fuzzy sets. By observing the fuzzy

inputs in the table, it can be recognised that some scenarios share the same fuzzy

sets. For example, scenarios 1, 8, 9, 11, 12, and 13 share the same input fuzzy

Table 5.8: Numerical ranges of the fuzzy sets

Fuel cost (£)
LOW MED MAX

12000-16000 15000-19000 18000-21000

WHDSL (hours)
LOW MED MAX

800-1100 1000-1300 12000-1500

PV̧ contribution (%)
LOW MED MAX
80-91 90-96 95-100
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Figure 5.8: Membership function for fuel cost input fuzzy set.

sets (MED, MED, and MAX). Grouping the scenarios that have the same input

Figure 5.9: Membership function for WHDSL input fuzzy set.
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Figure 5.10: Membership function for PV contribution input fuzzy set.

fuzzy sets results in eight groups of scenarios. As a result, the fuzzy rules for the

FLC are eight rules.

Table 5.10 represents the relationship between the sensitivity analysis sce-

narios, the ranges of the output fuzzy sets and the symbols that represent the

conditions sets. The first column shows the scenarios with similar input fuzzy

sets. Based on this similarity, the number of fuzzy rules needed for the FLC can

be stated and equals to 8 rules. The output fuzzy sets represent the number of

scenarios that have similar fuzzy input sets. The range for each output fuzzy

set (i.e., third column) is the total number of scenarios that have similar input

fuzzy sets (i.e., second column). The last column in the table is the symbols of the

conditions sets representing the output fuzzy sets. To illustrate, scenarios 1, 8, 9,

11, 12, an 13 belong to the range [0 - 7] which is the output fuzzy set A. It should

be noted that the number of scenarios is 6, while the range is [0 - 7], this due to

the overlapping of fuzzy output sets. While scenarios 2, 14, 15, and 16 belong to

the range [6 - 11] that is the output fuzzy set B, and so on. These output fuzzy
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Table 5.9: The 24 sensitivity analysis scenarios interpreted into LOW, MED, and MAX
with regarding to the fuzzy sets.

Scenario No. Fuel Cost WHDSL PV Contribution

Scenario 1 MED MED MAX

Scenario 2 MAX MAX MAX

Scenario 3 LOW LOW MED

Scenario 4 LOW LOW LOW

Scenario 5 MED LOW MED

Scenario 6 LOW LOW LOW

Scenario 7 MED LOW MAX

Scenario 8 MED MED MAX

Scenario 9 MED MED MAX

Scenario 10 MED MED MED

Scenario 11 MED MED MAX

Scenario 12 MED MED MAX

Scenario 13 MED MED MAX

Scenario 14 MAX MAX MAX

Scenario 15 MAX MAX MAX

Scenario 16 MAX MAX MAX

Scenario 17 LOW LOW LOW

Scenario 18 LOW LOW LOW

Scenario 19 LOW LOW LOW

Scenario 20 LOW LOW LOW

Scenario 21 LOW LOW MAX

Scenario 22 MED LOW MAX

Scenario 23 LOW LOW MED

Scenario 24 LOW LOW MAX

sets are translated into condition sets that replace the previous conditions in the

original EMS (see Section 4.6.3) to improve the performance of HES.

These conditions sets represent the modifications made to the operating con-

ditions of the FC, DSL, and EL. Each set of conditions modifies the operating

conditions of one or more of the DSL, FC, and EL. An explanation of the condi-

tions sets from A to H is presented in the following section.
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Table 5.10: Illustration of the relationship between the sensitivity analysis scenarios, the
output fuzzy sets and the condition sets.

Scenario
Sum of

Scenarios
Output Fuzzy

Set Ranges
Output Fuzzy
Sets Symbols

1, 8, 9, 11, 12, 13 6 [0 - 7] A

2, 14, 15, 16 4 [6 - 11] B

3, 23 2 [10 - 13] C

4, 6, 17, 18, 19, 20 6 [12 - 19] D

5 1 [18 - 20] E

7, 22 2 [19 - 21] F

10 1 [20 - 22] G

21, 24 2 [21 - 24] H

Figure 5.11: Membership function for output fuzzy sets.

5.4.2 The Fuzzy Rules

In the previous section, the input fuzzy sets are identified which are the fuel

cost, working hours of the DSL, and the PV contribution. In addition, it has been

clarified why the fuzzy rules needed are equal to eight rules. In this section, the



5.4 M O D I F Y T H E E M S U S I N G F U Z Z Y L O G I C 125

fuzzy rules are explained in detail. Tables 5.11 and 5.12 represent the operating

conditions of EMSnew obtained by the integrated framework and values related

to BESS soc and HT socHT (see Chapter 4). These tables have been listed in

this section to investigate the effectiveness of the designed FLC on the EMS.

In Table 5.11, DSL operation is controled by Conditions 14 and 15. Conditions

16, 17, and 18 responsible for EL operation. While conditions 19 - 22 are for the

FC operation. These operating conditions can be modified to improve the HES

performance when there are uncertainty in the demand and solar radiation.

Table 5.11: Operating conditions for EMSnew produced by the integrated framework
described in Chapter 4.

Condition No. Description Operating Conditions

10 BESS charging
Pinput(n) ≥ Pload(n)
& soc(n) < socmax

11 BESS OFF soc(n) ≥ socmax

12 BESS discharging
Pinput(n) < Pload(n)
& soc(n) > socDSL

13 BESS OFF soc(n) ≤ socmin

14 DSL ON
Pinput(n)< Pload(n)

& soc(n)≤ socDSL & BFC = 0

15 DSL OFF Pinput(n) > Pload(n)

16 EL ON
0< PPV ,surplus(n)< PEL,min

& socHT(n)< socHTmax

& soc(n)> socmin

17 EL OFF PPV ,surplus(n)= 0

18 EL OFF socHT(n) ≥ socHTmax

19 FC ON

Pinput(n)< Pload(n)
& socFC < soc(n)≤ 40%

& socHT(n)> socHTmin

& BFC(n−1)= 1

20 FC ON
Pinput(n)< Pload(n)

& soc(n)≤ socFC

& socHT(n)> socHTmin

21 FC OFF soc(n) > socFC

22 FC OFF socHT(n) ≤ socHTmin
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Table 5.12: Values of the parameters related to soc and socHT mentioned in Table 5.11.

Parameter Value Parameter Value

socmin 20% socmax 80%

socFC 35% socDSL 25%

socHTmin 10% socHTmin 90%

Table 5.13 defines the changes made to the operating conditions of the FC,

DSL and EL introduced in Table 5.11. The conditions sets are labeled from A

to H, condition sets B, D and G are modifying the operating conditions of DSL,

FC, and EL. Whereas the other sets are modifying the operating conditions of

DSL and FC. DSL is the only asset among the others that has been modified

in all conditions sets. The modifications done on the FC operating condition are

targeting the part related to the soc and socHT. The first part of the condition

that is dealing with the demand remained unchanged.

The derivation of the fuzzy rules is based on our experience and a series of

simulations. The changes are summarized as follows:

1. The soc in the DSL operating condition for all the sets from A to H has been

changed to: soc(n) ≤ socFC & socHT(n) > socHTmin. This ensures more

utilisation of BESS energy.

2. Condition set A: the FC operating condition has been changed to

soc(n) ≤ socFC & socHT(n) > socHTmin OR soc(n) = socmax &

socHT(n) ≤ socHTmax. This condition allows the FC to operate when-

ever the soc is less than 35% without hysteresis zone. However, the FC

also operates when the BESS is fully charged after checking the availabil-

ity of H2. The power generated by the FC supplies the demand without

generating any surplus.

3. Condition set B: the condition soc(n) = socmax & socHT(n) ≤ socHTmax

has been added to the FC operating condition. This allows the FC to operate

when the BESS is fully charged and the power generated by the FC supplies

the demand without generating any surplus.
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Table 5.13: The sets of modified conditions labeled from A to H.

Condition Sets Symbols Operating Conditions

A
DSL: soc(n) ≤ socmin & BFC(n) = 0

FC: soc(n) ≤ socFC & socHT(n) > socHTmin

OR soc(n) = socmax & socHT(n) ≤ socHTmax

B

DSL: soc(n) ≤ socmin & BFC(n) = 0

FC: socFC ≤ soc(n) < 40%

& socHT(n) > socHTmin & BFC(n−1) = 1

OR soc(n) ≤ socFC & socHT(n) > socHTmin

OR soc(n) = socmax & socHT(n) ≤ socHTmax

EL: 85% ≤ soc(n) < socHTmax

& socHT(n−1) < socHTmax & PPV ,surplus(n) = 0

C
DSL: soc(n) ≤ socmin & BFC(n) = 0

FC: 50% < soc(n) ≤ 70%

& socHT(n) > socHTmin & BFC(n−1) = 1

OR soc(n) ≤ 50% & socHT(n) > socHTmin

D

DSL: soc(n) ≤ socmin & BFC(n) = 0

FC: 50% < soc(n) ≤ 70%

& socHT(n) > socHTmin& BFC(n−1) = 1

OR soc(n) ≤ 50% & socHT(n) > socHTmin

EL: 85% < soc(n) ≤ socmax

& socHT(n−1) < socHTmax

& PPV ,surplus(n) = 0

E
DSL: soc(n) ≤ socmin & BFC(n) = 0

FC: 30% < soc(n) < 40%

& socHT(n) > socHTmin & BFC(n−1) = 1

OR soc(n) ≤ 30% & socHT(n) > socHTmin

Continued on next page
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Table 5.13 – continued from previous page

Condition Sets Symbols Operating Conditions

F
DSL: soc(n) ≤ socmin & BFC(n) = 0

FC: 30% ≤ soc(n) < 40%

& socHT(n) > socHTmin & BFC(n−1) = 1)

OR soc(n) ≤ 30% & socHT(n) > socHTmin)

OR soc(n) = socmax & socHT(n) ≤ socHTmax

G

DSL: soc(n) ≤ socmin & BFC(n) = 0

FC: 70% < soc(n) ≤ socmax

& socHT(n) > socHTmin

EL: 85% < soc(n) < socmax

& socHT(n−1) < socHTmax & PPV ,surplus(n) = 0

H

DSL: soc(n) ≤ socmin

& BFC(n) = 0

FC: 70% < soc(n) ≤ socmax

& socHT(n) > socHTmin

4. Condition set C: the soc ranges for the FC operating condition related

to hysteresis zone has been changed to 50% and 70% and the following

condition has been added: soc(n) ≤ 50% & socHT(n) > socHTmin. This

means the FC operates when the BESS is charged to the half. In simulation

this proves to reduce the DSL working hours.

5. Condition set D:

• the changes made to the FC operating conditions are the same as in

condition set C.

• the EL operating condition has been changed to:

85% < soc(n) ≤ socmax

& socHT(n−1) < socHTmax & PPV ,surplus(n) = 0. The EL operates
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when the BESS soc between 85% and socmax and there surplus PV

energy equals to zero. This permits the BESS to operate the EL

leading to generate more H2.

6. Condition set E: the socFC in the FC operating condition has been changed

from 35% to 30% to exploit more energy from the BESS.

7. Condition set F: the socFC in the FC operating condition from

has been changed from 35% to 30% (same as in condition

set E). In addition, the following condition has been added:

soc(n) = socmax & socHT(n) ≤ socHTmax, which the same as in

condition set B.

8. Condition set G:

• the second part of the FC operating condition has been changed to:

70% < soc(n) ≤ socmax & socHT(n) > socHTmin. This means the

FC operates if the soc of the BESS is between 70% and socmax. The

power generated by the FC supplies the demand without generating

any surplus.

• the changes that has been made to the EL operating condition is the

same as in condition set D.

9. Condition set H: the changes that has been made to the FC operating

condition are the same as in condition set G.

The fuzzy rules that determine the relationship between the fuzzy inputs and

fuzzy outputs are outlined as follow:

• If (Fuel cost ∈ MED) and (WHDSL ∈ MED) and (PV contribution ∈ MAX)

then (output = A).

• If (Fuel cost ∈ MAX) and (WHDSL ∈ MAX) and (PV contribution ∈ MAX)

then (output = B).

• If (Fuel cost ∈ LOW) and (WHDSL ∈ LOW) and (PV contribution ∈ MED)

then (output = C).

• If (Fuel cost ∈ LOW) and (WHDSL ∈ LOW) and (PV contribution ∈ LOW)

then (output = D).
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• If (Fuel cost ∈ MED) and (WHDSL ∈ LOW) and (PV contribution ∈ MED)

then (output = E).

• If (Fuel cost ∈ MED) and (WHDSL ∈ LOW) and (PV contribution ∈ MAX)

then (output = F).

• If (Fuel cost ∈ MED) and (WHDSL ∈ MED) and (PV contribution ∈ MED)

then (output = G).

• If (Fuel cost ∈ LOW) and (WHDSL ∈ LOW) and (PV contribution ∈ MAX)

then (output = H).

After determining the input fuzzy sets and the rules, the following section intro-

duces the output fuzzy sets and the results obtained after applying the FLC. In

addition, a comparison has been done to highlight the improvements on the HES

made by the FLC.

5.4.3 The Results of Fuzzy Logic Controller

The main aim of the FLC is to modify the EMS of the HES to overcome the

uncertainty in demand and solar radiation dataset. This is achieved by modifying

some of the operating conditions to decrease working hours and fuel cost of

the DSL and also increase the PV contribution. The FLC is designed using

the Fuzzytool supported by MATLAB. The output of the FLC is a number of

conditions sets alphabetically labelled from A to H. Depending on the input

fuzzy sets, each output fuzzy set (i.e., each set of conditions) replaces the original

conditions in the EMS to generate a modified EMS. In this chapter, the operating

conditions of the DSL, FC, and EL are the only conditions that supposed to be

affected by the FLC (see Section 5.4.1).

Table 5.14 summarizes the output of the FLC for the 24 scenarios introduced

by the sensitivity analysis. To evaluate the impact of applying the modified EMS

on the performance of the HES, a comparison between the performance indices

has been performed. This is illustrated in Figures 5.12, 5.13, and 5.14.

Figure 5.12 shows the values of the fuel cost for the 24 scenarios before and after

applying the FLC. In general, it is observed that there are noticeable reductions
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Table 5.14: The values of fuel cost, WHDSL, and PV contribution of the 24 scenarios after
applying the FLC.

Scenarios No. Description Fuel Cost WHDSL PV Contribution

Scenario 1 +5% Pload £16995 1122 100%

Scenario 2 +10% Pload £18207 1202 100%

Scenario 3 -5% Pload £11149 736 100%

Scenario 4 -10% Pload £11921 787 100%

Scenario 5 +5% IPV £14284 943 100%

Scenario 6 +10% IPV £13989 917 100%

Scenario 7 -5% IPV £16223 1071 99%

Scenario 8 -10% IPV £17314 1143 100%

Scenario 9 +5% Pload, +5% IPV £16026 1058 100%

Scenario 10 +5% Pload, +10% IPV £15253 1007 100%

Scenario 11 +10% Pload, +5% IPV £17404 1149 99%

Scenario 12 +10% Pload, +10% IPV £16011 1057 98%

Scenario 13 +5% Pload, -5% IPV £18162 1199 100%

Scenario 14 +10% Pload, -5% IPV £19843 1310 100%

Scenario 15 +5% Pload, -10% IPV £19010 1255 100%

Scenario 16 +10% Pload, -10% IPV £20707 1367 100%

Scenario 17 -5% Pload, +5% IPV £13087 864 99%

Scenario 18 -10% Pload, +5% IPV £10800 713 100%

Scenario 19 -5% Pload, +10% IPV £12466 823 100%

Scenario 20 -10% Pload, +10% IPV £11557 763 100%

Scenario 21 -5% Pload, -5% IPV £14011 925 100%

Scenario 22 -5% Pload, -10% IPV £14557 961 100%

Scenario 23 -10% Pload, -5% IPV £13072 863 98%

Scenario 24 -10% Pload, -10% IPV £12769 843 100%

in fuel cost values. However, in some scenarios where there is a reduction in solar

radiation and increase in the demand, the values are slightly improved. This

is due to less availability of PV energy to cover the demand. The reduction in

the fuel cost has an impact on the DSL operational cost, as well as reduce the

generation of CO2 emissions.

Figure 5.13 demonstrates the working hours of the DSL before and after

applying the FLC. The scenarios where there is a reduction in demand show

a significant improvement in the WHDSL after applying the FLC. Since the



5.4 M O D I F Y T H E E M S U S I N G F U Z Z Y L O G I C 132

0

2500

5000

7500

10000

12500

15000

17500

20000

22500

5
%

1
0
%

-5
%

-1
0

%

5
%

1
0
%

-5
%

-1
0

%

5
%

*
, 

5
%

5
%

*
, 

1
0

%

1
0
%

*
, 

5
%

1
0
%

*
, 

1
0

%

 5
%

*
, 
-5

%

 1
0

%
*

, 
-1

0
%

 5
%

*
, 
-1

0
%

 1
0

%
*

, 
-1

0
%

 -
5
%

*
, 

5
%

 -
1
0

%
*

, 
5
%

 -
5

%
*
, 

1
0
%

 -
1
0

%
*

, 
1
0

%

 -
5
%

*
, 

-5
%

 -
5
%

*
, 

-1
0

%

 -
1
0

%
*

, 
-5

%

 -
1
0

%
*

, 
-1

0
%

Demand Solar radiation Demand*, solar

radiation

Demand*, solar

radiation

Demand*, solar

radiation

Demand*, solar

radiation

Fuel Cost (£)
Before FLC After FLC

Figure 5.12: The fuel cost before and after applying the FLC.
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Figure 5.13: The DSL working hours before and after applying the FLC.

reduction in demand making the DSL to operate less hours. Overall, the FLC



5.4 M O D I F Y T H E E M S U S I N G F U Z Z Y L O G I C 133

has reduced the DSL working hours leading to reduce the replacement costs of

the DSL.

Figure 5.14 illustrates the improvements in the PV contribution after applying

the FLC. It is observed that for most of the scenarios, the PV contribution has

been raised to 100%. There are a group of scenarios that have 100% utilisation of

PV before applying the FLC. Such as, scenario 14 (+10% Pload, -5% IPV ), 15 (+5%

Pload, -10% IPV ), and 16 (+10% Pload, -10% IPV ). However, the improvements

that have been made by the FLC yielded in exploiting the PV energy to the

maximum.
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Figure 5.14: The percentage of the PV contribution before and after applying the FLC.

5.4.4 Validation Case Study

To validate the benefits of using the FLC, a case study is implemented for stand-

alone HES. This HES is introduced in Chapter 4 and consists of PV, BESS, DSL,

FC, EL, and HT. The size of the assets in the HES are presented in Section 5.2.

This case study shows the improvements in the performance of the HES before
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and after applying the FLC. The FLC aims at replacing the operating conditions

of the DSL, FC, and EL by modified conditions. Therefore, the performance of the

HES is enhanced in terms of reliability and cost. Several scenarios are selected

from the 24 sensitivity analysis scenarios to demonstrate the effect of applying

the FLC on the HES performance. Table 5.15 describes the selected scenarios

with the performance indices before and after applying the FLC.

The scenarios selected for the case study are 2, 8, 11, 16, 18, and 24. These

scenarios have been chosen to include various changes in demand and solar

radiation (see Table 5.14). Scenario 2 indicates an annual increase in demand

values by +5%. When comparing the performance indices for this scenario before

and after applying the FLC, it is observed a reduction in the fuel cost by £ 924.

Also the WHDSL is decreased by 61 hours/year. On the other hand, there is a

considerable increase in FC working hours. The WHFC has increased by 437

hours/year. This is due to the modified condition of the FC obtained by conditions

set B (see Table 5.10). This condition allows the FC to operate more than previ-

ously (see Table 5.13), leading to an increase in the FC working hours. The WHEL

has increased by 47 hours/year, as the modified condition for the EL enables the

operation of the EL when the soc is higher than 85%. Although the decrease

in the WHDSL for this scenario is not significant compared to the base case (see

Table 5.14), however, the improvement achieved is better than before.

Scenario 16 represents the worst case of all the sensitivity analysis scenarios.

The demand values decreased by 10% and the solar radiation values increased

by 10%. Before applying the FLC, the performance indices of this scenario are

considered the highest among the other scenarios. The improvements in these

indices after applying the FLC are minor. For instance, the fuel cost value de-

creased by £ 75, and the WHDSL reduced by 5 hours/year. The other performance

indices such as WHFC and WHEL increased by 5 hours/year.
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5.5 C O N C L U D I N G R E M A R K S

This chapter shows an investigation into modifying the EMS with the presence

of uncertain demand and generation conditions. This investigation involves

conducting a sensitivity analysis to generate several scenarios over a variation

of ±5% and ±10% of demand and solar radiation. These scenarios have been

utilised in implementing a FLC. The objective of such controller is managing

the variations in the demand and solar radiation by modifying the operating

conditions of the DSL, FC, and EL. Several scenarios were compared before

and after applying the FLC. The results obtained show an improvement in the

performance of the HES for most of the variations in the demand and solar

radiation. The data used here (solar radiation and demand) are forecasted using

Gaussian noise and done with MATLAB. In reality, the changes in these data may

be unexpected. Therefore, as a future work, forecasted algorithms that provide

accurate data will be used.



6
C O N C L U S I O N S A N D F U T U R E W O R K

6.1 S U M M A R Y A N D C O N C L U S I O N S

Microgrids have emerged to facilitate the integration of Renewable Energy Re-

sources (RERs) and Energy Storage Systems (ESSs) in the traditional distribu-

tion systems. Effective use of diverse RER can provide a strong base for sus-

tainable development, therefore, careful selection of the RERs and managing

their operation are fundamental. This thesis aimed to investigate into sizing

and energy management strategies of microgrids. The assets of a microgrid,

whether grid-connected or stand-alone, have been sized from an economic point

of view. The development of an efficient Energy Management Strategy (EMS) has

been performed to reduce operational costs with ensuring continuous demand

satisfaction. This section summarizes the main conclusions derived from this

thesis.

Sizing of distributed energy resources plays a vital role in microgrid design. It

offers the appropriate size of each asset to obtain the optimal microgrid operation.

In the literature, various methods are used for sizing the microgrid assets, such as

graphical construction, analytical, probabilistic, iterative, artificial intelligence,

hybrid, and software tools. None of these methods could achieve better optimisa-

tion than the other methods on all types of problems (see Chapter 2). However, in

this thesis, the analytical method was selected as the main method for the sizing

of a grid-connected and stand-alone microgrids. Analytical methods have been

widely applied in the literature for their capability in providing accurate results.

Additionally, implementing an effective energy management strategy is critical

to maintaining the balance between generation and demand. Determining the

best size-EMS combination emerges from the significance of achieving a reliable,

137
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cost-effective, and environmentally friendly microgrid design. The key features

and limitations of research efforts to date in the domain of sizing methods and

energy management strategies are summarised in this thesis (see Chapter 2).

An Analytical and Economic Sizing (AES) was implemented to obtain the

optimal size of a grid-connected Photovoltaic (PV)-Battery Energy Storage System

(BESS). Three types of BESSs are considered and the most economic combination

of PV-BESS has been selected. To evaluate the microgrid with the BESSs, three

case studies have been assessed and the results have shown the combination

PV-Redox Flow Battery (RFB) is the most cost-effective and reliable system.

Moreover, the performance of the PV-RFB combination has been examined with

reference to two different scenarios; when the demand depends completely on

the grid and when the PV only is installed in the microgrid. The results obtained

have indicated that the combination PV-RFB outperforms the other scenarios.

The AES approach is further developed to be included in the integrated frame-

work for sizing stand-alone Hybrid Energy System (HES). The proposed frame-

work aims at finding the optimal size-EMS of a HES. The modified AES is

responsible for determining an initial size of the HES based on initial EMS.

Then, Finite Automata (FA) has been utilised to implement the initial EMS and

instantiate multiple EMSs. These EMSs share the basic characteristics of the

initial EMS with modifying the operating condition of the diesel generator, fuel

cell and electrolyser operation. An evaluation model has been developed to assess

the EMSs and select the featured conditions based on computed performance

indices. The selected operating conditions are then used to form an improved

EMS that replaces the initial one. Following that, the AES has been used to find

the new size of the HES with the improved EMS. The results obtained by the

proposed framework demonstrate a reduction in the cost, PV energy loses, and

the size of the PV system to the half (see Chapter 4).

A Fuzzy Logic Controller (FLC) has been implemented to address the uncer-

tainty in demand and solar radiation. The main aim of this controller is to detect

the changes in input data and accordingly modify the operating conditions of

the Diesel Generator (DSL), Fuel Cell (FC), and Electrolyser (EL). The FLC is
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utilised as a decision maker to keep the HES performance within an acceptable

level regardless of the changes in the input data. A sensitivity analysis has been

carried out generating several scenarios. The performance indices of the gener-

ated scenarios have been used to determine the input fuzzy sets. The obtained

results have demonstrated an improvement in the performance of the HES for

most of the scenarios involved (see Chapter 5).

6.2 C R I T I CA L R E V I E W A N D F U T U R E W O R K

The objectives of this thesis include opening a new research horizons for sizing

and energy management of microgrids. Therefore, many research directions can

be drawn and motivated from this thesis to achieve more performance and energy

efficiency. The limitations of this work and directions for future research are

discussed as follows:

• Acquiring real datasets: the PV profiles used in this thesis are real datasets,

however, the demand profiles employed with the AES to size a grid-

connected microgrid are not. It was a challenge to obtain the real demand

profiles for the Isle of Wight. Requesting the required demand profiles

needs time and usually are not free of charge. However, in future work,

including real datasets in the simulations can provide more reliable results.

• Finite automata tools: the FA used for implementing EMS has been per-

formed using Simulink/state flow. However, there are available tools that

can offer an automated procedure for generating multiple EMSs. This is

will allow to accelerate the process of modelling EMS using FA and can

go further step by including more iterations in the integrated framework.

Examples on these tools are TCT [99] and PHAVer [164].

• Complexity and performance issues: the hydrogen system of the HES (FC,

EL, and Hydrogen Tank (HT)) has not been considered in the calculations

of the Levelised Cost of Energy (LCOE). Including the hydrogen system in

the LCOE computations will increase the complexity of the simulations and
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the AES will not be able to deal with the large number of parameters. In

future work, Artificial Intelligence (AI) or hybrid methods could be explored

to overcome the complexity resulted from increasing the number of assets

in the microgrid.

We believe that the research outcomes generated by this thesis will be useful

for the area of microgrid design, and continue to inspire further research and

development in the above-mentioned directions.
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