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ABSTRACT

Quantum gases are an exemplar for exploring quantum phenomena; dipolar quantum
gases only enriches the pool of potential experiments, exhibiting long-range and

anisotropic interactions. In this thesis, we perform extensive numerical and theoretical
studies of the dipolar Gross-Pitaevskii equation, exposing new intriguing phenomena of
solitons and vortices in these systems.

Firstly, we map out the stability diagram as a function of strength and polarisation
direction of the atomic dipoles in a quasi-one-dimensional dipolar gas, identifying both
roton and phonon instabilities. Then we obtain the family of dark soliton solutions sup-
ported in this system. Away from these instabilities dark solitons collide elastically. Vary-
ing the polarisation direction relative to the condensate axis enables tuning of this non-
local interaction between repulsive and attractive; the latter case supports unusual dark
soliton bound states. Remarkably, these bound states are themselves shown to behave
like solitons, emerging unscathed from collisions with each other. In trapped gases the
oscillation frequency of the dark soliton is strongly dependent on the atomic interactions,
in stark contrast to the non-dipolar case. Considering parameter regimes allowing the
existence of bright solitons we map out the existence of the soliton solutions and show
three collisional regimes: free collisions, bound state formation and soliton fusion. We
examine the solitons in their full three-dimensional form through a variational approach;
along with regimes of instability to collapse and runaway expansion, we identify regimes
of stability which are accessible to current experiments.

Then, we undertake a theoretical analysis of the stability of a Thomas-Fermi density
pro�le for a dipolar gas in a rotating frame of reference and �nd that the theoretical pre-
diction for "anti-dipoles" is only experimentally realisable for short periods of time. We
compare this theory against numerical simulations of the governing equation for these
systems and �nd excellent agreement.

Finally, we study the elementary characteristics of turbulence in a quantum ferro�uid
through the context of a dipolar Bose gas condensing from a highly non-equilibrium ther-
mal state. Our simulations reveal that the dipolar interactions drive the emergence of po-
larised turbulence and density corrugations. The super�uid vortex lines and density �uc-
tuations adopt a columnar or strati�ed con�guration, with the vortices tending to form
in the low density regions to minimise kinetic energy. When the interactions are domi-
nantly dipolar, the decay rate of vortex line length is enhanced. This system poses exciting
prospects for realising strati�ed quantum turbulence and new levels of generating and
controlling turbulence using magnetic �elds.
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1
Introduction

Quantum theory predicts that particles can be separated into two categories: bosons
and fermions. Fermions, particles with half-integer spin, follow Fermi-Dirac statis-

tics and are bound by Pauli’s exclusion principle. Bosons, particles with integer spin, fol-
low Bose-Einstein statistics and, importantly, are free to populate a single quantum state.
Under precise conditions a macroscopic population of bosons occupy the ground state, a
phenomenon called Bose-Einstein condensation (BEC) [1, 2].

1.1 Bose-Einstein condensation

The road to BECbeganwith SatyendraNath Bose, who in 1924 showed that it was possible
to derive Planck’s empirical formula for black-body radiation (whichwas famously incon-
sistent with classical physics) by modelling a gas of photons under two key assumptions:
that the photons were indistinguishable from each other (rather than the distinguishable
particles of classical physics) and that each occupied a �nite-sized volume in phase space
(rather than the points in phase space of classical particles) [1]. Albert Einstein recognised
that this model could be extended to particles, and broadened this idea to a gas of atoms
in two papers. In the second of these papers he predicted BEC [2].

Physical realisations of a system of this type remained in obscurity for the remainder
of the century. In order to create the weakly-interacting dilute Bose gas, experimental-
ists needed to be able to engineer temperatures very close to absolute zero (zero Kelvin
(0K) or −273◦C), which was an obstacle for nearly 70 years. However, with advancements
in cooling techniques the �rst BEC was observed in 1995 when, now Nobel prize win-
ners Cornell and Wieman, succeeded in creating a condensate with rubidium-87 atoms
(87Rb) [3], see Fig. 1.1, and Ketterle with sodium-23 atoms (23Na) [4]1.

A BEC is an unusual state of matter that can consist of millions of atoms, yet behave
in synchrony as a single giant atom. The e�ect is purely quantum mechanical. In the
quantum world each particle in an ensemble in thermal equilibrium at temperature T

1To date BEC has been achieved in Rb [3], Na [4], Li [5, 6], H [7], He [8], K [9], Cs [10], Yb [11], Cr [12], Ca
[13], Sr [14], Dy [15], and Er [16]. Degenerate Fermi gases have been realised for K [17], Li [18, 19], He [20],
Sr [21], Yb [22], Dy [23], Er [24], and Cr [25].
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Chapter 1. Introduction

Figure 1.1: The �rst weakly-interacting gaseous BEC produced using 87Rb atoms at the JILA lab.
These �gures show the initial velocity distribution - taken after removing the external trapping
potential and letting the BEC expand. The macroscopic population of a single momentum state is a
signature of BEC. From left to right the temperatures are just above, at, and just below the critical
temperature for BEC. (Copyright (2002) by The American Physical Society [3]).

is described by a localised wavepacket. The size of this wavepacket is given by the de
Broglie wavelength λdB ∝ T−1/2. At low temperatures the spatial extent of thewavepacket
increases and can become comparable to the average distance between the particles. When
this is achieved, the individual wavepackets overlap and a quantum degenerate gas is
formed. In an ideal 3D Bose gas the criterion for BEC is ful�lled when nλ3

dB ≈ 2.612,
where n is the particle density [26]. This criterion allows for high temperature BECs, for
large densities, such as in neutron stars where temperature is roughly 108 Kelvin [27].

Quantum �uids exhibit super�uidity, where the �uid �ows with zero viscosity, and
superconductivity, where an electric current �ows without resistance [28]. The phrase su-
per�uiditywas coined after observations of inviscid �ow in 4He byKapitza [29] andAllen
and Misener [30] in 1938. The origin of these super�uid properties was a cause of con-
troversy for many years, with the �rst suggestion from Fritz London [31, 32] that despite
the inherent strong particle interactions the origin is due to Bose-Einstein condensation.
This idea was later backed up by results from a "two �uid model" for liquid helium —
originally introduced by Tisza [33] that formed the basis for a more rigorous model from
his former post-doc supervisor Landau [34] —which allows for a normal component and
a super�uid component to mutually exist in the same system. Despite Landau himself
being vehemently against the link between BEC and super�uidity2, Landau’s two �uid
model suggested that the super�uid behaviour could be accounted for by a dispersion

2Landau refused to cite the work by F. London, and when Tisza linked his two �uid model to the presence
of BEC Landau said "[Tisza’s] entire quantitative theory (microscopic as well as thermodynamic-hydrodynamic) is in
my opinion entirely incorrect" [35].
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Chapter 1. Introduction

relation which is linear at low momenta. A further six years later Bogoliubov showed
that the dispersion relation for Bose gases exhibit precisely this [36], providing the �rst
tangible evidence between super�uidity and BEC.

A problem with Landau’s theory was that the critical velocity for dissipation was
larger than observed in experiments. In 1951, Penrose [37] generalised the description
of BEC as "o�-diagonal long range order" (ODLRO) in the formalism of a density matrix
— showing that BEC is a consequence of coherence over in�nite distances— an approach
extended by Penrose and Onsager in 1956 [38]. Their work allows the condensate fraction
to bemuch smaller than one, and irrotational dissipationless motion to occur below a crit-
ical velocity, smaller than Landau’s. These works collectively show that the existence of
super�uidity is really linked to BEC3.

Theoretical works into BECs have touted improvements to �elds such as ultra-precise
clocks, quantum computing and metrology [40]. There are a swathe of excellent reviews
on the progress of the �eld so far including Dalfovo et al. [41], Leggett [42], and Bloch et
al. [43], and some comprehensive books by Pethick and Smith [44] and by Pitaevskii and
Stringari [45]. Studies into Bose-Einstein condensation carry a weight of importance in
the �eld of physics because of the close analogies to many observable systems in nature,
such as aforementioned neutron stars, or even black holes, but most importantly because
it is highly controllable in laboratory experiments.

The zero temperature dynamics of a BEC are accurately described by the celebrated
Gross-Pitaevskii equation (GPE) [46–49] as derived in the early 1960s. The GPE is a partial
di�erential equation describing the temporal evolution of the �uid density and phase
through the wavefunction ψ(r, t). The wavefunction is trivially related to the �uid density
n through n(r, t) � |ψ(r, t) |2. In its simplest form the GPE can be stated as

i~
∂ψ(r, t)
∂t

�

(
−
~2
∇

2

2m
+ Vext(r, t) + g |ψ(r, t) |2

)
ψ(r, t) , (1.1)

where m is the mass of the atomic species under consideration, Vext gives the trapping
potential con�ning the condensate, and the size and sign of the constant g characterises
the strength and nature of the e�ective atom-atom interactions.

The most common form of trapping potential used in experiments is the harmonic
trap, given by

Vext(r) �
1

2
m

(
ω2

x x2 + ω2
y y2 + ω2

z z2
)
, (1.2)

with trapping frequencies ω j . A potential of this form is easy to implement withmagnetic

3The rich history of the discovery of super�uidity has been compiled in a recent article by Sébastien Balibar
[39].
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Chapter 1. Introduction

�elds, as in earlier experiments, and now employable through optical �elds. Through
tuning of the trap frequencies one can control the geometry of the system under consid-
eration. If ωx � ωy � ωz the system is prolate (cigar shape) or if ωx � ωy � ωz the
system is oblate (pancake shape). Box-like traps are also increasingly being employed in
experiments [50–53].

In the zero temperature limit the only interactions considered are those of short-range
s-wave scattering, which for most of the experiments to date is su�cient to reproduce
observed physical phenomena. The interaction potential used to model these scattering
e�ects is given by

Us (r − r′) � gδ(r − r′) � 4π~2as

m
δ(r − r′) , (1.3)

where as is the s-wave scattering length, a parameter describing the strength (through
magnitude) and nature of the e�ective interactions; as > 0 describes repulsive interac-
tions, whereas as < 0 describes attractive interactions. A rigorous derivation of the GPE
and a justi�cation for the interaction potential are given in Ch. 2 of this thesis.

In 1998 Ketterle’s group observed that the s-wave scattering length can be tuned in
sodium through Feshbach resonances [54], and now tuning the interaction strength and
sign is commonplace throughout BEC experiments worldwide, regardless of the atom
considered.

TheGPE can be transformed into a set of equivalent hydrodynamical equations through
theMadelung transformation [55], which is akin to separating the density and phase con-
tributions as

ψ(r, t) �
√

n(r, t) exp [iS(r, t)] , (1.4)

where S(r, t) is the macroscopic phase factor. The velocity of the condensate is de�ned as

v(r, t) �
~
m
∇S(r, t) . (1.5)

After substitution of these equations into the GPE (1.1) the ensuing classical �uid equa-
tions — a continuity equation and an Euler equation — depict a compressible inviscid
�uid, albeit with a quantum pressure term arising from zero-point kinetic energy. These
�uid properties are discussed in more detail in Sec. 2.2.3.

Extensions to the early GPEmodel go beyond pure zero temperature dynamics. Much
e�ort has been put into making experimentally comparable predictions of �nite temper-
ature dynamics using stochastic methods. These introduce an element of random per-
turbation to the GPE by considering �uctuations, e.g. such as those arising from particle
interactions between the condensate and thermal particles [56–58].
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Chapter 1. Introduction

The aforementioned experiments and results were limited to BECs comprising of local
e�ective interactions, however a range of exotic long-range interactions are possible. Tai-
lored long-range potentials are theoretically possible through the engineering of dressed
rotational states of strongly dipolar molecules with static microwave �elds [59–61]. Re-
alised long-range atomic systems include gravity analogues through a 1/r potential [62],
laser induced oscillating dipoles [63], spin-orbit coupling (interaction between a quantum
particle’s spin and orbital angular momentum) [64], and magnetic dipole-dipole interac-
tions (DDIs). The focus of this thesis is on the latter.

The creation of condensates with atoms possessing signi�cant magnetic dipole mo-
ments — 52Cr [12, 65], 164Dy [15, 66] and 168Er [16] — a�ords a new opportunity to ex-
plore the interplay of magnetic e�ects with the coherent nature of the condensate. The
dipole-dipole interaction (DDI) is anisotropic and long-ranged, contributing a non-local
nonlinearity to themean-�eld equation ofmotion for the condensate [67]. Importantly, the
relative strength of the local to non-local interactions can be precisely tuned using Fesh-
bach resonances, allowing the creation of condensates possessing a dominantly dipolar
character [68].

The long-range dipolar potential makes analytic work exceptionally di�cult, and the-
oretical progress has been slow. However, this thesis makes use of many numerical meth-
ods available for dealingwith the integro-di�erential equations derived for these systems.

1.2 The dipole-dipole interaction

The general dipole-dipole interaction potential between two dipoles with arbitrary polar-
isation takes the form

Vdd(r) � Cdd
4π

(
(ê1 · ê2)r2

− 3(ê1 · r)(ê2 · r)
r5

)
, (1.6)

whereCdd is µ0µ2
m (the permeability of free spacemultiplied by the dipolemoment squared)

for magnetic dipoles and d2/ε0 (electric dipole moment squared over the permittivity of
free space) for electric dipoles, r is the vector joining the dipoles, while r � |r|, and ê j is
the orientation of dipole j. See Fig. 1.2 for a schematic of this setup.

We will be considering dipoles that are polarised along a speci�ed axis, ê1 � ê2, im-
plemented by an external magnetic or electric �eld. The DDI then takes the form

Vdd(r) � Cdd
4π

(
1 − 3 cos2 θ

r3

)
, (1.7)

with θ being the angle between the polarising direction and r. In this form it is clear that
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Chapter 1. Introduction

Figure 1.2: Schematic of the dipole-dipole interaction (DDI). (a)General case with arbitrary polar-
isation. (b) Polarised case, reducing the number of parameters to two: the distance between dipoles
r and the angle between them θ. (Copyright IOP Publishing. Reproduced by permission of IOP
Publishing. All rights reserved [67]).

the DDI is both long-ranged4 and anisotropic.
The behaviour of the DDI is analogous to two bar magnets. When θ � 0 the dipoles

are in an end-to-end con�guration and the interaction energy is negative causing mutual
attraction, whereas for θ � π/2 dipoles are in a side-by-side con�guration and the inter-
action energy is positive causing mutual repulsion, as shown in Fig. 1.3.

1.3 Ferro�uids

Returning to the classical world brie�y, here we classify what properties a �uidmust have
to be called a ferro�uid. A ferro�uid is a collection of nanoscale ferromagnetic particles that
have been suspended within a carrier solution, which coats each nanoparticle with a sur-
factant to inhibit aggregation [69]. These �uids do not �t the properties of a ferromagnet
as they lose magnetisation in the absence of an external magnetic �eld, but are classi�ed
as a superparamagnet instead.

First patented in 1963 by Steve Papell [see his book chapter on the subject [70]], the
ferro�uid now has uses in many di�erent �elds. In electronics a ferro�uid is used as

4A potential of the form r−m (m > 0) is long-range when the dimension D of the system satis�es D ≥ m
and non-local otherwise.

Figure 1.3: Anisotropic interactions due to the DDI. (a) Side-by-side polarisation leads to re-
pulsion. (b) Head-to-tail con�guration leads to mutual attraction. (Copyright IOP Publishing.
Reproduced by permission of IOP Publishing. All rights reserved [67]).
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Figure 1.4: Left: The Rosensweig instability of a ferro�uid, activated by a magnet placed un-
derneath a pane of glass. (Photo credit: Gregory F. Maxwell, 2006 [73]). Right: The labyrinth
instability of a colloidal mixture of ferro�uid and water. Width of image is 3cm across. (Copyright
(2001) Kluwer Academic Publishers [74]).

a liquid sealant preventing debris from entering a hard drive, in loudspeakers they are
used for cooling the voice coil, making use of Curie’s law that the �uid will become less
magnetic at higher temperatures andwill �ow away from amagnet placed at the centre of
the voice coil, giving an overall cooling e�ect. Proposed uses for ferro�uids in the future
even include medical applications, enclosing drugs in a ferro�uid and using magnetic
�elds to target and selectively release drugs in speci�c places [71].

By adding an external polarisingmagnetic �eld the elusive beauty of ferro�uids shines
through. The alignment of the dipoles causes an e�ect known as the Rosensweig insta-
bility [69] where corrugations form to minimise the magnetic energy in a peak and valley
formation, but larger peaks increase the surface free energy and the gravitational energy
cost, therefore small "spikes" appear out of a balance of forces. This e�ect is shown in
Fig. 1.4 (left).

The mixing of two �uids in a quasi-two-dimensional scenario, one ferro�uid and one
non-magnetic �uid, creates labyrinthine structures where the ferro�uidminimises the az-
imuthal repulsive forces by undergoing a �ngering instability [72], resembling a labyrinth
as seen in Fig. 1.4 (right).

These patterns illustrate the rich physics which can arise from the interplay between
the �uidity and the magnetic forces. Analogous physics occurs when dipolar interactions
are added to BECs, and we will be exploring this e�ect in this thesis.

1.4 Ultra-cold dipolar systems

Dipolar interactions fall into a dichotomy: electric and magnetic dipoles. In the following
section we explore these two categories in the context of quantum gases and BECs, and
the experimental progress that has been made on both.
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1.4.1 Electric dipoles

Dipolar excitons

An electron in the valence band of an atom can be excited into a higher energy state,
leaving behind a hole. The negative charge of the electron and net positive charge of the
hole left behind creates a mutual attraction between the electron-hole pair; this is a quasi-
particle called an exciton. Unlike the atomic gases explored in this thesis these systems un-
dergo a continuous growth and decay process, where the atoms absorb a photon to create
an exciton, then relax, emitting a photon and destroying the exciton. Through continuous
pumping of light into a 2D gas of gallium arsenide (GaAs), for example, an equilibrium
can be found determined by the interplay of drive and relaxation in the system.

Excitons that carry an electric dipole moment, dipolar excitons, display large interac-
tions due to high energy blue-shifts of their emission line, and large collisional broadening
[75–77]. These e�ects stem from the long-range dipole-dipole interactions.

Exciton gases are intimately a�ected by their internal spin structure. There exist two
states: bright states, where the exciton can couple to light to create a polariton, and dark
states, where the exciton is optically inactive. An exciton BEC is predicted to sponta-
neously form in the dark spin state if the excitons are considered non-interacting [78].
Short-range exchange interactions destroy this picture through a brightening instability,
i.e. dark states becoming bright, at a critical density. Through adding an induced electric
�eld, polarised perpendicularly to the 2D gas, this increases the repulsive side-by-side
interactions and reduces short-range collisions, suppressing this instability; as seen ex-
perimentally [76, 77, 79], and explained in Ref. [80].

Rydberg atoms

These are atoms with at least one electron with a large principal quantum number n. The
radius of an electron scales as n2, and thus the typical Rydberg atom has a radius ∼ 1µm,
leading to enormous dipole-dipole interactions scaling as n4. After one photon has been
absorbed to create a Rydberg state further incident light is de�ected by the now enormous
radius of the atom, known as the blockade radius. This has been measured as a reduction
in the g2 correlation of emitted light. However, the lifetime of these states is very small,
scaling as n−3, and is worse for higher densities [81]. Recent experiments with Rydberg
atoms have shown a strong link between these atoms and qubits, where considering the
Rydberg state as "on" and the ground state as "o�" a group in Harvard have been able to
create a 51-atom quantum simulator [82].

9
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Polar molecules

Degenerate mixtures of molecules have been the subject of a swathe of theoretical and
experimental work in the last decade. Molecules share a strong connection to the atomic
systems considered in this thesis, due to the strong permanent electric dipole moment,
but with the advantage of a much stronger interaction strength. However, experimental
creation of these systems comes with great di�culties. First, two atomic species (or the
same species in two di�erent spin states) have to be condensed simultaneously and sep-
arately in space. Once condensation has been achieved they are moved to overlap with
each other in space. Finally, the atoms are bound to form a molecule through Feshbach
resonances. To meet the criteria for BEC this gas of molecules has to be condensed into
the degenerate molecular ground state. This step has yet to be achieved due to molecules
having signi�cantly more motional freedom than an atom, presenting major challenges
to cool to the motional ground state. A further complication to these systems is whether
the molecules are chemically reactive or non-reactive. Reactive 2-body losses are atom
exchange interactions, e.g. KRb + KRb→ K2 + Rb2. This could be avoided by choosing
chemically stable molecules, such as NaK or CsRb, or by manipulating external electric
[83, 84] or microwave [60, 85] �elds to shield against 2-body collisions.

1.4.2 Magnetic dipoles

The magnetic dipoles are our next topic of discussion. Current research into long-range
interactions in a BEC setting are contained in this section, due to the relative ease of which
these dipolar systems can be created and manipulated. Unlike the electric dipoles, where
the e�ects require an external electric potential to become signi�cant, these atoms have
a permanent dipole moment, due to numerous unpaired electrons. In experiments, it is
standard practice to polarise the dipoles with an external magnetic �eld.

Chromium

The �rst strongly dipolar degenerate gas was achieved in 2005 by the Pfau group [12]
creating a BEC of 52Cr atoms. This particular isotope of chromium has a ground state
spin quantum number of 3, giving a large magnetic dipole moment of 6µB, where µB is
the Bohr magneton. The non-zero quantum spin number at degeneracy also allows for a
2-body loss process — where the spin of a colliding atom is �ipped, converting between
spin and orbital angular momentum — known as dipolar relaxation. Zeeman splitting
can be used to thermally freeze out spin �ips, so this problem was overcome by optically
pumping the atoms into the lowest energy spin state, ms � −3 [12, 67].

The anisotropy of the DDI induces an e�ect called magnetostriction, i.e. a distortion in
the density pro�le dependent on the polarisation angle of the dipoles. This was observed
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in the �rst chromium experiment, through a distortion of the aspect ratio after taking a
time-of-�ight expansion image. The Pfau group moved to study one of the rare-earth
metallic species, which we will cover in the next section. However, other experiments
using chromium include a group in Paris [65]. This group have studied the e�ects of
the DDI on collective excitations [86], spontaneous demagnetisation of a dipolar spinor
BEC [87], and they reported on the anisotropic speed of sound due to the DDI [88]. In
their most recent work they have created the �rst collective spin excitation, the magnon
mode, generated by adding a linear magnetic �eld along the long axis of a quasi-1D gas
[89]. This group have also branched into an optical lattice setup, using the long-range
potential to explore interaction-induced spin exchanges in a lattice of chromium atoms
(local interactions only allow for atom coupling through tunnelling-assisted processes)
[90] and probing Mott insulator to super�uid transitions in this system [91].

Rare-earth metals

The rare-earthmetals contain the largest permanent dipolemoment, and thus havemostly
replaced chromium experiments. Early work in cooling these heavy atoms was under-
taken with ytterbium [11, 92] and erbium [93, 94], where temperatures of T ≈ 2µK were
achieved. Ytterbium has a magnetic moment of 4µB, weaker than chromium, and is not
explored in this thesis. However, the �rst strongly magnetic quantum degenerate bosonic
gas was achieved in 2011 with dysprosium (164Dy) in the Lev group in Stanford [15]. This
atom has amagnetic dipolemoment of 9.93µB, and has been the "gold standard" of study-
ing dipolar interactions, withmany other groups also achieving degeneracy including the
group of Pfau [95] and Modugno [96]. The Lev group also were the �rst to create a de-
generate dipolar Fermi gas of 161Dy [23].

In 2012 came the �rst erbiumBEC in Innsbruck [16]. This element also has a strong per-
manent dipole moment of 6.98µB. Recently, the �rst mixture of erbium and dysprosium
has been created by the same group, being able to produce �ve bosonic and one Bose-
Fermi mixture through the choice of di�erent isotopes [97, 98]. The discoveries made in
these experiments will be elucidated throughout this thesis, particularly in Ch. 2.

Other lanthanides have been cooled, including thulium [99] andholmium [100], though
neither has reached degeneracy. Holmium is the best candidate for competing with dys-
prosiumwith a dipole moment of 9µB, whereas thulium only possesses a dipole moment
of 4µB.

1.4.3 Comparison of dipolar strengths

In order to de�ne which of the atomic species detailed in the last section have dominantly
dipolar interactions wemust consider the ratio of the long-range interactions to the short-
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Species as (a0) µm (µB) add (a0) εdd References
87Rb 100.4(1) 1 0.7 0.007 [101]
52Cr 102.5(4) 6 15.1 0.15 [102]

162Dy 122(10) 9.93 129.2 1.06 [103]
164Dy 92(8) 9.93 130.8 1.42 [103, 104]
166Er 72(13) 6.98 65.5 0.91 [105]
168Er 137(1) 6.98 66.2 0.48 [106]
170Er -221(22) 6.98 67.0 -0.3 [105]

Table 1.1: Dipole strengths - darker shade of blue indicates strength. Lengths here are presented
in units of the Bohr radius, a0 � 5.3 × 10−10m.

range interactions. We follow Ref. [67] and de�ne a characteristic lengthscale for dipolar
interactions,

add ≡
Cddm
12π~2

, (1.8)

and subsequently de�ne

gdd �
4π~2add

m
. (1.9)

We can compare this quantity to the s-wave scattering length as (see Sec. 2.1) by de�ning
the quantity

εdd �
add
as
≡

gdd

g
. (1.10)

Wewill explore the requirements for stability of a condensate with arbitrary εdd, however
for now it is enough to consider εdd > 1 as dominantly dipolar, and εdd < 1 as dominantly
s-wave.

In Table 1.1 we show these quantities for all of the bosonic isotopes experimentally cre-
ated to date. Rubidium features on this table, with a value of εdd � 0.007, highlighting that
it is safe to neglect dipolar interactions for modelling this species. The only dominantly
dipolar species are the dysprosium isotopes, although through reducing the scattering
length of 166Er one could access the dominantly dipolar regime, like what has been seen
in 52Cr [68]. It is worth mentioning here that the equivalent value for εdd of alkali dimers
is at least one order of magnitude larger than seen in Table 1.1. For example, the molecule
KRb has εdd � 37, whereas NaRb boasts a value of εdd � 229 [107].
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1.5 Topological excitations

1.5.1 Vortices

Vortices are ubiquitous in nature. In classical �uids they represent any degree of �uid
rotation and occur during the breakdown of ordered �uid �ow, leading to turbulence. In
quantum�uids their existence causes the dissipation of super�uidity and their circulation
is quantised, appearing asmany singly charged vortices rather than one vortexwith a high
charge. These excitations are topological as they can only decay at a boundary or through
collision (annihilation).

Destructive imaging techniques such as expansion imaging have revealed single vor-
tices [108–111], vortex lattices [109, 112–114], and vortex rings [115, 116]. Recent devel-
opments in non-destructive imaging have also taken place, where a small portion of the
atoms (∼ 5%) are excited into a di�erent hyper�ne state and out-coupled from the main
cloud, then imaged separately [117]. Repeated applications of this technique allows for
near real-time observation of dynamics, such as vortex trajectories. A recent experiment
in Trento used this technique to classify many di�erent possible vortex reconnections and
interactions in a cigar-shaped atomic BEC [118].

There are several techniques that can be employed in order to generate vortices, one
method is to rotate the super�uid about a �xed axis. Above some critical rotation fre-
quency, associated with the minimum velocity to create excitations, one or more vortices
are nucleated in the system to lower the free energy [119, 120]. Another method com-
monly employed is to drag a repulsive Gaussian laser beam through a condensate faster
than some critical velocity. Recently this method lead to the observation of a von Kármán
vortex street [121].

Quantised circulation

The wavefunction must remain single-valued. In order to maintain this condition the
phase S(r, t) around any closed contour C must be an integer multiple of 2π,∮

C
∇S · dl � 2πq , (1.11)

where q � 0,±1,±2, . . . . Using the relationship between the phase and velocity, v(r, t) �

(~/m)∇S(r, t), we can rewrite the above equation as∮
C
v · dl � q

(
h
m

)
. (1.12)
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Figure 1.5: A vortex in a quasi-2D condensate. Shown is a vortex as a central tube in a 3D
isosurface density, a 2D density pro�le column integrated along z (with the vortex appearing as
a black dot), and a 1D density pro�le column integrated along y and z. Image courtesy of N. G.
Parker.

So the above equation tells us the circulation of the �uid is quantised in units of κ � h/m.
This constraint comes directly from the quantum mechanics of a highly occupied single
state, any rotation of a super�uid must be held in the form of vortex lines with quan-
tised circulation, and it can be proved that the presence of vortices becomes energetically
favourable at some critical velocity [119, 120].

A quantised vortex can be represented by the wavefunction

ψ(r) �
√

nV (r) exp
(
iqφ

)
, (1.13)

with vortex density nV (r) and azimuthal angle around the vortex core φ, which does not
have an analytic solution. In Fig. 1.5we plot an example vortex in a quasi-2D system. From
Eq. (1.12) it appears a vortex can have arbitrary quantisation, however it turns out that it is
always energetically favourable for a vortex with charge q > 1 to decay into several singly
charged vortices. This can be seen from the classical hydrodynamic approximation where
the vortex energy per unit line length in a system of size L is given by,

EV ≈
mnκ2

4π
ln

(L
ξ

)
, (1.14)

where it is energetically favourable to have q singly-charged vortices rather than one q
charged vortex. Interestingly, for steeper-than-harmonic potentials this picture changes
and multicharged vortices can become dynamically stable [122].
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Classical turbulence

Classical turbulence is a term describing chaotic and highly irregular �uid dynamics on
a large range of time and lengthscales. It is dominated by the appearance of vortices, or
"eddies", interacting with one another. The largest length scale of these eddies is set by
the system size, known as the integral length scale, and the shortest set by the scale at
which viscosity dominates, dissipating the smallest eddies into heat. Note that, in prac-
tice, the smallest lengthscales which can be probed experimentally is set by the size of the
measurement device, and in numerical simulations by the computational grid resolution.

The parameter used to characterise di�erent �ows is the Reynolds number, Re, de�ned
as

Re �
uL
ν
,

where u is the �owvelocity, L is the size of the system, and ν is the kinematic viscosity. For
lowReynolds number (the precise values depending on the geometry of the �ow) the �ow
is laminar, no vortices are seeded into the system, and the dynamics are deterministic. For
large Reynolds number the �ow is turbulent and unpredictable.

For �ows with large Reynolds number, viscous forces dominate over inertial forces as
eddies decay to smaller size. The length scale at which these forces balance is the Kol-
mogorov length scale, and at smaller length scales viscosity causes energy dissipation in
the �ow.

Much of the interest in turbulence stems from the transport of energy in the system.
The transport of kinetic energy between length scales is a process known as energy cas-
cade. In classical, isotropic turbulence most of the kinetic energy is contained in large-
scale structures and is distributed across length scales following the famous Kolmogorov
energy spectrum, where the kinetic energy density (in spherical shells of k) scales as
Ek ∝ k−5/3 [123].

Quantum turbulence

The nature of quantum turbulence is very di�erent than its classical counterpart; quan-
tum turbulence is governed by the interactions of an irregular tangle of quantised vortex
lines. The interest in quantum turbulence is dominantly at very low temperature, where
thermal viscous dissipation is insigni�cant. It is believed that the dominant mechanisms
for dissipating the �ow is via the generation of soundwaves (phonons) which occur when
two vortex lines reconnect or when an element of a vortex line otherwise accelerates (e.g.
under Kelvin wave excitation). The quantised circulation and inviscid �ow properties of
super�uidity makes these excellent testbeds to study turbulence, as is seen by the swathe
of theoretical and experimental studies [124–128].
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There are two distinct regimes of quantum turbulence, based on the observed en-
ergy spectrum [129]. In Vinen, or ultra-quantum, turbulence the vortices are essentially
randomised. The �ow velocity is typically correlated on lengthscales less than the inter-
vortex spacing and themaximum kinetic energy lies at such intermediate lengthscales. In
Kolmogorov, or quasi-classical, turbulence vortices tend to form coherent structures (bun-
dles). The velocity correlations typically extend beyond the inter-vortex spacing and the
maximum kinetic energy lies at larger scales. In this sense, this form of turbulencemimics
classical �ow and reveals energy spectra consistent with the classical Kolmogorov scaling
[130, 131].

Turbulence in BECs

Atomic BECs provide an alternative platform for studying quantum turbulence due to the
large vortex size, which is on the order of a micron (c.f. in liquid helium this is about one
Angström, 1Å � 10−10m), and bolstered by the extreme experimental control available
in modern experiments. Theoretical proposals for studying quantum turbulence in BECs
�rst arose at the beginning of the 21st century [132–135]. These proposals became reality
soon after with observations of three [136] and two-dimensional turbulence [137, 138].
An exciting recent development is the observation of Onsager vortices, large clusters of
vortices of the samepolarity in a 2Dgas, indicative of the inverse energy cascade [139, 140].

Due to the limitations in the number of vortices that can be induced into a BEC ex-
periment there are a limited number of length scales available. This limits the number of
comparisons available to make between BEC and classical turbulence where much of the
theory is described by the distribution of kinetic energy between a large number of length
scales. However, numerical simulations of the GPE have shown that quantum turbulence
still distributes kinetic energy in accordance with Kolmogorov’s 5/3 law [130, 131, 141].

1.5.2 Solitons

Solitons are excitations of non-linear systems that possess both wave-like and particle-
like qualities. These structures are localised one-dimensional wavepackets, and take on
the form of a solitary wave when embedded into a three-dimensional system. They obey
wave equations and yet do not disperse, maintaining their shape and speed by balancing
dispersion with nonlinearity.

Solitons appear across a wide range of physical systems that include water, light, plas-
mas, liquid crystals, optical �bres, spin chains, the human circulatory system, and BECs
[142], and have been touted as playing a fundamental role in the fabric of our universe
[143]. Much of the soliton behaviour across these diverse systems, including their inter-
actions and collisions, are universal [144]. The extreme controllability of the nonlinearity,
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dimensionality and external potential in atomic BECs makes them an ideal playground
for studying solitons [145–148].

Experiments con�rm that solitons in BECs and in classical systems such as water or
light are for many purposes the same phenomenon and share the same three particle-like
de�ning properties, namely: permanent form, localisation within a region, and emer-
gence from collisions with other solitons unaltered, except for a phase shift [149]. It is
important to bear in mind, however, that in BECs the soliton relies on quantummechani-
cal coherence across the sample, and is at heart a probability wave [43].

There are two distinct categories of soliton in a BEC depending on the sign of the
nonlinearity, a bright soliton is a matter-wave on a zero-density background with attrac-
tive/focussing short-range interactions, and a dark soliton is a density depletion on a
homogeneous background with repulsive/defocussing interactions. These names were
adapted from their discovery in optical �bres through their appearance of brighter or
darker regions of light.

Bright solitons

For attractive contact interactions as < 0, a single bright soliton solution along a one-
dimensional waveguide in z, which for simplicity we take to be initially positioned at the
origin, is

ψ(z , t) �
1

2
√

lz
sech

( z − ut
2lz

)
exp [iS(z)] , (1.15)

where u de�nes the velocity of the bright soliton, lz is a lengthscale on the order of 5-10
microns, and S is the phase. In this form |ψ |2 is normalised to unity. This solution de-
scribes a sech-shaped pro�le which propagates at constant velocity, an example solution
is shown in Fig. 1.6(a).

Bright solitary waves are most common of the two soliton species. They are found
in a smorgasbord of systems including optical physics [150], acoustics [151] and plasma
physics [152, 153]. The classic story of their discovery is of John Scott Russell following a
solitonic wave in a shallow canal by horseback in 1845 [154].

Under attractive van der Waals interactions, bright solitons have been observed in
BECs [155–162]. They typically contain a few thousand atoms and are around 5-10 mi-
crons in length. In real 3D systems, 1D bright solitons can be approximated by con�ning
them in elongated waveguides with strong transverse con�nement. Nonetheless, signif-
icant di�erences can emerge in this 3D setting, the most prominent being the instabil-
ity of the condensate to collapse when the attractive nonlinearity dominates (an e�ect
not present in the 1D case). The critical atom number in a 7Li condensate in a one-
dimensional waveguide with ωz � 0, radial oscillator length ar ≈ 3µm and scattering
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Figure 1.6: Simple soliton solutions. (a) Bright soliton solution, the condensate density is shaded.
(b) Dark soliton solution for v � 0.5c. The condensate phase is shown as a colour gradient in the
condensate density.

length as ≈ −1.45nm the critical atom number is Nc ∼ 1400 [6]. We discuss process of
condensate collapse in Sec. 2.5. Subsequent experiments have explored the e�ect of col-
lisions with barriers [159, 163], and also the role of the relative phase for two trapped
solitons [164]. Matter-wave interferometry using bright solitons has also been the focus
of recent experimental [160] and theoretical [165] interest.

Powerful analytical tools such as the inverse scattering transform (IST) have allowed
the investigation of higher-order solitons [166] and the derivation of a particle model for
the soliton dynamics and interactions, based on the knowledge of the scattering phase
shifts [167]. This, in turn, has lead to the identi�cation of regimes of chaotic dynamics
for three trapped bright solitons [168, 169] and the observed frequency shifts of trapped
bright solitons in a recent experiment [170]. Examining collisions between bright soli-
tons introduces an extra parameter, namely the relative phase. While these solitons col-
lide freely in one dimension, numerical simulations [171–173] have demonstrated that
in-phase collisions promote the collapse of the condensate in three dimensions, while
a relative phase of π suppresses the collapse. Indeed, such π phase di�erences are be-
lieved to have existed between experimental bright solitons [155, 174, 158], critical to the
observed stability of these states. A strategy to control the relative phase of the solitons
has been proposed [175]. Attractive nonlinearities can also facilitate molecule-like bound
states of two bright solitons [166, 176, 170], with these states being sensitive to both the
relative phase and velocity of the solitons [176].

Dark solitons

It is known that the purely local Gross-Pitaevskii equation supports a family of dark soli-
ton solutions for repulsive contact interactions (as > 0) [177, 178]. The solution of a dark
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soliton at the origin on a background density n0 is given by

ψ(z , t) �
√

n0

[
β tanh

β(z − vt)
ξ

+ i
v
c

]
e−iµt/~ . (1.16)

Here the soliton is shownmoving at velocity v with respect to condensate speed of sound
c, and β �

√
1 − v2/c2. Stationary solitons have a node of zero density and a phase slip of

π, whereas a v � c soliton has no phase or density contrast from the background�uid. The
soliton energy decreases with increasing speed [178], leading to the analogue of a particle
with negative e�ective mass [179]. Meanwhile the density minimum of the soliton scales
as nmin/n0 � β2 [147]. We present a solution to Eq. (1.16) in Fig. 1.6(b).

Dark solitary waves are not as ubiquitous as bright solitons, and have only been re-
alised in a handful of systems, seminally in nonlinear optics in 1987 [180]. Experimental
demonstrations of dark solitons in BECs are created through disturbing the gas. Themost
common method is to imprint a π phase jump into the BEC by shining a laser on half of
the cloud; this phase defect then evolves into one of more dark solitons. This method was
used to show the �rst dark solitons in 1999 [181] and has been used several times since
[182, 113]. Dynamical experiments were quick to follow, with explorations of the soliton’s
decay dynamics [115, 183], interaction with sound waves [116], appearance after the col-
lision of two species of BEC [184, 185] and collision dynamics [186, 187], in subsequent
years.

In binary condensates unique two-soliton complexes coined "dark-bright" solitons have
also been probed experimentally [188, 189]. A dark soliton is created in one species with
overall repulsive interactions and the second species, with attractive interactions, forms a
bright soliton in the generated density depletion.

Novel applications of solitons

Matter-wave solitons are still in their infancy from discovery, however optical bright soli-
tons have already found applications in communications [190]. Dark solitons have been
dubbed “quantum canaries", as they have the ability to provide insight into the interplay
of solitons with quantum coherence [191], and have potential applications in interferom-
etry [155, 192, 160, 165], surface force detection [193], as robust quantum-information car-
riers [194] and as long-lived matter-wave qubits [195].
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1.6 Thesis overview

Part I - Introduction and theory

• In this Chapter we have introduced super�uidity, topological excitations, dipolar
interactions, and their history.

• In Chapter 2we introduce the theoretical framework fromwhichwewill build upon
in the main parts of the thesis. We also give a thorough introduction to the experi-
mental progress that has been undertaken thus far.

• In Chapter 3 we outline the basic numerical procedures utilised in our work.

Part II - Excitations in a quasi-one-dimensional dipolar Bose gas

• In Chapter 4 we introduce progress made on non-local interactions in nonlinear
waves and motivate our work.

• In Chapter 5we perform a stability analysis of the quasi-1D dipolar Gross-Pitaevskii
equation in the Bogoliubov-de Gennes framework to investigate the onset of insta-
bility of excitations. Results of this chapter have been published in Physical Review
A [196]. We are thankful for analytical and computational help from Matthew Ed-
monds for the homogeneous system analysis, and Matthew Edmonds and Stuart
Szigeti for the trapped system analysis.

• In Chapter 6 we �nd dipolar dark soliton solutions in homogeneous systems and
show how the dipole-dipole interactions modify the density and collisions of these
excitations. Results of this chapter have been published in two papers in Physical
Review A [197, 196]. We are thankful to Matthew Edmonds for analytical and com-
putational help in these works.

• In Chapter 7 we assess the e�ect of dipolar interactions on the oscillation frequency
of a dark soliton for a dipolar condensate under harmonic con�nement. Results of
this chapter have been published in Physical Review A [198]. We are thankful to
Krzysiek Pawłowski for providing 3D simulations for this project.

• In Chapter 8 we �nd dipolar bright soliton solutions, and categorise interactions
between two solitons. Results of this chapter have been published in New Journal
of Physics [199]. The author’s role in this project was to provide numerical and
analytical assistance, and we are thankful for Matthew Edmonds and Ryan Doran
for their e�orts in preparing the manuscript.
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Part III - Rotation and turbulence

• In Chapter 9 we assess the theoretical implications of attempting to access the anti-
dipolar regime through fast rotation of amagnetic �eld. This work has been submit-
ted to Physical Review Letters [200]. The author’s role in this work was to provide
GPE simulations and analytical aid. We are thankful to Srivatsa Badariprasad and
Brendan Mulkerin for their work on the stability analysis.

• In Chapter 10 we undertake �nite temperature simulations of a turbulent 3D homo-
geneous dipolar Bose gas. Results of this chapter have been published as the Editors’
Suggestion in Physical Review Letters [201]. We are thankful to George Stagg for his
computational expertise, and Luca Galantucci for his help in providing line-length
calculations.

Part IV - Conclusions, outlook, and appendices

• In Chapter 11we draw conclusions from thework presented and present some ideas
for future work.

• In Appendix A we present a derivation of the dipolar Bogoliubov-de Gennes equa-
tions.

• In Appendix B we present the convolution theorem, and show how it is used in this
thesis.

• In Appendix D we present work undertaken during the period this thesis was writ-
ten, but not related to dipolar condensates. We investigate the quasi-integrability of
BECs under harmonic con�nement, using dark solitons as a probe. Results of this
appendix have been published in Journal of Physics B [202].
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2
Experimental progress and
theoretical groundwork

2.1 Modelling and tuning interactions

Most quantum gas experiments are dilute, containing a peak number density of n ∼
1020m−3 (c.f. the number density of air n ∼ 1025m−3, water n ∼ 1028m−3. The num-

ber density of the vacuum chamber, used for BEC experiments, is typically in the range
n ∼ 108 – 1010m−3). This means that the dominating interactions are two-body, given
the low probability of three- or higher order interactions, called van der Waals (vdW)
interactions. At small inter-particle separations r these are short-ranged, decaying pro-
portionally as r−6, and isotropic for large separations. The true inter-atomic two-body in-
teraction potential in the ultra-cold Bose gas varies rapidly at small separations, making
detailed calculations di�cult. However, in the low energy regime the typical momentum
is k � 2π/R, where R is the range of the interaction, and for low densities satisfying
n1/3as � 1, where as is the characteristic length scale over which interactions occur, the
precise form of the interaction potential is not required, as long as the behaviour before
and after the collision is correct.

The physics behind two-body interactions is well understood through scattering the-
ory. Scattering experiments have unravelled everything known about nuclear and atomic
physics, including Rutherford’s discovery of the nucleus and the discovery of sub-atomic
particles, such as quarks. The problem is that shown in Fig. 2.1 for �nding the scattering
cross section σ, de�ned by the proportion of particles scattered into an element of solid
angle dΩ.

If the wavefunction of the scattering problem is de�ned by ψ(r) ' e ik·r+ f (θ)e ikr/r for
an incoming plane wave e ik·r and a scattered spherical wave e ikr/r with amplitude f (θ)
(dependent on the scattering angle θ) then the di�erential cross section is

dσ
dΩ

� | f (θ) |2. (2.1)
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Figure 2.1: Incoming wavefunction considered over di�erential cross section dσ scattered by an
angle θ passed a scattering centre to new cross section de�ned by the solid angle dΩ.

For a general central potential of the form r−n the scattering phase shift, a quantity de�n-
ing the e�ect of a scattering centre from the reference of a free particle δl (k) � 0, in the
limit k → 0 can be derived as the following [204]

δl (k) ∝



k2l+1 , l < (n − 3)/2,

kn−2 , otherwise ,
(2.2)

where l � 0, 1, 2, . . . is the angular momentum quantum number. In this case the scatter-
ing amplitude is

f (θ) �
1

2ik

∑
l

(2l + 1)
(
e2iδl − 1

)
Pl (cos θ), (2.3)

where the Pl (cos θ) are the Legendre polynomials.
In the limit k → 0 the term (e2iδl − 1)/(2ik) → δl/k, keeping only lowest order terms

in k. Thus, using Eq. (2.2) for the van der Waals potential n � 6, the s-wave (l � 0)
contribution to f (θ) is independent of k, the p-wave (l � 1) contribution is proportional
to k2 and for all l > 1 it scales as k3. Hence, in the limit of low energy scattering, k → 0,
only the s-wave channel contributes and the interaction potential can be approximated as
a delta function pseudo-potential [44]

Us (r1 − r2) � gδ(r1 − r2), (2.4)

where

g �
4π~2as

m
, (2.5)

with characteristic interaction length scale as . When as > 0 the interactions are repulsive,
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but for as < 0 they are attractive. This approximation is unsuitable for studying correla-
tions at length scales shorter than as .

The same analysis can reveal the long-range character of the dipole-dipole interaction.
By considering n � 3 the scattering amplitude for all orders of l are independent of k and
thus contribute in the k → 0 limit. Consequently, a delta function is not appropriate
as a pseudo-potential for the DDI. In fact in Ref. [205] the authors validate that the DDI
pseudo-potential is merely the DDI itself but the scattering length becomes dependent on
the dipolar interaction strength, as → as (Cdd). As the results we present in this thesis are
general we will ignore this dependence, however we direct the reader to Refs. [205–210]
for further information. Thus, the full interaction pseudo-potential reads

U (r1 − r2) � gδ(r1 − r2) +
Cdd
4π

(
1 − 3 cos2 θ

|r1 − r2 |3

)
. (2.6)

2.1.1 Feshbach resonance

Quantum gases are routinely used as a testbed for fundamental physical principles, aided
by the extreme controllability in these systems. The Feshbach resonance is a tool used to
precisely control the s-wave scattering length as , including the ability to change its sign.
Predicted theoretically in 1976 [211] it was �rst successfully deployed in quantum gases
in a plethora of experiments in 1998 [54, 212–214].

Figure 2.2: The basic two-channel model of a Feshbach resonance. A particle of energyE approaches
an open channel close to E → 0, which is resonantly coupled to a bound state in a closed channel
with energy Ec . With the application of an external magnetic �eld B the bound state energy can
be tuned to E ∼ Ec enabling full control of the scattering length, assuming the open and closed
channels have di�ering magnetic moments (Copyright American Physical Society (2010) [215]).

Figure 2.2 shows a basic two-channel model of this process. At the ultracold tempera-
tures required for BEC experiments collisions in the systemoccur near zero energy, E → 0.
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If there is a closed channel which contains a bound state with coupling energy Ec then
there can be a resonant interaction if Ec ∼ E. When the two channels have di�erent mag-
netic moments then an externally applied magnetic �eld can be used to tune the bound
state energy— bymanipulating the electron orbitals of the atom, as process known as the
Zeeman e�ect — and thus the asymptotic behaviour of the collision is very sensitive to
this resonance and allows for the complete control of the scattering length.

In Ref. [216] a simple expression was derived for the e�ect of a magnetic �eld B on the
background s-wave scattering length abg,

as (B) � abg
(
1 −

∆

B − B0

)
, (2.7)

where ∆ > 0 is the width of the resonance and B0 is the magnetic �eld at which E � Ec

and the scattering length diverges.

2.1.2 Tuning the dipole-dipole interaction

We have already discussed how the local interactions may be tuned by the application of
an external magnetic �eld, however it is also theoretically possible to tune the DDI too,
including being able to invert the sign [217].

To understand this �rst consider the interaction of two dipoles ê1 and ê2 separated by
a distance r, given by

Vdd(r) � Cdd
4π

(
ê1 · ê2 − 3(ê1 · r̂)(ê2 · r̂)

r3

)
. (2.8)

Suppose that the orientation of the two dipoles is made to oscillate in time through the
application of an external electric or magnetic �eld, as in Fig. 2.3, such that

ê1 � ê2 � (sinϕ cosΩt , sinϕ sinΩt , cosϕ) . (2.9)

Substituting Eq. (2.9) and r̂ � (sin θ, 0, cos θ) into Eq. (2.8) gives

Vdd(r) � Cdd
4πr3

[
1 − 3

(
sin2 θ sin2 ϕ cos2Ωt + cos2 θ cos2 ϕ + 2 sin θ sinϕ cos θ cosϕ cosΩt

)]
,

(2.10)

which after averaging the result over one period of oscillation we obtain

〈Vdd(r, t)〉 �
Cdd
4π

(
1 − 3 cos2 θ

r3

) [
3 cos2 ϕ − 1

2

]
. (2.11)

It is clear from Eq. (2.11) that through the choice of ϕ the magnitude of the dipolar po-
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Figure 2.3: Using a rotating �eld about z the dipole-dipole interaction may be tuned. (IOP Pub-
lishing, all rights reserved [67]).

tential is altered by a factor of (3 cos2 ϕ − 1)/2. If the choice of ϕ is ϕ � 0 then this factor
is 1, else for the choice ϕ � π/2 this factor is −1/2 ; leading to repulsion between dipoles
for θ � 0, and attraction between dipoles when θ � π/2, converse to the standard dipole-
dipole interaction. Thus, if the oscillation period is made to be smaller than the timescale
for internal dynamics of the gas (e.g. phonons or collectivemodes), then the gas e�ectively
experiences this time-averaged DDI. Recently, the Lev group [218] have reported the suc-
cessful application of this method for a dysprosium gas over very short timescales. We
will revisit this e�ect in Ch. 9.

2.1.3 Fourier transform of the dipole-dipole interaction

Obtaining an expression of the Fourier transform of the DDI involves evaluating the fol-
lowing expression

Ṽdd(k) �
Cdd
4π

∫
d3r1 − 3 cos2 θ

r3
e ik·r

�
Cdd
4π

∫
∞

0

dr
r

∫
dΩ(1 − 3 cos2 θ)e ik·r , (2.12)

where the �nal expression has been transformed into spherical polar coordinates with
dΩ � sin θdθdφ. The integral over the solid angle dΩ can be carried out using a few sub-
stitutions. Firstly, we state an expansion of a plane wave in terms of spherical harmonics
Ym

l (r̂) and spherical Bessel functions jl (kr), given as

e ik·r
� 4π

∞∑
l�0

i l jl (kr)
l∑

m�−l

Ym
l (k̂)∗Ym

l (r̂) , (2.13)
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and the relation (1 − 3 cos2 θ) � −
√

16π/5Y0
2 (r̂), where r̂ � (sin θ cosφ, sin θ sinφ, cos θ).

Using the orthonormality relations for the spherical harmonic functions the only remain-
ing terms over the integral are de�ned by

∫
dΩYm

l (r̂)Y0
2 (r̂) � δl2δm0. Thus, the solid

angle integral in Eq. (2.12) becomes∫
dΩ(1 − 3 cos2 θ)e ik·r

� −4π j2(kr)

−

√
16π

5
Y0

2 (k̂)∗

� −4π j2(kr)(1 − 3 cos2 θk ) ,

(2.14)

where θk is the angle between k and the direction of the dipoles, i.e. if the dipoles are
polarised along z this would read cos θk � kz/k. The remaining integration over r can be
evaluated with the relation ∫

∞

0

dr
j2(kr)

r
�

1

3
. (2.15)

Finally, we obtain

Ṽdd(k) �
Cdd

3
(3 cos2 θk − 1) . (2.16)

This form of the DDI will be particularly useful to us when evaluating the dipolar GPE.

2.2 Gross-Pitaevskii theory

2.2.1 Bose gases

We consider a gas of N bosons. A system of identical Bose particles is described by a
state vector that is symmetric under exchange of any two particles. A Fock state is a sym-
metrised state vector |n1 , n2 , . . . 〉, where n j is the number of particles in the single particle
state corresponding to |ψ j〉, which itself is a member of some orthonormal basis of sin-
gle particle states

{
|ψ j〉

}
j
. The vectors {|n1 , n2 , . . . 〉}n1 ,n2 ,... form an orthonormal basis for

the symmetric subspace of the tensor product of the individual particle Hilbert spaces,
known as the Fock space; hence, the state of a general system of identical Bose particles is
described by a superposition of Fock states.

In order to construct general operators for the many-particle system, we de�ne the
following so-called creation and annihilation operators

â†j |n1 , n2 , . . . , n j , . . . 〉 �
√

n j + 1 |n1 , n2 , . . . , n j + 1, . . . 〉 , (2.17)

â j |n1 , n2 , . . . , n j , . . . 〉 �
√

n j |n1 , n2 , . . . , n j − 1, . . . 〉 . (2.18)
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The following commutation relations must hold

[
â j , â†k

]
� δ jk , (2.19)

[
â j , âk

]
� 0 , (2.20)

[
â†j , â

†

k

]
� 0 . (2.21)

The �rst relation tells us that a particle cannot be simultaneously destroyed and created in
the same state, however this can happen simultaneously if the operators act on di�erent
states. The second (third) relation tells us that any two particles can be simultaneously
destroyed (created).

With these ingredients we introduce the Bose �eld operators

Ψ̂†(r) �
∑

j

â†jψ
∗

j (r) , (2.22)

Ψ̂(r) �
∑

j

â jψ j (r) . (2.23)

The �eld operators are useful in describing the atomic ensemble, and can be interpreted as
creation and annihilation operators for a particle in the position state |r〉. In what follows
we will evaluate the time-dependence of these operators, under the Heisenberg picture1,
which will eventually lead to the dynamics of the condensate. Following from Eqs. (2.19)-
(2.21) the Bose �eld commutation relations are

[
Ψ̂(r), Ψ̂†(r′)

]
� δ(r − r′) , (2.24)

[
Ψ̂(r), Ψ̂(r′)

]
� 0 , (2.25)

[
Ψ̂†(r), Ψ̂†(r′)

]
� 0 . (2.26)

The second-quantised Hamiltonian for the Bose �eld operators is given by,

Ĥ �

∫
d3r Ψ̂†(r)Ĥ0Ψ̂(r) +

1

2

∫
d3r

∫
d3r′ Ψ̂†(r)Ψ̂†(r′)Vint(r, r′)Ψ̂(r′)Ψ̂(r) . (2.27)

Here, Vint(r, r′) is the two-body interaction potential, and

Ĥ0 � −
~2

2m
∇

2 + Vext(r) , (2.28)

is the single-particle Hamiltonian, where Vext(r) is the external potential. In Eq. (2.27) we
read these operators from right to left. So the �rst term destroys a particle in one state Ψ̂,
acts upon that particle with the operator Ĥ0, which may change the state the particle lies

1In the Heisenberg picture observables are time-dependent and state vectors are time-independent.
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in, and recreates it in the new state with Ψ̂†. Similarly for the second termwe remove two
particles from their initial states, they interact with some potential Vint, and they are then
created in their new states.

Using Heisenberg’s relation i~∂Ψ̂/∂t �
[
Ψ̂, Ĥ

]
and the commutation relations for the

�eld operators, see Appendix C, we obtain the equation of motion

i~
∂Ψ̂(r, t)
∂t

� Ĥ0Ψ̂(r, t) +

∫
d3r′ Ψ̂†(r′, t)Vint(r, r′)Ψ̂(r′, t)Ψ̂(r, t) . (2.29)

2.2.2 Mean-�eld approximation

Bose-Einstein condensation requires macroscopic occupation of a single quantum state,
thus it is appropriate to consider amean-�eld approach. The Bose �eld operator is decom-
posed as

Ψ̂(r, t) � ψ(r, t) + δΨ̂(r, t) , (2.30)

where ψ(r, t) ≡ 〈Ψ̂(r, t)〉 is the expectation value of the Bose �eld operator, and is a clas-
sical �eld approximation, and δΨ̂ represents quantum and thermal �uctuations around
this value. In the context of BECs, the former quantity is a mean-�eld order parameter
representing the condensed atoms, and is generally referred to as the macroscopic wave-
function. The latter quantity describes the dynamics of the non-condensed atoms, induced
by thermal and quantum e�ects. A BEC is therefore a classical state of the atomic �eld,
analogous to the laser being a classical state of the electromagnetic �eld.

We assume the limit of zero temperature, such that the thermal component of the
system is non-existent. Furthermore, due to the weakly-interacting nature (as � λdB)
of the condensate, quantum depletion at zero temperature is expected to be minimal. It
is then reasonable to neglect the non-condensed atoms, and consider only the classical
�eld Ψ̂(r, t) → ψ(r, t). Note that the assumption of zero temperature is generally sat-
is�ed for temperatures much less than the transition temperature for condensation. For
low-energy scattering the interaction potential Vint(r, r′) is well described by a pseudo-
potential U (r − r′), hence we make the replacement Vint → U, with U given by Eq. (2.6).

2.2.3 The dipolar Gross-Pitaevskii equation

Insertion of the classical �eld wavefunction and the pseudo-potential into Eq. (2.27) leads
to the time-dependent equation of motion

i~
∂ψ(r, t)
∂t

� Ĥψ(r, t) �
(
−
~2
∇

2

2m
+ Vext(r, t) + gn(r, t) +Φdd(r, t)

)
ψ(r, t) , (2.31)
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where the condensate density at a given point is n(r, t) � |ψ(r, t) |2 and we denote the
mean-�eld Hamiltonian Ĥ. The dipole-dipole contribution to the mean-�eld energy is

Φdd(r, t) �
∫

d3r′Udd(r − r′) |ψ(r′, t) |2 . (2.32)

The result of themean-�eld treatment is the dipolar Gross-Pitaevskii equation (GPE), �rst
written in this form by Góral and co-authors [219].

Time-independent dipolar Gross-Pitaevskii equation

The chemical potential µ, which is the energy required to add or remove a particle from
the system, characterises the ground state energy of the condensate. The sign of the
chemical potential tells us whether the local interactions are repulsive, µ > 0, or attrac-
tive, µ < 0. Time-independent solutions of the dipolar GPE can be written in the form
ψ(r, t) � ψ(r) exp

(
−iµt/~

)
, which after substitution into Eq. (2.31) gives the resulting

time-independent equation

µψ(r) �
(
−
~2
∇

2

2m
+ Vext(r) + g |ψ(r) |2 +Φdd(r)

)
ψ(r) . (2.33)

Homogeneous chemical potential

For a homogeneous dipolar Bose gas (Vext � 0), the density, and thus the chemical poten-
tial, is constant. This homogeneous density is given the value |ψ(r) |2 ≡ |ψ0 |

2 � n0 and
upon substitution into Eq. (2.33) the homogeneous dipolar chemical potential µ0 is given
by

µ0 � n0 g(1 − εdd) , (2.34)

where the factor (1 − εdd) is the correction due to dipoles.

Integrals of motion

There are an in�nite number of integrals of motion in the Gross-Pitaevskii model, those
with clear physical meaning are the total energy, particle number, and momentum. The
inclusion of the latter will be elucidated when necessary, as both linear and angular mo-
mentum integrals are employed in this thesis. The total energy of the system can be de-
rived using the variational relation

i~
∂ψ

∂t
�
δE
δψ∗

, (2.35)
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where E is the energy density, or energy functional, of the system, and the right-hand
side is a functional derivative. Using the dipolar GPE Eq. (2.31) to evaluate the left-hand
side of Eq. (2.35) and integrating over ψ∗ gives

E[ψ] �

(
~2

2m
|∇ψ |2 + Vext |ψ |

2 +
g
2
|ψ |4 +

1

2
Φdd |ψ |

2

)
. (2.36)

The total energy is then the integral of the energy density over all space

E �

∫
d3rE[ψ] . (2.37)

The total number of particles in the system is de�ned to be

N �

∫
d3r |ψ |2 . (2.38)

The total momentum of the condensate is de�ned to be

P �
i~
2

∫
∞

−∞

d3r [ψ∇ψ∗ − ψ∗∇ψ] . (2.39)

Transforming the reference frame

Linear transformation
When describingmoving objects in a system it is often useful to transform into a reference
framemoving with the object. This is achieved by including the linear momentum opera-
tor in the GPEHamiltonian de�ned by p̂ � −i~∇. Often a �ow is taken to be along a single
axis, with velocity vector u. For example, to simulate a �ow with velocity u � (0, 0, uz)
the GPE becomes

i~
∂ψ

∂t
�

[
Ĥ − i~uz

∂
∂z

]
ψ. (2.40)

Rotating frame
Similarly, to obtain rotating solutions the GPE is adjusted through addition of the angular
momentum operator. In classical mechanics the angular momentum vector is de�ned
as the cross product of the position and momentum vectors, i.e. L � r × p. In quantum
mechanics these quantities are operators, de�ned as r̂ � r and p̂ � −i~∇, thus the angular
momentum operator becomes

L̂ � r̂ × p̂, (2.41)
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which written out elementwise reads

L̂x � −i~
(

y
∂
∂z
− z

∂
∂y

)
, L̂y � −i~

(
z
∂
∂x
− x

∂
∂z

)
, L̂z � −i~

(
x
∂
∂y
− y

∂
∂x

)
. (2.42)

If the angular frequency is given by Ω � (0, 0,Ωz), corresponding to rotation about the z
axis, then the GPE becomes

i~
∂ψ

∂t
�

[
Ĥ − i~Ωz

(
x
∂
∂y
− y

∂
∂x

)]
ψ . (2.43)

Hydrodynamic equations

In Ch. 1 we touched upon the similarities between the GPE and classical �uid equations.
This comparison is brought to light through the Madelung transformation [55], which is
akin to separating the density and phase contributions as

ψ(r, t) �
√

n(r, t) exp [iS(r, t)] , (2.44)

where n(r, t) is the �uid density and S(r, t) is the macroscopic phase factor. The velocity
of the condensate is de�ned as

v(r, t) �
~
m
∇S(r, t) . (2.45)

Substituting equations (2.44) and (2.45) into the GPE gives two equations, one from equat-
ing the imaginary contributions,

∂n
∂t

+ ∇ · (nv) � 0 , (2.46)

and the other from equating the real components,

m
∂v
∂t

+ ∇

(
Vext + n g +Φdd +

1

2
mv2

−
~2

2m
√

n
∇

2
√

n
)
� 0 . (2.47)

Here, we may interpret Eq. (2.46) as the continuity equation and Eq. (2.47) as an inviscid
compressible Euler equation for the super�uid2 . The �nal term appearing in the quantum
Euler equation does not appear in its classical counterpart, which represents the quantum

2The �ow is irrotational, ∇×v � 0, so the v · ∇v contribution to the Euler equation is zero and the material
derivative becomes

Dv
Dt
≡
∂v
∂t
. (2.48)
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pressure3.

Extensions to the dipolar Gross-Pitaevskii equation

In 2016 studies into the collapse of dipolar Bose-Einstein condensates [221–223], themech-
anism for which we will cover in more detail in Sec. 2.5, found that the mean-�eld theory
did not accurately predict the behaviour when crossing into a parameter regime where
one would expect collapse. Instead, after an instability was induced the condensate den-
sity did not increase inde�nitely but rather saturated to a �xed value where the cloud
became stable and self con�ned. In order to describe this e�ect we need to revisit the
previous analysis keeping the quantum �uctuations contribution δΨ̂ we threw away in
Eq. (2.30) as this is responsible for this new stabilisation mechanism [224]. If we consider
energy corrections to �rst order they result in a positive energy contribution which adds
to the repulsive interactions. This correction is the famous Lee-Huang-Yang correction
[225] with an additional dependence on the dipolar strength εdd, and gives a shift of the
ground state energy of [226, 227]

∆E(r) � 64

15
gn2(r)Q5(εdd)

√
n(r)a3

s

π
, (2.49)

where the auxiliary function Ql (x) �
∫ 1

0
du

(
1 − x + 3xu2) l/2 is monotonic and grows

from Q5(0) � 1 up to Q5(1) � 3
√

3/2 ≈ 2.6. Often an approximation for this function is
used, given as Q5(x) ≈ 1 + 3

2 x2. This approximation works for 0 < εdd . 2, as long as one
discards the imaginary component of the Q5(εdd) function for εdd > 1 [228]. This energy
shift scales as ∆E ∝ n5/2 and therefore has a dominating e�ect when the density is large,
as one would expect during a collapse.

By taking the derivative of the energy density with respect to the number density one
can derive the shifted chemical potential, and from this the often called generalised GPE
(gGPE), given by

i~
∂ψ(r, t)
∂t

�

(
−
~2
∇

2

2m
+ Vext(r, t) + gn(r, t) +Φdd(r, t) + γQF |ψ |

3

)
ψ(r, t) , (2.50)

where

γQF �
32

3
g

√
a3

s

π

(
1 +

3

2
ε2
dd

)
. (2.51)

The inclusion of this term signi�cantly a�ects the condensate dynamics at high density,

3See Ref. [220] for a more detailed discussion on this.
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for example, when in the regime of a collapse instability. However, it does not greatly
a�ect the predicted parameter region for stability. Therefore, in this thesis we will not
employ the gGPE unless stated.

2.3 Time-independent solutions

2.3.1 Non-interacting regime

For the ideal (non-interacting) gas the GPE reduces to the Schrödinger equation (the so-
lutions of which are well documented and are dependent on the choice of potential). The
free particle solution (Vext � 0) has a continuous wavefunction solution given by a plane
wave and energy

E �
~2k2

2m
. (2.52)

Taking the harmonic oscillator potential in the non-interacting gas we obtain the standard
harmonic oscillator eigenfunctions, the Hermite polynomials. It has been shown for non-
dipolar gases that in the low interaction limit, meeting the condition Nas/l̄ � 1, where
l̄ �
√
~/mω̄ is the mean harmonic oscillator length and ω̄ � (ωxωyωz)1/3, the eigenstates

are similar to the non-interacting case [41]. The harmonic oscillator groundstate for po-
tential Vext(r) � (m/2)(ω2

x x2 + ω2
y y2 + ω2

z z2) is

n(r) � N
(mω̄
π~

)3/2

exp
[
−

m
~

(ωx x2 + ωy y2 + ωz z2)
]
. (2.53)

2.3.2 Contact interactions

The non-dipolar Gross-Pitaevskii equation was derived contemporaneously by Gross [46,
47] and Pitaevskii [48, 49] in 1961, and has since become the workhorse for quantum gas
modelling. The GPE, written here as

i~
∂ψ(r, t)
∂t

�

(
−
~2
∇

2

2m
+ Vext(r, t) + g |ψ(r, t) |2

)
ψ(r, t) , (2.54)

can be related to its dipolar counterpart in the limit of εdd � 0.
The GPE resembles the Schrödinger equation with an added nonlinear |ψ |2 term de-

scribing atomic interactions. The GPE is analogous to the cubic nonlinear Schrödinger
equation (NLSE)4 employed in nonlinear optics to describe media with Kerr nonlinearity
[229].

4Interestingly, the GPE (and hence NLSE) is not a nonlinear equation. It is semilinear, as the termwith the
highest order derivative is linear, but contains a nonlinear term.
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Hard-wall solution

Consider stationary solutions of Eq. (2.54) in a homogeneous system (Vext � 0) with re-
pulsive interactions (g > 0), then the GP Hamiltonian consists of two terms: the kinetic
and the self-interaction energies. On dimensional grounds these two terms are balanced
by the length-scale

ξ �
~

√
mn g

�
1

√
4πnas

. (2.55)

This quantity is known as the healing length as it is the typical lengthscale over which the
condensate density relaxes to its homogeneous value from a local perturbation. Typically
ξ is on the order of 1µm. For example, taking the boundary condition ψ(0) � 0, repre-
senting a hard-wall boundary, the �uid transitions from zero at the origin to a real homo-
geneous constant ψ0 �

√
µ0/g over a small distance on the order of ξ. For a boundary at

z � 0, the solution in the z-direction has the form

ψ(z) �
√
µ0

g
tanh

( z
ξ

)
. (2.56)

This constant is ubiquitous in the context of super�uids. Indeed, any perturbation to the
�uid such as solitons in 1D systems and vortex lines and tubes in 3D systems will heal
to the homogeneous density of the system over this naturally occurring distance. In fact,
Eq. (2.56) is also the exact stationary dark soliton solution.

Thomas-Fermi solution

In the limit of large repulsive interactions Na/l̄ � 1 the e�ect of the kinetic energy term
is negligible in comparison to the interaction energy, i.e.

gn(r)ψ(r) �
�����
~2
∇

2

2m
ψ(r)

�����
, (2.57)

and thus it becomes reasonable to neglect the kinetic energy entirely. This approximation
is known as the Thomas-Fermi approximation and has analytic solution

n(r) �



[µ − Vext(r)]/g , for µ ≥ Vext(r) ,

0 , elsewhere .
(2.58)

For the case of harmonic con�nement the solution is an inverted paraboloid with width
in each dimension independently set by the corresponding trap frequency. The perimeter
of the condensate is found by setting Vext(r) � µ, which is used to �nd the Thomas-Fermi
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radii in each dimension. For example, for the spherically symmetric case with single trap
frequency ω the Thomas-Fermi radius is RTF �

√
2µ/mω2. Equation (2.58) is accurate up

to the edges of the cloud, where this approximation becomes discontinuous, and in reality
the density exhibits a smooth transition to zero density over the distance of a healing
length. This solution is considerably wider than the non-interacting solution in Eq. (2.53)
and broadens with increasing g and N .

2.3.3 Dipolar interactions

Dipolar Thomas-Fermi solution

Remarkably, the extension of the Thomas-Fermi analysis is possible when including the
dipolar interaction. This relies on a clever trick allowing the dipolar potential to be rewrit-
ten in terms of an appropriate electrostatic potential. Upon evaluating the dot product in
Eq. (2.8) we can write

Udd(r) � Cdd

3∑
i , j

êi ê jδi j − 3(r̂i êi)(r̂ j ê j)
4πr3

� Cdd

3∑
i , j

êi

(
δi j − 3r̂i r̂ j

4πr3

)
ê j

� CddêTD(r)ê , (2.59)

where we have de�ned the rank 2 tensor

[D(r)]i j �
δi j − 3r̂i r̂ j

4πr3
. (2.60)

In a book by Craig and Thirunamachandran [230], it is derived thatD can be rewritten as

[D(r)]i j � −∇i∇ j
1

4πr
−

1

3
δi jδ(r) . (2.61)

Upon substitution of this back into Eq. (2.59), the dipolar potential becomes

Φdd[n(r)] � −Cdd

3∑
i , j

êi ê j

(
∇i∇ jφ[n(r)] +

δi j

3
n(r)

)
, (2.62)

with

φ[n(r)] � 1

4π

∫
dr′ n(r′)
|r − r′ |

. (2.63)
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The form of φ here is instantaneously recognisable as the electrostatic potential due to a
charge distribution n, or the gravitational potential due to a mass distribution n. Writing
the DDI in the form of Eq. (2.62) explicitly separates the potential into the long-range
(�rst term) and short-range (second term) contributions, the latter of which contribute
to the de�nition of the homogeneous chemical potential in Sec. 2.2.3. In its current form
Eq. (2.62) doesn’t seem like much of an improvement over the usual DDI, however when
we consider dipoles polarised along the z-axis such that ê � (0, 0, 1), for example, the
equation simpli�es down to

Φdd[n(r)] � −Cdd

(
∂2

∂z2
φ[n(r)] +

1

3
n(r)

)
. (2.64)

The dipolar Thomas-Fermi density will be a solution to the time-independent equation

Vext(r) +Φdd(r) + gn(r) � µ . (2.65)

In order to �nd the dipolar Thomas-Fermi solutionswe start with an ansatz for the density

n(r) � n0
*
,
1 −

x2

R2
x
−

y2

R2
y
−

z2

R2
z

+
-
, for n(r) ≥ 0 , (2.66)

where n0 � 15N/8πRxRyRz and here we expect the Thomas-Fermi radii to be distorted
by magnetostriction (electrostriction), compared to their non-dipolar counterparts.

Substituting the above equation into Eq. (2.64) remarkably supports an analytic so-
lution, which is also parabolic [231, 232]. This solution is an extension of 19th century
astrophysics [233–235], showing that any polynomial density will yield a dipolar poten-
tial of the same degree. So, for the ansatz Eq. (2.66), Eq. (2.65) becomes [232, 236]

µ � 3gεdd
n0κxκy

2R2
z

[
R2

zβ001 − β101x2
− β011 y2

− 3β002z2
]

+
1

2
m(ω2

x x2 + ω2
y y2 + ω2

z z2) +
gn0

R2
z

*
,
R2

z −
x2

κ2
x
−

y2

κ2
y
− z2+

-
, (2.67)

where κx � Rx/Rz and κy � Ry/Rz are the aspect ratios of the condensate and

βi jk �

∫
∞

0

ds(
κ2

x + s
) i+1/2 (κ2

y + s
) j+1/2 (

1 + s
) k+1/2

, (2.68)

for integers i , j, k. Comparing coe�cients of x2, y2, and z2 in Eq. (2.66) and (2.67) leads to
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three self-consistency relations,

κ2
x �

ω2
z

ω2
x

1 + εdd
(

3
2κ

3
xκyβ101 − 1

)
ζ

, (2.69)

κ2
y �

ω2
z

ω2
y

1 + εdd
(

3
2κ

3
yκxβ011 − 1

)
ζ

, (2.70)

R2
z �

2gn0

mω2
z
ζ , (2.71)

where ζ �

[
1 − εdd

(
1 − 9κxκyβ002/2

)]
. SolvingEqs. (2.69)-(2.71) gives the dipolar Thomas-

Fermi radii for this system.

2.3.4 Unusual ground states

Numerical simulations of the dipolar GPE have often found that the Thomas-Fermi ap-
proximation is inappropriate. As we will discuss in Sec. 2.5 the DDI can cause the con-
densate to become unstable, and in this case the kinetic energy term becomes important.
Here we brie�y review some of the numerical studies of the full dipolar GPE that have
taken place, and relate to experiments when appropriate.

Red blood cell

The Bohn group found that for regimes with cylindrical symmetry the ground state den-
sity resembles a red blood cell [237], as shown in Fig. 2.4. Here, the polarising �eld is
aligned the long axis of the trap and there is azimuthal repulsion pushing the region of
high density radially outward, reducing the repulsive side-by-side DDI energy.

Figure 2.4: Isosurface of the biconcave ground state density for a condensate with dipoles polarised
in the tight direction, with trap aspect ratio ωz/ωρ ≈ 8. (Copyright (2007) by The American
Physical Society [237]).
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Multi-peaked structures

The abovework assumed cylindrical symmetry, however breaking that allows such ground
states more generally known as "density-oscillating ground states", which the red blood
cell state is an example of. Investigations into the e�ect of varying all three trap frequen-
cies was undertaken by Refs. [238, 239], where they found density-oscillating ground state
solutions of multiple types, visualised in Fig. 2.5, categorised into the following

Type I Normal (without density oscillations).

Type II Density-oscillating condensate with two peaks in the x direction. This is further
sub-categorised into (a) simple two peak structures and (b) two peaks with a
biconcave crater.

Type III Density-oscillating condensate with two peaks in the y direction. This can also
be sub-categorised like Type II, but this is not shown.

Type IV Density-oscillating condensate with four peaks, two in both x and y.

Type V Density-oscillating condensate that is biconcave, but without additional peaks:
the red blood cell state.

Figure 2.5: Central slice
of the ground state density
in the x y plane. The list
of condensate types is in
the main text. (Copyright
(2012) by The American
Physical Society [239]).

Interaction with a hard-wall

Spatial density oscillations also occur in other trap geometries, for example Ref. [240] con-
sidered an in�nite square well along the x and y axes, with harmonic trapping in z. Such
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a potential can be experimentally realised using a tightly focussed light sheet [50]. The
result of their work is displayed in Fig. 2.6, they found that near to the hard-wall the con-
densate undergoes pronounced density oscillations.

Figure 2.6: Isosurface of the ground state density for a condensate with a box-trap potential in both
x and y, and harmonic trapping in z. (Copyright (2010) by The American Physical Society [240]).

Dumbbell

There has also been investigation into the possible ground state solutions in the anti-
dipole Cdd < 0 regime. Recall in this regime the general dipole behaviour is reversed, such
that side-by-side dipoles attract one another. Reference [240] found that in a cigar shape
geometry the ground state density can resemble a dumbbell-shape, as seen in Fig. 2.7.
Here the interaction energy is reduced by the head-to-tail dipoles repelling each other,
such that there is axial separation into two high density structures.

Figure 2.7: Isosurface of the ground state density for a condensate with anti-dipoles polarised in the
long direction, with trap aspect ratio ωz/ωρ ≈ 0.3. (Copyright (2010) by The American Physical
Society [240]).

Stable Rosensweig structure

Theoretical work has also explored two component systems, which highlighted the link
between ferro�uids and dipolar BECs for the �rst time. Reference [241] found an exotic
ground state which resembles the Rosensweig instability from Fig. 1.4 by solving a two
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component dipolar GPE, where one component has strong DDIs and the other is a non-
dipolar condensate, as shown in Fig. 2.8. They found by tuning themiscibility— a param-
eter describing how well the two components mix — of the two condensates they could
�nd new types of ground state tuned entirely by the dipoles.

Figure 2.8: Isosurface of the dipolar component ground state, shown forming a hexagonal com-
ponent reminiscent of the Rosensweig instability. (Copyright (2009) by The American Physical
Society [241]).

Labyrinth structure

Other works on two-component condensates have also found labyrinthine structures be-
tween the two condensates. Reference [241] were the �rst to discover this e�ect in their
two component work as described above. Since then the stability and miscibility of two
component (both dipolar) two dimensional labyrinthine condensates has been assessed
in Ref. [242], as shown in Fig. 2.9.

Figure 2.9: Ground state of a two component system showing immiscibility. (Copyright (2012) by
The American Physical Society [242]).

Single quantum droplet

In 2015 Petrov showed that quantum �uctuations in a Bose-Bose gas are responsible for
a quantum mechanical stabilisation of a collapsing gas [243], building on earlier work
predicting the same behaviour from the competition between two- and three-body in-
teractions [244]. This prediction requires a correction on the mean-�eld level, however
quantum Monte-Carlo simulations show that this phenomenon is inherent in the many-
body formalism of BECs [245].
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The stabilisation quantum �uctuations provides gives a new type of state called a
droplet. This state is a high density self-bound liquid stabilised by two competing con-
tributions — an attraction from the inter-particle interactions and the repulsion arising
from quantum �uctuations. By considering a toy model for the energy per unit volume
as

E
V

� αn2 + βn5/2 , (2.72)

in the case of α/β < 0 a liquid-like state is achieved. In dipolar gases this inequality is
satis�ed for Rr/Rz � 1 and εdd > 1, where Rr is the axial width and Rz is the long-axis
length if the dipoles are oriented along z.

The �rst Bose-Bose “macrodroplet”—a single high density droplet—was observed in
late 2017 by two independent groups using the samemethod [246, 247]. Starting with two
39K Bose-Einstein condensates in hyper�ne states |↑〉 ≡ |F,mF〉 � |1,−1〉 and |↓〉 � |1, 0〉,
where F is the total angular momentum and mF its projection, and by tuning the residual
mean-�eld interaction δa � a↑↓+

√
a↑↑a↓↓ to satisfy δa < 0 a long-lived self-bound droplet

was observed. The �ndings of these experiments are also seenwith quantumMonte-Carlo
methods [248].

Returning to dipolar gases, quantum droplets arise from the competition from the
mean-�eld and beyond mean-�eld e�ects, without having to consider two component
gases. In 2016 macrodroplets were observed in dysprosium [222] and erbium [223]. Nu-
merical work undertaken by Bisset et al. [228] showed that in order to obtain a single
macrodroplet in the ground state, a speci�c experimental procedure had to be under-
taken. First, a ground state gaseous BEC is created in a highly prolate geometry, then the
trapping potential is reduced until the condensate is in a weakly prolate geometry — this
step is introduced to avoid a bistable region — �nally the scattering length is reduced
until the condition α/β < 0 is met. Once the condition for a droplet is met, the trapping
potential is slowly turned o�, and it is seen that the droplet is self-bound and stable in
free space, as shown in Fig. 2.10. There have been a number of numerical studies into the
stability [249] and collective excitation frequencies [250] of single droplets, and recently
the scissors mode — the rocking back-and-forth of a BEC quickly rotated by an angle θ
— of a quantum droplet has been experimentally probed [251].

2.4 Excitations in BECs

In this section we explore di�erent types of excitations in a dipolar BEC. The elementary
excitations are small surface perturbations and are carriers or dissipation in the super-
�uid. Theoretical progress on the e�ect of non-local interactions on shape excitations
such as solitons and vortices is also reviewed.
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Figure 2.10: Time-
of-�ight expansion
dynamics of a single
quantum droplet in a
dysprosium gas. For atom
number greater than a
critical number N > Ncrit
the condensate is in the
liquid phase. As the atom
number decreases due
to three-body interaction
e�ects the droplet melts
into a gas and expands.
(Copyright (2016) by
Springer Nature [222]).

2.4.1 Elementary excitations

In 1947 Bogoliubov proposed splitting the mean-�eld wavefunction into two contribu-
tions: the macroscopically occupied condensate described by a complex mean-�eld ψ0(r)
andweak perturbations describing small-scale excitations to the background δψ(r, t) [36],
a theory later applied to superconductivity of metals by de Gennes [252]. This gives a trial
wavefunction

ψ(r, t) � [ψ0(r) + δψ(r, t)] e−iµt/~ . (2.73)

Substitution of (2.73) into (2.31) and linearising gives the dispersion relation for the low
energy elementary excitations. We can link the energy of the excitations to their frequency
throughE(k) � ~ω(k). This derivation is undertaken in full inAppendixA.Here, we state
the result for the homogeneous BEC,

E(k) �

√
~2k2

2m

{
~2k2

2m
+ 2n0Ũ (k)

}
, (2.74)
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where n0 is the density and Ũ (k) is the Fourier transform of the interparticle interaction
pseudo-potential. Using Eq. (2.16) the dispersion relation becomes

E(k) �

√
~2k2

2m

{
~2k2

2m
+ 2n0[g + gdd(3 cos2 θk − 1)]

}
. (2.75)

Phonons and free particles

Consider two limiting cases of equation (2.75), �rstly in the limit of large momenta k � 1

we obtain the free particle dispersion relation

Ek�1 �
~2k2

2m
. (2.76)

i.e. the e�ects of particle interactions become negligible.
In the opposite limit, k � 1 the dispersion relation becomes

Ek�1 � ~kc , (2.77)

where these excitations are phonons (sound waves) propagating at speed of sound

c �

√
n
m

[g + gdd(3 cos2 θk − 1)] . (2.78)

This speed of sound is anisotropic, as seen by the θk dependence above, a feature that has
been experimentally measured in chromium [88] and dysprosium [253].

Rotons and maxons

In non-dipolar gases the story of elementary excitations ends with phonons and free par-
ticles. However, in dipolar gases there is another feature: the roton minimum. Studies
on the theory of super�uidity in liquid 4He by Landau in the 1940s brought forward
the idea of phonons and rotons as elementary excitations of the super�uid phase. The
“roton” is an elementary particle found at a local minimum in the dispersion relation
E � ∆+~2(k− kc)2/2µwhere ∆ is the height of the local minimum, kc is the average roton
wavenumber and µ is a constant determining the curvature. The next step that allowed for
the accurate comparison between theory and experiments wasn’t made until 1954 when
Feynman derived a relationship between the dispersion relation and the static structure
factor S(k), which relates the observed di�racted intensity per atom to that produced
by a single scattering unit, to be E � ~2k2/2mS(k) [254]. Measurements from neutron
di�raction experiments of the static structure factor were then used to support Landau’s
prediction, as shown in Fig. 2.11. Rotonswere originally named after their predictedman-

45



Chapter 2. Experimental progress and theoretical groundwork

Figure 2.11: Top: The
static structure factor
as determined from
neutron scattering ex-
periments (the data was
extrapolated to k → 0).
Bottom: The excitation
spectrum obtained using
E � ~2k2/2mS(k), which
has a clear minimum
corresponding to Lan-
dau’s rotons. Theoretical
predictions for the true
minimum are given by the
dashed line. (Copyright
(1954) by The American
Physical Society [254]).

ifestation as vortices, however this has never been experimentally con�rmed. Excitations
at the maximum occurring before the roton are known as maxons, completing the roton-
maxon dispersion relation.

The roton minimum is a precursor to solidity. The critical wavelength, λc � 2π/kc ,
tells us that the lowest energy con�guration for the particles is a crystalline structure with
lattice separation λc , called a supersolid5. A requirement for such systems is high density
and strong interactions in order to reach the strongly correlated regime. If the interactions
become so strong that the roton minimum touches zero energy the mode goes soft. This
is how the system becomes unstable, which we will cover in Sec. 2.5.

Rotons in dipolar systems

In dipolar gases the roton can only appear if there is a trapping potential in at least one
dimension. In 2003 it was shown that the roton minimum can occur in weakly interacting
quasi-2D dipolar gases [256]. The roton minimum has also been shown to exist in fully
trapped 3D pancake gases [237, 257] and in quasi-1D geometries [258]. The roton mini-
mum in these systems originates from the fact that at intermediate momenta one has a
local structure produced by the tendency of atoms to stay apart. In Fig. 2.12(a) we plot the
typical excitation spectrum for a homogeneous quasi-1D condensate, with parameters

5Helium is a highly incompressible liquid and the strong inter-atomic forces would act against any crys-
tallisation, however in the case of extremely high pressures (∼25 atmospheres of pressure [255]) crystalline
helium has been predicted.
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Figure 2.12: (a) Typical excitation spectrum of a quasi-1D condensate in a stationary frame. The
value εRIdd is representative of a typical value exhibiting a roton minimum. This spectrum is sym-
metric in k. (b) The same parameters as in (a) but the �uid is now �owing with some velocity
v � vL.

chosen to exhibit the roton minimum. The interplay between the short and long-range
interactions required to generate this state is the discussion in Ch. 5.

In a landmark experiment undertaken in Innsbruck in 2018 the population of the roton
mode was measured for the �rst time in a quantum gas [259]. The roton is observed after
an s-wave interaction quench into an unstable regime, and through taking images of 2D
density slices through the condensate they reconstruct the 2D momentum density. By
measuring the population growth of a well-de�ned �nite momentum at symmetric peaks
in the momentum distribution the softening rate can be extracted and the authors �nd a
universality constraint relating this time and the �nal scattering length [259].

Super�uidity

A super�uid is characterised by dissipationless �ow, which was �rst observed in liquid
4He experiments. Landau’s proposal to explain the theory of super�uidity is the existence
of some critical velocity,

vL � min
k

[
E(k)
~k

]
, (2.79)

belowwhich a moving obstacle cannot promote elementary excitations. This is due to the
requirement of simultaneous momentum and energy conservation [34]. The breakdown
of super�uidity occurs when a single mode touches the zero energy axis, thus inducing
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dissipation, i.e. the creation of low energy quasi-particles. If a super�uid is �owing down
a pipe with velocity v the excitation spectrum is rotated through

E(k) → E(k) − ~kv , (2.80)

where if the condition E(k) − ~kv > 0 is met the �ow is dissipationless, however if bro-
ken elementary particles are promoted causing dissipation. A super�uid with a rotonic
dip in the dispersion relation has a lower critical velocity than a super�uid with a linear
dispersion, as seen in Fig. 2.12(b).

Theoretical works showed this e�ect is embedded in the dipolar GPE. Ref. [257] theo-
retically investigated the dragging of a blue-detuned laser beam through a trapped purely
dipolar condensate at di�erent speeds and observed the ensuing occupation of depleted
atoms due to the presence of a roton lowering the critical velocity. The same group re-
peated this work with the dipoles polarised in the plane, they found an anisotropic dis-
persion relation and anisotropic super�uid critical velocity [260].

Anisotropy in the excitation spectrumhas since been seen experimentally. Bismut et al.
[88] performed Raman-Bragg spectroscopy for a 52Cr BEC and found some experimental
evidence for an anisotropic excitation spectrum. In 2018 the Pfau group [253] measured
the same e�ect in 162Dy, moving an attractive laser beam through the condensate observ-
ing anisotropy in super�uid �ow.

2.4.2 Dipolar vortices

In dipolar condensates vortices have been found to exhibit novel behaviour arising from
the anisotropy of the DDI and take on a modi�ed density pro�le due to the presence of
the roton [261], and the role of trap geometry on stability in fully 3D systems has been
explored [262], as shown in Fig. 2.13. Exciting theoretical work exploring the generation
of vortices inside dipolar quantum droplets has also been undertaken [263].

Generally speaking vortices in experiments are found through the fast rotation of the
condensate, which leads to the generation of lattices. Dipolar vortices are no di�erent; in
non-dipolar condensates the vortices align themselves in a triangular, or Abrikosov, lat-
tice, whereas in dipolar systems the orientation is dependent on the interaction strength,
with vortices tending to align in lines along the polarisation angle. Ref. [264] solved the 3D
dGPE and looked at the e�ect of changing the trap aspect ratio; upon breaking cylindrical
symmetry they found that there is some critical rotation frequency where the condensate
splits into stable high density fragments. Exploration of the low-lying excitations in dipo-
lar vortex lattices have been undertaken [265]. Extensions to the dGPE have been explored
with three-body interactions [266] and two-component systems—where both species are
dipolar [267], or only one is dipolar [268]. For a recent review on the progress of dipolar
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Figure 2.13: Vortex stability in a dipolar condensate as a function of vortex strength D ≡ add/a0

vs aspect ratio λ. Blue regions are stable, the pink region highlights where the vortex obtains ripple
structures around the core, as shown by the isosurface density inset. (Copyright (2009) by The
American Physical Society [262]).

vortices see Ref. [269].

2.4.3 Dipolar solitons

A series of theoretical investigations have indicated that dipolar interactions in BECs also
considerably enrich the properties of solitons. In quasi-one-dimensional geometries the
e�ect of varying the relative strength of the local and nonlocal interactions has revealed
novel bright [270–272, 199] and dark dipolar matter wave solitons [273, 197, 196, 198].
Dark-in-bright and bright-in-dark dipolar solitons have also been predicted [274]. Yet
perhaps the most interesting facet of solitons in general are their interactions and colli-
sions [144], and in dipolar condensates the solitons themselves, considered as individ-
ual particle-like entities, inherit non-local soliton-soliton interactions in addition to the
usual short-range soliton-soliton interaction [270, 197]. The play o� between these two
contributions can lead to the formation of unconventional bound states of bright [271]
and dark solitons [273, 197]. Dipole-dipole interactions are also predicted to support
two-dimensional bright solitons in quasi-2D geometries [275–279], and suppress the well-
known transverse “snaking” instability of dark solitons in three-dimensional geometries
[280]. These works highlight important prevailing physical characteristics, including the
existence of bound states of multiple dipolar solitons due to the intrinsic long-ranged na-
ture of the dipolar interaction.

It is worth elucidating that a bright soliton is not a quantum droplet, but each state
does share some properties. The stability of a quantum droplet is purely due to the pres-
ence of quantum mechanical e�ects prevalent in Bose-Bose mixtures and dipolar BECs,
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whereas bright solitons are stable in their own right below a threshold density. The criti-
cal density required for the transition of a Bose-Bose mixture from soliton-to-droplet has
been experimentally studied [281], and further classi�ed numerically by assessing the be-
haviour of collective modes through the transition [282].

2.5 Instability

Attractive interactions can cause a quantum gas to undergo a runaway collapse into a
dense state. Due to the DDI anisotropy the criterion for collapse depends heavily on the
trap geometry and the polarisation angle. In this section we review instability mecha-
nisms for dipolar and non-dipolar gases.

2.5.1 Collapse instability

In 1995, Hulet’s group reported (non-dipolar) 7Li condensates containing∼ 105 atoms [5].
Theory predicted that such large condensates are not possible for this isotope of lithium,
which has attractive contact interactions, and showed that only condensates with up to
∼ 1.5 × 103 atoms are stable [283] due to the runaway collapse of the negative interaction
energy for large atom number. Proposals to account for this discrepancy included domi-
nating repulsive three-body interactions [284] or a vortex [285]. The answer turned out to
be an imaging error, due to spherical aberration, as explained in an erratum in 1997 [6],
and matching theoretical predictions in Refs. [286, 287]. Importantly, the original report
of a 7Li BEC was correct, just with a smaller atom number than �rst reported.

In 1998Kagan et al. [288] showed that including three-body losses causes a 7Li conden-
sate to undergo a series of collapses and revivals. The collapse is induced by exceeding
the critical atom number, but this is halted by the large three-body loss rate. Then the
condensate atom number is allowed to grow again, with atoms being drawn in from the
surrounding thermal cloud completing the cycle.

Bosenova

In 2001 Refs. [289, 290] employed Feshbach resonances to suddenly change the size and
magnitude of the scattering length in a 85Rb condensate at less than 6nK. The initially
positive scattering length became instantaneously negative causing a sudden collapse and
subsequent explosion of the condensate, as shown in Fig. 2.14. This phenomenon has
since been termed the "bosenova", due to its similarities with supernovae; the appearance
of bursts and jets — complex patterns of the exploding condensate —were also reported.
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Figure 2.14: Bosenova ex-
plosion. Each row shows
the time evolution of the
cloud from 0.2 to 4.8 ms
after the interaction was
made negative. The right
column shows a three
times ampli�ed image of
the left, done to highlight
the 200nK explosion
products. (Copyright
(2002) by The American
Physical Society [291]).

2.5.2 Homogeneous dipolar gas

Nowwe return to discussion of the DDI, introducing instabilities that arise from the long-
range and anisotropic interactions. First, let us restate the Bogoliubov dispersion relation
for the homogeneous gas in the phonon limit

E(k) ≈ ~k

√
n
m

[g + gdd(3 cos2 θk − 1)] . (2.81)

A gas will become unstable when this quantity becomes imaginary, signalling a mode
softening. For a gas to become unstable only a singlemode has to go soft. If we �x gdd > 0,
as is the case for all conventional dipole-dipole systems, then considering the most attrac-
tive k direction θk � π/2, where k is aligned perpendicular to the polarisation axis giving,

E(k) ∝
√

g − gdd . (2.82)

Soft modes grow when g < gdd, which when g > 0 is simply the condition εdd > 1. See
Fig. 2.15 for the qualitative explanation as towhy these particularmodes become unstable.

For the case of inverted dipoles, see Sec. 2.1.2, gdd < 0, the most attractive k direction
is θk � 0 and the energy in the phonon limit is

E(k) ∝
√

g + 2gdd . (2.83)

In this case the equivalent instability condition is given by εdd < −1/2. The combination of
these criteria give the general statement that the homogeneous dipolar Bose gas is stable
in the range −1/2 < εdd < 1.
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Figure 2.15: (a) A phonon with k oriented perpendicularly to the polarisation creates planes of
high density where the dipoles are in a end-to-end con�guration, causing an instability. (b) If k is
parallel to the polarisation direction the dipoles point out of the plane of high density, and remain
stable. (Copyright (2009) IOP Publishing. Reproduced by permission of IOP Publishing. All
rights reserved [67]).

The pure homogeneous dipole gas (g � 0, gdd , 0) is always unstable, due to there
always being a k direction that is dominantly attractive.

2.5.3 Trapped dipolar gas

When considering trapped gaseswith contact interactions the increase in complexity from
the homogeneous case is small, with most problems being tractable using local density
approximations6. However, as we will see in the upcoming section this is often not the case
when considering DDIs. This is due to the complex dependence of polarisation direction
relative to the orientation of the anisotropic trap.

The d-wave collapse and explosion

Early experimental work looking at the instability dynamics of 52Cr found that the well
known bosenova phenomenon takes on a di�erent shape in dipolar gases [292, 293]. By
starting with a chromium gas in the ground state of an almost spherical trap
(ωx , ωy , ωz) ≈ 2π × (600, 400, 530) Hz the scattering length was quenched via Feshbach
resonances from as � 30a0 (εdd � 0.53), in the stable regime, to as � 5a0 (εdd � 3.2),
pushing the condensate into the unstable regime. This new scattering value is held for a
time thold, then the trap is turned o� and the condensate is imaged after 8ms of expansion
time. Figure 2.16 shows the result of varying the time thold. The ensuing dynamics are
reminiscent of the bosenova, however with a clear d-wave shape in the explosion.

6The local density approximation surmounts to replacing the homogeneous chemical potential with one
that varies in space as µ→ µ(r) −V (r). As long as the potential is slowly varying in space the kinetic energy
contribution can be ignored.
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Figure 2.16: The collapse dynamics of a 52Cr condensate for increasing hold times thold, for dipoles
oriented horizontally. Top: experimental images averaged over 5 runs. The thermal cloud has been
removed. Bottom: numerical simulation of the dipolar GPE. (Copyright (2008) by The American
Physical Society [292]).

Collapse mechanism

Here we uncover the mechanism for collapse inherent in dipolar BECs by following the
rhetoric of the Bohn group in Ref. [294]. We cover three di�erent trapping potentials, as
shown in Fig. 2.17:

(a) When the trap is near spherical (λ ∼ 1) the collapse happens globally, causing the
whole condensate to collapse as a narrow rod-shape along the axis of polarisation in
order tomaximise the head-to-tail attractive interactions and not signi�cantly increase
the trap or kinetic energy.

(b) Stability is increased in slightly oblate geometries (λ > 1) due to the trap creating a
greater energy barrier preventing the global rod-like behaviour from occurring.

(c) In highly oblate geometries (λ � 1) a global collapse isn’t possible [231, 232], in-
stead local density �uctuations produce series of locally prolate high density regions.
The separation between these prolate regions is intrinsically linked to the roton wave-
length, and this instability is triggered by a softening of roton modes.

2.5.4 Quantum Rosensweig instability

The earliest experiments on dipolar droplets actually mimicked the set-up as described in
Fig. 2.17(c). By rapidly quenching the scattering length into a roton unstable regime the
system breaks into a series of small droplets, rather than one single macrodroplet. This
was �rst seen in dysprosium [95], where they found that by increasing the atom number
they could increase the number of droplets that appear after the quench. This observa-
tion is the quantum analogue of the classical Rosensweig instability, as can be seen from

53



Chapter 2. Experimental progress and theoretical groundwork

Figure 2.17: A cartoon of a collapsing dipolar BEC. In all �gures the arrows represent the dipole
polarisation, the grey shaded region shows the density and the black solid line is the trapping po-
tential. A full description of each �gure can be found in the main text. (Copyright (2009) by Laser
Physics [294]).

Fig. 2.18. Exact path integral ground-state Monte-Carlo simulations match these experi-
ments nicely [295]. The Pfau group also proved that these droplets are stable due to quan-
tum mechanical e�ects and not three-body interactions [221]. Theoretical studies into
these many-droplet states have been undertaken by the Santos group [224, 296], where
they showed that the gGPE also predicts the same observed experimental behaviour of
an increase in droplet number with atom number, and a full exploration of the predicted
phase diagram has recently been experimentally undertaken [251]. They also calculate
the modi�cations of the excitation frequencies due to the LHY correction, which have
been experimentally probed in [297]. Due to the non-adiabatic nature of generating these
many-droplet states the coherence length does not extend further than a single droplet,
and cannot be called a supersolid. Similar experiments in quasi-1D geometries have since
been undertaken [298].

2.6 Beyond mean-�eld models

Gross-Pitaevskii theory is a zero temperature theory, and the GPE describes the experi-
mentally impossible scenario of a zero temperature BEC. A number of �nite-temperature
theories have now been created in order to incorporate the e�ects of temperature in the
description of Bose gases. Some theories build on the mean-�eld theory as a base, contin-
uing to treat the Bose gas as a classical object, separated from the thermal �eld [299–302].
The common feature of these methods is to describe the condensate and thermal clouds
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Figure 2.18: Expansion images of a dipolar BEC after a quench into a roton unstable regime. Each
�gure has an increase of atom number, ranging from N ≈ 5000 to N ≈ 15000, which increases the
number of created droplets from Nd � 2 to Nd � 10. (Copyright (2016) by Springer Nature [95]).

by coupled dynamical equations, incorporating mean-�eld and particle-exchange inter-
actions. In this scenario the condensate is described by an appropriately generalised GPE
and the non-condensate is coupled to a Boltzmann equation [303–305]; this model has
been extensively developed by Zaremba, Nikuni and Gri�n, labelled the ZNG method
[299]. This approach requires modi�cations to accurately reproduce low dimensional ex-
periments, where phase �uctuations are large [306–308].

Other approaches tackle the problem in a fully dynamical manner, making use of the
classical �eld methodology. The GPE should be able to describe all classical aspects of a
Bose gas. As long as the occupation all k modes is large the creation and annihilation �eld
operators can be approximated by c-number amplitudes [309]. Through taking an initial
condition

ψ(r, 0) �
∑
k

ak exp (ik · r) , (2.84)

where ak are the c-numbers that are uniform with a random phase distribution, the clas-
sical �eld method boils down to solving the GPE with this highly non-equilibrium �nite
temperature initial state and subsequently allowing for equilibration at some temperature
[309]. This method imposes a �xed particle number and energy, and the equilibrium tem-
perature is an output of the initial condition, and thus is useful as a qualitative model for
�nite temperature simulations that can accurately capture equilibriumdynamics. In order
to gain a qualitative understanding of �nite temperature in dipolar Bose gases we use this
method in Ch. 10 of this thesis. The classical �eld method has been used to model many
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beyond-mean-�eld e�ects, including thermal equilibration dynamics [132, 310–312], con-
densate fractions [313], critical temperatures [314], correlation functions [315], sponta-
neous production of vortex-antivortex pairs in quasi-2D gases [316], thermal dissipation
of vortices [317], and related e�ects in binary condensates [318–320].

Improvements to the classical �eld theory are achieved through the TruncatedWigner
method [321]; the key element of this method is to incorporate quantum e�ects through
the addition of a prescribed amount of quantum noise to the wavefunction initial condi-
tions, and generalising the GPE to a Langevin type equation, often called the Stochastic
(Projected) Gross Pitaevskii equation (SPGPE) [56, 57]. The SPGPE describes the stochas-
tic evolution of the condensate plus highly occupied low-lying thermal modes [58].

In dipolar gases theoretical progress has been few and far between. Early works had
computational limitations and neglected exchange interactions between excited modes
[322], or included these interactions but only in quasi-2D geometries [323]. Ref. [324] in-
cluded the exchange interactions but were computationally limited to only consider very
low temperatures. Theoretical studies on the stability of gases at temperatures T > Tc

[325] and 0 < T < Tc [326] have been undertaken, where they found that the unusual
ground states we describe in Sec. 2.3.4 can be enhanced at higher temperatures [327].
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3
Numerical methods

Numerical simulations of BECs allow us to explore regimes beyond the scope of cur-
rent theory, thus a large portion of this thesis is given to numerics in order to probe

stationary and time-dependent dynamics of a complex array of systems. A collection of
the numerical techniques used throughout are introduced in this Chapter. For each case,
we give a general introduction to the numerical method, and then describe the speci�c
details of how it is applied to dipolar BECs in this thesis.

3.1 Evaluation of the dipolar potential

The dipolar potential is e�ciently evaluated in Fourier space through application of the
convolution theorem (seeAppendix B). Recall the dipolar interaction termΦdd(r, t), stated
again here as

Φdd(r, t) �
∫

d3r′Udd(r − r′) |ψ(r′, t) |2 . (3.1)

The convolution theorem allows us to rewrite this as

Φdd(r, t) � F −1
[
Ũdd(k)ñ(k, t)

]
, (3.2)

where F (F −1) denotes the (inverse) Fourier transform, Ũdd(k) � F [Udd(r)] is the k-
space dipolar pseudo-potential from Eq. (2.16) and ñ(k, t) � F [n(r, t)] is the density in
k-space. The numerical calculation of Eq. (3.2) is handled simply through fast Fourier
transforms (FFTs). However, FFT algorithms are naturally periodic and introduce alias
copies that interact with the system of interest through the long-range DDI. In order to
o�set this e�ect we use two truncated variants of the DDI to reduce the e�ect of these
phantom copies.

The �rst variant introduces a spherical cut-o�, and is employed in Ch. 9. Restricting
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the range of the DDI potential to a sphere of radius Rc gives us the real-space DDI

URc
dd(r) �




Cdd
4π

1−3 cos2 θ
r3 , r < Rc ,

0 , otherwise.
(3.3)

As long as we choose Rc > L, where L is the system size, this potential is physically
reasonable. The analytical Fourier transform is [209]

ŨRc
dd(k) �

Cdd
3

[
1 + 3

cos (Rc k)
R2

c k2
− 3

sin (Rc k)
R3

c k3

] (
3 cos2 θk − 1

)
, (3.4)

which reduces to the full DDI in the limit Rc →∞.
The spherical cut-o� works exceptionally for near-spherical traps. However, when the

trap potential is highly oblate or prolate the grid size in each dimension must still extend
beyond L. The number of grid points in the tight direction is then required to be large to
maintain resolution. A �x to this problem is to introduce a cylindrical cut-o� to the DDI,
given as

Uρc ,Zc
dd (r) �




Cdd
4π

1−3 cos2 θ
r3 , ρ < ρc and |z | < Zc ,

0 , otherwise.
(3.5)

The Fourier transform is semi-analytic [240],

Ũρc ,Zc
dd (k) �

Cdd
3

(
3 cos2 θk − 1

)
+ Cdde−Zc kρ

[
sin2 θk cos (Zc kz) − sin θk cos θk sin (Zc kz)

]

− Cdd

∫
∞

ρc

ρdρ
∫ Zc

0

dz cos(kz z)
ρ2
− 2z2(

ρ2 + z2
)5/2

J0(kρρ) , (3.6)

where J0 is the zeroth order Bessel function of the �rst kind. The �nal line requires nu-
merical integration, which is computationally costly but only required once as part of the
simulation setup.

3.2 Imaginary time propagation

We introduce a handy trick which we will use for numerically �nding groundstates to
the Gross-Pitaevskii equation, known as the imaginary time method [328]. Consider the
wavefunction as a superposition of eigenstates, where ψm (r) is an eigenstate of the wave-

58



Chapter 3. Numerical methods

functionΨ(r, t) expressed in terms of eigenenergies Em . We write

Ψ(r, t) �
∑

m

ψm (r)e−iEm t/~ , (3.7)

where it is important to note that each next eigenstate has higher energy than the previous
one, or Em > Em−1. Now make the substitution t → −iτ, then we have

Ψ(r,−iτ) �
∑

m

ψm (r)e−Emτ/~. (3.8)

Crucially, the eigenenergy governs the decay rate, and so the eigenstate with the lowest
energy (the ground state of the system) decays slowest. This can be easily seen by taking
exp (−E0τ/~) out as a factor of Eq. (3.8), then

Ψ(r,−iτ) � e−E0τ/~
(
ψ0 + ψ1e−(E1−E0)τ/~ + ψ2e−(E2−E0)τ/~ + . . .

)
, (3.9)

and here it is clear that the terms with larger magnitude exponents will decay quicker as
τ increases. Thus by taking an approximation of the initial pro�le of the wavefunction
during propagation in imaginary time the thermal states will dissipate, leaving behind
the ground state. However, as the factor of exp (−E0τ/~) is also tending towards zero
as τ → ∞ we have to renormalise appropriately. This is either achieved by �xing the
chemical potential and allowing the atom number to vary, usually employed for homoge-
neous systems, or by �xing the atom number and allowing the chemical potential to vary,
usually used in trapped systems.

In this thesis

In the following Part we extensively use the imaginary timemethod to generate stationary
dark and bright soliton solutions, and Thomas-Fermi pro�les. Bright solitons are found
with ease as they are ground state solutions. The initial guess is taken to be the non-
dipolar solution, and this is allowed to evolve under the dipolar Hamiltonian, converging
to the dipolar soliton solution. Dark solitons are excitations, and the use of imaginary
time may seem controversial. However, by repeated application of the soliton phase at
the beginning of each time-step, i.e. mapping ψ → |ψ | exp(iS), where ψ is the current
wavefunction and S is the target phase, a dark soliton solution is found. The disadvantage
in using this method is that an a priori knowledge of the phase is required. It transpires
that the stationary black soliton phase is a sharp π phase jump, even in dipolar gases, but
to �nd dark soliton solutions with v , 0 more sophisticated methods are required.
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3.3 Biconjugate gradient method

In this section, we describe amethod of �nding stationary solutions that, unlike the imag-
inary time method, are not restricted to the groundstate of the condensate and may in
fact include excitations. These are obtained by numerically solving the time-independent
GPE (see Sec. 2.2.3), and is particularly useful for �nding solutions that are stationary in
a moving reference frame (see Sec. 2.2.3). This is performed using the biconjugate gradi-
ent method [329] (BCGM). This technique has been used to obtain moving-frame vortex
solutions in the 2D/3D GPE [330, 331].

The BCGM is an iterative method based on the Newton-Raphson method for �nding
roots of equations. For a function f (x), Newton’s method uses an initial guess, x (1) , and
the following iteration

x (p+1)
� x (p)

−
f (x (p))
f ′(x (p))

(3.10)

tominimise the Taylor expansion f (x (p+1)) ≈ f (x (p))+ f ′(x (p))(x (p+1)
−x (p)) � 0 at step p.

Generalising this to a system of N coupled equations, f (x) � 0 (here x denotes the vector
{xu }u�1,...,N and f (x) the vector of functions { fu }u�1,...,N ), the sameminimisation procedure
can be applied.

De�ning f (ψ) � (Ĥ − µ)ψ, for appropriate Hamiltonian Ĥ, the linearised system of
equations we seek to solve is

fu (ψ(p+1)) ≈ fu (ψ(p)) +

N∑
v�1

Ju ,vδψv ≈ 0 , (3.11)

where Ju ,v � ∂ fu (ψ(p))/∂ψ(p)
v de�nes the elements of the Jacobian matrix and δψ �

ψ(p+1)
− ψ(p) . This method is akin to solving the equation Jδψ � −f for δψ, then set-

ting ψ(p+1) � ψ(p) + δψ at each step p. The advantage of using the BCGM is that we only
require knowledge of the transpose of the Jacobian, which is numerically faster to obtain
than matrix inversion.

In this thesis

In this thesis the BCGM is employed to �nd dark solitons in the presence of nonlocal
interactions. It is worth noting that this approach provides the true dipolar dark soliton
solutions for arbitrary speed.

Let us show the example of a quasi-1D system in the moving frame1. Position z is
discretised onto a grid zi , with i � 1, ...,N and grid spacing ∆z. Similarly, the spatial

1The dipolar quasi-1D Hamiltonian is derived in Ch. 5 and the moving frame term is introduced in
Sec. 2.2.3.
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wavefunction is denoted ψ j ( j � 1, ...,N). We further de�ne the real and imaginary parts
of ψ j as ψ j,0 � Re[ψ(z j)] and ψ j,1 � Im[ψ(z j)]. The discretised version of the function f

can then be written down in terms of its composite real and imaginary parts as

f j,r � −
~2

2m
ψ j−1,r − 2ψ j,r + ψ j+1,r

(∆z)2
+

[
g

2πl2
⊥

(ψ2
j,0 + ψ2

j,1) +Φ
j,r
dd − µ

]
ψ j,r

+ (2r − 1)v~
ψ j+1,1−r − ψ j−1,1−r

2∆z
� 0 , (3.12)

where the spatial derivatives have been evaluated through the �nite-di�erence scheme.
The computation of the dipolar potential Φ j,r

dd is handled via the convolution theorem as

Φ
j,r
dd � F

−1[F [U1D(z)]F [|ψ(z) |2]] j,r , (3.13)

where U1D(z) is the one-dimensional dipolar pseudo-potential, as derived in Ch. 5. The
Jacobian Ju ,v in Eq. (3.11) is formed as the discrete functional derivative of f j,r with respect
to ψk ,s . Making use of the relation ∂ψ j,r/∂ψk ,s � δ j,kδr,s , we obtain

∂ f j,r

∂ψk ,s
� −

~2

2m
δ j+1,k − 2δ j,k + δ j−1,k

(∆z)2
δr,s + δ j,kδr,s

[
g

2πl2
⊥

(ψ2
j,0 + ψ2

j,1) +Φ
j,r
dd − µ

]

+ 2ψ j,rψk ,s

[
g

2πl2
⊥

δ j,k + U1D(|z j − zk |)∆z
]

+ (2r − 1)v~δ1−r,s
δ j+1,k − δ j−1,k

2∆z
.

(3.14)

Numerical implementation was handled in MATLAB with the function bicgstab. In
practice, it is convenient to concatenate the real and imaginary components of f into a
single vector of length 2N , and similarly for ψ. J is then of size 2N × 2N . Taking the
non-dipolar soliton solution, as de�ned by Eq. (6.1), as the initial guess for ψ (centered
at the origin), we �nd that the BCGM robustly converges to the required dipolar soliton
solution (also centered at the origin). Note that a di�erent choice for initial guess may
lead instead to the homogeneous ground state.

The absolute value of the phase is arbitrary, and to aid convergence we �x the value
of the phase at one end of the grid. The grid spacing ∆z is typically 0.1ξ. Away from the
phonon/roton instabilities, we employ a box of typical length 100ξ. However, close to
these instabilities, box sizes of up to 1600ξ were required to ensure good approximation
to the in�nite limit (that is, for the mean-�eld dipolar potential to reach its homogeneous
value at the boundaries). The solutions were deemed converged when the relative resid-
ual, calculated as | |Jδψ + f | |/| |f | |, had fallen below an arbitrary tolerance of 10−5.
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3.4 Crank-Nicolson scheme

The Crank-Nicolson method uses �nite di�erences to numerically solve partial di�eren-
tial di�erential equations. It was developed by John Crank and Phyllis Nicolson in the
1950s [332]. For a partial di�erential equation, in one dimension, it can be said

∂u
∂t

� F
(
u , x , t ,

∂u
∂x
,
∂2u
∂x2

)
. (3.15)

Letting u( j∆x , n∆t) � un
j the Crank-Nicolson method is the calculation of

un+1
j − un

j

∆t
�

1

2

[
Fn+1

j

(
u , x , t ,

∂u
∂x
,
∂2u
∂x2

)
+ Fn

j

(
u , x , t ,

∂u
∂x
,
∂2u
∂x2

)]
. (3.16)

Note that the numerical calculation of a second order derivative is given by

∂2un
j

∂x2
�

un
j+1
− 2un

j + un
j−1

(∆x)2
+ O(∆x2) . (3.17)

Rearranging Eq. (3.16) for Aun+1 � Bun for some matrices A and B gives the iterative
problem to solve. In many cases the algebraic problem is a tridiagonal matrix, which is
zero everywhere except in the main diagonal and the diagonals above and below (often
referred to as sup- and sub-diagonals). Thesematrices can be invertedwith the tridiagonal
matrix, or Thomas, algorithm [332]. From this reference we note that the method only
converges if the relation ∆t/(∆x)2 < 1/2 holds.

The Gross-Pitaevskii equation introduces a new complication however, due to the
presence of the nonlinear term that depends on the value of ψn+1 in A. A workaround
for this is to set ψn+1 � ψn for one iteration to obtain an approximation for the next step,
then substitute this newly obtained ψn+1 back into the original equation. This intermedi-
ate process is repeated until convergence of the new wavefunction, although we �nd that
one iteration gives su�cient accuracy.

In this thesis

Consider once again the quasi-1D dipolar GPE in the form i∂ψ(x , t)/∂t � Ĥψ(x , t), for
the Hamiltonian Ĥ. Direct integration gives

ψ(x , t + ∆t) � exp{−i∆tĤ/~}ψ(x , t) + O(∆t2) , (3.18)
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assuming the Hamiltonian is �xed during the time interval. We can replace the exponen-
tial function using a �nite di�erence approximation called Cayley’s form [333]

exp{−i∆tĤ} �
1 − i∆t

2~ Ĥ

1 + i∆t
2~ Ĥ

+ O(∆t2) . (3.19)

Wenowhave the tools to evolve our solution in time and space. After substitutingEq. (3.19)
into (3.18) and letting ψ( j∆x , n∆t) � ψn

j the full time evolution step is

−
i~∆t

4m(∆x)2

(
ψn+1

j−1
+ ψn+1

j+1

)
+

[
1 −

i∆t
2~

(
µ −

~2

m(∆x)2
− Vext(x j) −

g
2πl2

⊥

|ψn+1
j |

2
−Φdd

[
ψn+1

j

])]
ψn+1

j

�
i~∆t

4m(∆x)2

(
ψn

j−1 + ψn
j+1

)
+

[
1 +

i∆t
2~

(
µ −

~2

m(∆x)2
− Vext(x j) −

g
2πl2

⊥

|ψn
j |

2
−Φdd

[
ψn

j

])]
ψn

j . (3.20)

The left-hand side is nothing more than the tridiagonal matrix introduced in the last sec-
tion, which can be inverted using the Thomas algorithm [332], leaving ψn+1

j on the left
hand side.

3.5 Split-step Fourier method

The split-step Fourier method (SSFM) [334, 335] is well-established for numerically solv-
ing the time-dependent Schödinger equation. Here we write the GPE as

i~
∂
∂t
ψ(r, t) � Ĥψ(r, t) . (3.21)

The Hamiltonian Ĥ can be decomposed as Ĥ � T̂ + V̂ , where T̂ � −~2
∇

2/(2m) and
V̂ � Vext(r)+ g |ψ |2+Φdd. Integrating from t to t+∆t leads to the time-evolution equation,

ψ(r, t + ∆t) � exp{−i∆tĤ/~}ψ(r, t) . (3.22)

The operators T̂ and V̂ donot commute, hence exp{−i∆tĤ/~} , exp{−i∆tT̂/~} exp{−i∆tV̂/~}.
Nonetheless, the following approximation,

exp{−i∆tĤ/~}ψ ≈ exp{−i∆tV̂/2~} exp{−i∆tT̂/~} exp{−i∆tV̂/2~}ψ , (3.23)

63



Chapter 3. Numerical methods

or equivalently,

exp{−i∆tĤ/~}ψ ≈ exp{−i∆tT̂/2~} exp{−i∆tV̂/~} exp{−i∆tT̂/2~}ψ , (3.24)

holdswith errorO(∆t3). In position space V̂ is diagonal, and so the operation exp{−i∆tV̂/2~}ψ
simply corresponds to multiplication of ψ(r, t) by exp{−i∆tV̂/2~}. Although T̂ is not di-
agonal in position space, it becomes diagonal inmomentum space. Conversion tomomen-
tumspace is achieved by taking the Fourier transformF of thewavefunction ψ̃(k, t) � F [ψ(r, t)],
where k denotes the wavevector. Then the kinetic energy operation corresponds to mul-
tiplication of ψ̃(k, t) by exp{−i~∆tk2/2m}. Equation (3.23) is more commonly employed
as it requires the fewest Fourier transforms.

Thus the algorithm to achieve one time step of the SSFM, using Eq. (3.23), reads

1) Apply half of the potential operator on input ψ(r, t), giving

ψ1(r, t) � exp{−i∆tV̂/2~}ψ(r, t) .

2) Calculate the Fourier transform

ψ̃1(k, t) � F [ψ1(r, t)] .

3) Apply the kinetic operator

ψ̃2(k, t) � exp{−i~∆tk2/2m}ψ̃1(k, t) .

4) Calculate the inverse Fourier transform

ψ3(r, t) � F −1[ψ̃2(k, t)] .

5) Apply half of the potential operator again

ψ(r, t + ∆t) � exp{−i∆tV̂/2~}ψ3(r, t) .

6) Repeat from step 1) until desired time is reached, or if running in imaginary time the
desired solution has been found to within an appropriate tolerance.

In practice, the computational expense of performing forward andbackwardFourier trans-
forms to evaluate Eq. (3.23) is small (particularly when using numerical fast Fourier trans-
form (FFT) techniques) compared to the signi�cant expense of evaluating the kinetic en-
ergy term directly in position space. The above method was developed for the linear
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Schrödinger equation with time-independent Hamiltonian. Remarkably, it holds for the
GPE (despite its nonlinearity and time-dependent Hamiltonian). Errors of O(∆t3) are
maintained, providing the most up-to-date ψ is always employed during the sequential
operations in the above algorithm [336]. A bonus of using this method is not only speed,
but FFT algorithms are naturally periodic, which we take advantage of here.

In this thesis

The method as described above is used in Ch. 10 to explore 3D homogeneous dipolar
turbulence. However, we employ a variation of this technique to solve the 3D dipolar
GPE in a rotational frame in Ch. 9. The variation we use is called the Strang alternating
direction implicit time-splitting spectral (ADI-TSSP) method [337]. The "ADI" allows the
addition of the rotational term into the Hamiltonian, by splitting the kinetic operator into
three operations, one for each dimension. In order to symmetrise the scheme, the ordering
of the kinetic operations is reversed after the application of the potential operator in each
time step. This means we are forced to use the approximation from Eq. (3.24). Concretely,
this means we sequentially apply the operations

T̂x/2→ T̂y/2→ T̂z/2→ V̂ → T̂z/2→ T̂y/2→ T̂x/2 ,

The full algorithm is given below:

1) Take the x Fourier transform of input ψ(r, t), apply half of the kinetic operator in x,
then take the inverse x Fourier transform

ψ̃(k, t) � Fx[ψ(r, t)] ,

ψ̃1(k, t) � exp

{
−

i∆t
2

(
~k2

x

2m
+ iΩykx

)}
ψ̃(k, t) ,

ψ1(r, t) � F −1
x [ψ̃1(k, t)] .

2) Take the y Fourier transform, apply half of the kinetic operator in y, then take the
inverse y Fourier transform

ψ̃1(k, t) � Fy[ψ1(r, t)] ,

ψ̃2(k, t) � exp


−

i∆t
2

*
,

~k2
y

2m
− iΩxky+

-



ψ̃1(k, t) ,

ψ2(r, t) � F −1
y [ψ̃2(k, t)] .

3) Take the z Fourier transform, apply half of the kinetic operator in z, then take the
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inverse z Fourier transform

ψ̃2(k, t) � Fz[ψ2(r, t)] ,

ψ̃3(k, t) � exp

{
−

i~∆tk2
z

4m

}
ψ̃2(k, t) ,

ψ3(r, t) � F −1
z [ψ̃3(k, t)] .

4) Apply the potential operator

ψ4(r, t) � exp
{
−

i∆t
~

(
Vext(r) + g |ψ |2 +Φdd

)}
ψ3(r, t) .

5) Repeat step 3), with input ψ4(r, t),

ψ̃4(k, t) � Fz[ψ4(r, t)] ,

ψ̃5(k, t) � exp

{
−

i~∆tk2
z

4m

}
ψ̃4(k, t) ,

ψ5(r, t) � F −1
z [ψ̃5(k, t)] .

6) Repeat step 2), with input ψ5(r, t),

ψ̃5(k, t) � Fy[ψ5(r, t)] ,

ψ̃6(k, t) � exp


−

i∆t
2

*
,

~k2
y

2m
− iΩxky+

-



ψ̃5(k, t) ,

ψ6(r, t) � F −1
y [ψ̃6(k, t)] .

7) Repeat step 1), with input ψ6(r, t),

ψ̃6(k, t) � Fx[ψ6(r, t)] ,

ψ̃7(k, t) � exp

{
−

i∆t
2

(
~k2

x

2m
+ iΩykx

)}
ψ̃6(k, t) ,

ψ(r, t + ∆t) � F −1
x [ψ̃6(k, t)] .

8) Repeat from step 1) until desired time is reached, or if running in imaginary time the
desired solution has been found to within an appropriate tolerance.
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II
Excitations in a quasi-1D dipolar

Bose gas

Phonons, rotons, and solitons
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4
Introduction

Acurrent direction in soliton research is the addition of a non-local nonlinearity. This
enriches the soliton behaviour, e.g., promoting non-local interactions between soli-

tons, and o�ers prospects for studying wave analogues of particles with long-range in-
teractions and emulating complex nonlinear networks [338]. To date, such “non-local
solitons” have been observed in liquid crystals [339–341], thermo-nonlinear optical �-
bres [338] and liquids [342], and optical ring �bres [343]. In these cases, the non-local
response is provided by molecular re-orientations, heat conduction and acoustic waves,
respectively. Typically these nonlinearities lead to retarded interactions.

The physical system worth the most elucidation is nonlinear optical �bres, where the
interaction of the electric �eld of light with the material gives rise to a defocussing Kerr-
type non-local nonlinearity [178]. In this context a mathematical analogy can be drawn
between such a system and dipolar condensates, since both are studied with a similar
underlying model [344]. However, the response function that characterises the nonlocal
optical medium di�ers to that responsible for the magnetic dipolar interactions, as the
former is not truly long-ranged, and instead is of exponential form [345, 346]. Studies of
these systems have focussed on their stability [347], and the interaction forces between
dark solitons [348, 349]. This has in turn lead to the observation [342] of both repulsion
and attraction between dark solitons, with the latter supporting bound states in the op-
tical context. The generation of dark solitons from shocks in these systems has also been
experimentally studied [350].

The local cubic defocussing Schrödinger equation represents a solvable model within
the framework of the inverse scattering method [351, 352]. The inclusion of a cubic non-
local potential to thismodel greatly complicates its analytical treatmentwithin thismethod,
there currently being no-known exact solutions. Nevertheless, approximate methods in-
cluding series approximations for the non-local potential [353] and variational calcula-
tions [354] have been successfully employed within this context to illuminate the physics
of these models, with the latter capturing the existence of dark soliton bound-states.

A series of theoretical investigations have indicated that dipolar interactions in BECs
also considerably enrich the properties of solitons. In quasi-one-dimensional geometries
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the e�ect of varying the relative strength of the local and non-local interactions has re-
vealed novel bright [270–272, 199] and dark dipolar matter wave solitons [273, 197, 196,
198]. Dark-in-bright and bright-in-dark dipolar solitons have also been predicted [274].
Yet perhaps the most interesting facet of solitons in general are their interactions and col-
lisions [144], and in dipolar condensates the solitons themselves, considered as individ-
ual particle-like entities, inherit non-local soliton-soliton interactions in addition to the
usual short-range soliton-soliton interaction [270, 197]. The play o� between these two
contributions can lead to the formation of unconventional bound states of bright [271]
and dark solitons [273, 197]. Dipole-dipole interactions are also predicted to support
two-dimensional bright solitons in quasi-2D geometries [275–278], and suppress the well-
known transverse “snaking” instability of dark solitons in three-dimensional geometries
[280]. These works highlight important prevailing physical characteristics, including the
existence of bound states of multiple dipolar solitons due to the intrinsic long-ranged na-
ture of the dipolar interaction.

The main body of this Part is organised into four Chapters.

1. InChapter 5wederive themean-�eld equation ofmotion for the quasi-one-dimensional
dipolar condensate, and we analyse the stability of the homogeneous system, ob-
taining analytical expressions for the position of the phonon and roton instabilities,
and the trapped system, comparing numerical simulations of the dipolar GPE to the
solutions of the Bogoliubov-de Gennes equations.

2. Chapter 6 describes single dipolar dark soliton properties and solutions on homo-
geneous condensates across the full parameter space of the problem and explores
their collision dynamics, including the formation and interaction of bound states
close to and away from the systems two instabilities.

3. Chapter 7 introduces a trapping potential and explores the role of dipolar interac-
tions on dark solitons in a Thomas-Fermi like condensate, highlighting the interac-
tion sensitive oscillations of a dark soliton in this system.

4. In Chapter 8 we instead investigate dipolar condensates with dominantly attractive
interactions, allowing the creation of bright solitons. Their shape and interactions
are categorised across the whole parameter space, and their stability analysed from
a fully 3D variational approach.
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5
Stability of the quasi-1D dipolar
condensate

In this Chapter we derive the quasi-1D dipolar Gross-Pitaevskii equation, allowing for
arbitrary potential in the axial dimension. The con�nement in the transverse direc-

tions is assumed to be harmonic with the form, Vext(x , y) � mω2
⊥

(x2 + y2)/2, where ω⊥
is the corresponding trap frequency. The quasi-1D limit is reached when this con�ne-
ment is su�ciently strong (~ω⊥ � µ, where µ is the BEC chemical potential) that the
condensate wavefunction approaches the harmonic oscillator state in the transverse di-
rection [306, 355], with lengthscale l⊥ �

√
~/mω⊥. In this regime the 3D condensate can

be parameterised via a 1D mean-�eld wavefunction ψ(z , t) which obeys an e�ective 1D
Gross-Pitaevskii equation (GPE) [258, 356].

By assessing the fate of small perturbations in the quasi-1D model we categorise the
stability of the condensate, identifying regions of phonon and roton instability for arbi-
trary parameter choices. We undertake this analysis �rst in the axially uniform system,
then under harmonic con�nement.

5.1 Derivation of the quasi-1D dipolar GPE

In three-dimensional geometries, dark solitons are prone to transverse excitation of the
nodal line, the so-called “snake instability”. However, in quasi-one-dimensional geome-
tries this instability is prevented and dark solitons become long-lived [147, 187, 357]. In
order to model a one dimensional condensate we reduce the dimensions of the full 3D
dipolar GPE, given in Sec. 2.2.3. First, we will concentrate on dimensionally reducing the
dipolar potential term Φdd.
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Real space dipolar pseudo-potential

Within the single-mode approximation (SMA), we take the condensate radial wavefunc-
tion to be in the ground state of the harmonic oscillator, i.e.

Ψ(x , y , z , t) � ψ(z , t)ψr(x , y) � ψ(z , t) exp
[
−

(
x2 + y2

)
/2l2⊥

]
/

(√
l⊥
√
π

)
. (5.1)

Upon integrating out the radial degrees of freedom the one-dimensional pseudo-potential
will be given by

U1D(z1 − z2) �
∫
∞

−∞

dx1

∫
∞

−∞

dx2

∫
∞

−∞

dy1

∫
∞

−∞

dy2 U (r1 − r2)ψ2
r (x1 , y1)ψ2

r (x2 , y2) .

(5.2)

For brevity, the 3D dipolar pseudo-potential is given by

U (r1 − r2) �
Cdd
4π

(
1 − 3 cos2 θ

|r1 − r2 |3

)
, (5.3)

where cos θ � r · d/rd is the angle between the dipole axis d and the vector joining two
dipoles r.

Switching to centre of mass and relative coordinates, denoted by r1/2 � R ± r/2, the
centre of mass can be integrated out, reducing the problem of the 1D interactions to cal-
culating

U1D(z) �
1

2πl2
⊥

∫
∞

−∞

dx
∫
∞

−∞

dy U (r)e−(x2+y2)/2l2
⊥ . (5.4)

This integral is best handled using cylindrical polar coordinates. The �rst step is to calcu-
late

U (z , ρ) �
∫ 2π

0

dφ U (z , ρ, φ) . (5.5)

In order to perform this integralwe cande�ne the vector r � (x , y , z) � (ρ cosφ, ρ sinφ, z),
where ρ �

√
x2 + y2 de�nes the radial coordinate. Assuming the dipoles lie in the x-z

plane, we take d/d � (cos θ, 0, sin θ). Equation (5.5) can then be evaluated to yield

U (z , ρ) �
Cdd[1 + 3 cos(2θ)]

8

(
ρ2
− 2z2

(z2 + ρ2)5/2

)
. (5.6)

We can then proceed to write down an expression that will allow us to integrate out the
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cylindrical variable ρ, noting that dxdy � ρdρ

U1D(z) �
Cdd[1 + 3 cos(2θ)]

16πl2
⊥

∫
∞

0

dρρ
ρ2
− 2x2

(ρ2 + x2)5/2
e−ρ

2/2l2
⊥ . (5.7)

Next, we use the transformation u2 � ρ2+z2, which after scaling the variable u byde�ning
v � u/[

√
2l⊥] gives the following integral

U1D(z) �
Cdd[1 + 3 cos(2θ)]

32π
√

2l5
⊥

eα
2

∫
∞

α
dv

{
2l2⊥v−2

− 3z2v−4
}

e−v2
, (5.8)

where α � |z |/[
√

2l⊥]. In order to evaluate this integral we note the following useful
recursive identity

In �

∫
∞

α
dv v−n e−v2

�
e−α

2

(n − 1)αn−1
−

2

(n − 1)
In−2 , (5.9)

where we note that I0 �
√
πerfc(α)/2. This allows us to write

U1D(z) �
Cdd[1 + 3 cos(2θ)]

32π
√

2l5
⊥

eα
2

[
2l2⊥I2 − 3z2I4

]
. (5.10)

Using the recursive identity given by Eq. (5.9) above, one can show that the 1D pseudo-
potential for the DDI can be written as U1D(z) � UddŨ (|z |/l⊥) where

Ũ (u) � 2u −
√

2π(1 + u2)eu2/2erfc(u/
√

2) +
8

3
δ(u) . (5.11)

and Udd � Cdd[1 + 3 cos(2θ)]/[32πl3
⊥

]. The term 8δ(u)/3 is a contact interaction contribu-
tion, and can be absorbed into the coe�cient of the local nonlinear term in the GPE. The
functional formof Eq. (5.11) is that given by the �nal equation in the appendix of Ref. [358].
If one makes the rescaling u →

√
2u in Eq. (5.11), we recover Eq. (2) of Ref. [356]. Finally,

the DDI kernel obeys the important ‘normalisation’ condition∫
∞

−∞

dz
1

4l⊥
Ũ (|z |/l⊥) � 1. (5.12)

Consequently, the one-dimensional dipolar potential Φ1D is de�ned as

Φ1D(z , t) �
∫
∞

−∞

dz′ U1D(z − z′) |Ψ(z′, t) |2 . (5.13)

The numerical calculation of this integral is tricky, as it relies on information of the con-
densate far outside the region of the computational box. This leads us to �nding the
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pseudo potential in k-space, where use of the convolution theorem allows us to work
around this fact.

Momentum space dipolar pseudo-potential

In Sec. 2.1.3we derived the 3Dmomentum space dipolar pseudo-potential, whichwe state
again here as

Ũdd(k) �
Cdd

3
(3 cos2 θk − 1) , (5.14)

where cos θk � k · d/kd. The dimensional reduction to 1D can be performed directly in
Fourier space in an analogous way to the real-space reduction, again by assuming a har-
monic ground state in the transverse directions: setting ñ(k) � ñ(kz) exp{−l2

⊥
(k2

x + k2
y)/4}.

Performing the relevant integrals over the radial momenta yields the momentum space
equivalent of Eq. (5.11) [258]

U1D(kz)
l⊥

�4Udd
k2

z l2
⊥

2
ek2z l2

⊥
/2E1

(
k2

z l2
⊥

2

)
−

4

3
Udd , (5.15)

where ~kz is themomentumassociatedwith the axial z-direction, whileE1(x) �
∫
∞

x dt t−1e−t

is the exponential integral, or equivalently E1(x) � Γ(0, x) where Γ(0, x) is the incomplete
Gamma function [356]. The dipolar potential can be calculated using Fourier transforms
and the convolution theorem (appendix B). Denoting F [·] as the Fourier transform and
n(kz , t) � F [|ψ(z , t) |2] as the k-space density the dipolar potential can be calculated as

Φ1D(z , t) � F −1 [U1D(kz)n(kz , t)] . (5.16)

Quasi-1D dipolar GPE

Now that we have obtained the one dimensional dipolar term, let us turn our attention
to the full GPE. We generalise the radial harmonic potential to include a generic axial
potential, Vext(r) � mω2

⊥
ρ2/2 + Vext(z), with transverse trapping frequency is ω⊥. In

cylindrical polar coordinatesΨ ≡ Ψ(ρ, θ, z , t) this reads

i~
∂
∂t
Ψ �

[
−

~2

2m

(
1

ρ
∂
∂ρ

(
ρ
∂
∂ρ

)
+

1

ρ2

∂2

∂θ2
+
∂2

∂z2

)
+

1

2
mω2ρ2 + Vext(z) + g |Ψ|2 +Φdd

]
Ψ .

(5.17)

We take the wavefunction for the condensate to be Eq. (5.1) . To integrate out the x and y
degrees of freedom, we plug this ansatz into Eq. (5.17) and pre-multiply the result with
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ψr(ρ). Then, by integrating over the area of the cloud we get

i~
∫

A
dA ψ2

r︸      ︷︷      ︸
�1

∂
∂t
ψ � −

~2

2m

[ ∫
A
dA ψr

1

ρ
∂
∂ρ

(
ρ
∂ψr

∂ρ

)
ψ +

∫
A
dA ψ2

r︸      ︷︷      ︸
�1

∂2ψ

∂z2

]
+

∫
A
dA ψ2

r︸      ︷︷      ︸
�1

Vext(z)ψ

+
1

2
mω2

⊥

∫
A
dA ρ2ψ2

rψ +
g

2πl2
⊥

∫
A
dA ψ4

r |ψ |
2ψ +

∫
A
dA ψ2

rΦddψ︸             ︷︷             ︸
�Φ1Dψ

.

(5.18)

After performing theGaussian integrals above, and including the dipolar interaction term
as per Eq. (5.16) we obtain the following form of the 1D Gross-Pitaevskii equation1

i~
∂
∂t
ψ(z , t) �

[
−

~2

2m
∂2

∂z2
+ Vext(z) +

g
2πl2

⊥

|ψ(z , t) |2 +Φ1D(z , t)
]
ψ(z , t) . (5.19)

To �nd time-independent solutions we separate the space and time dependencies from
the wavefunction as ψ(z , t) � ψ(z) exp{−iµt/~}, where µ is the chemical potential (the
energy eigenvalue of Eq. (5.19)). This gives the time-independent GPE

µψ(z) �
[
−

~2

2m
∂2

∂z2
+ Vext(z) +

g
2πl2

⊥

|ψ(z) |2 +Φ1D(z)
]
ψ(z) . (5.20)

Our results will be presented in terms of the natural quantities of the homogeneous con-
densate. Taking n0 as the uniform density, the chemical potential follows as

µ0 �
n0 g
2πl2

⊥

+Φ0 . (5.21)

Here the �rst term represents the van der Waals contribution, and

Φ0 � −
Cddn0[1 + 3 cos 2θ]

24πl2
⊥

(5.22)

is the dipolar contribution.
The natural units of length and speed are the dipolar healing length, ξ � ~/√mµ0,

and the speed of sound, c �
√
µ0/m. A time unit follows as τ � ξ/c. To parameterise the

cross-over from three to one dimension we de�ne σ � l⊥/ξ; the quasi-one-dimensional
limit is valid for σ <∼ 1 [306]. It is worth noting that in dipolar systems the assumption of
cylindrical symmetry breaks downwhen θ , 0 due to magnetostriction. The e�ect of this
is small, only slightly shifting the critical values of εdd at which we observe instability.

1We are neglecting to include the constant contribution ~ω⊥/2 to the Hamiltonian. This arises from the
zero-point energy in the radial oscillator, and can be ignored.
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Figure 5.1: The Bogoluibov de gennes spectrum, Eq. (5.23), plotted for three illustrative values of
εdd: 0.95,−2,−5 (dot-dashed blue, dashed black, solid red). These show, respectively, the conven-
tional phonon/free-particle spectrum, the �attening o� of the dispersion relation at intermediate k,
and the emergence of a roton minimum. The condensate has arbitrary width σ � 1.

This is explored in Ch. 7 when we compare quasi-1D and 3D simulations.

5.2 Stability of the homogeneous system

Here we perform an analysis of the stability of the homogeneous quasi-1D dipolar con-
densate. This is a generalisation of the results of Refs. [258, 356] which only considered
dipoles polarised along the long axis.

The stability of the condensate can be deduced from the fate of small perturbations
whose energies are given by the Bogoliubov excitation spectrum. For a homogeneous
system, the Bogoliubov spectrum depends on the momentum (Fourier) space interaction
potential. The total one-dimensional pseudo-potential, including van derWaals and dipo-
lar contributions, is Utot(kz) � g/(2πl2

⊥
) + U1D(kz). Both Eq. (5.11) and (5.15) can be split

into a non-local and local contribution; the former gives a contribution to the total contact
interactions while the latter forms the important long-ranged part of the dipolar interac-
tion. We note that in general the scattering length, and hence g, can be modi�ed both by
the dipolar interactions and con�nement induced resonances (due to tight 1D trapping)
and so may not take on their 3D dipole-free values [356]. Nevertheless, the general form
of this pseudo-potential is expected to hold.

With the above results in hand, the Bogoliubov excitation spectrum for perturbations
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of momentum ~kz from the background can be written as

E2
k � ε2

k + 2n0εk

[
4l⊥U0Ũ1D(kz) +

g
2πl2

⊥

]
, (5.23)

where εk � ~2k2
z/2m de�nes the free particle energy. The excitations associated with

Eq. (5.23) are running waves of the form

δψ(z , t)�u(kz)e−i(kz z−Ek t/~)+v∗(kz)e i(kz z−E∗k t/~) (5.24)

that constitute small amplitude �uctuations about the stationary condensate.
Figure 5.1 illustrates the dispersion relation corresponding to Eq. (5.23). For certain

parameters, the dispersion relation has the same structure as for the non-dipolar case (dot-
dashed blue line): for low k it is linear in k (the phonon regime), changing to a quadratic
form at higher k (the free-particle regime). The system is prone to a phonon (long wave-
length kz → 0) instability. In non-dipolar homogeneous condensates, this arises when the
mean-�eld van der Waals interactions become attractive, g < 0. Examining the small kz

behaviour of the dispersion Ek � ~ωk relation given by Eq. (5.23) yields

ωk � kz

√
1

m

(
−

4n0U0

3
+

n0 g
2πl2

⊥

)
� kz cs , (5.25)

where cs is the speed of sound associated with this long-wavelength regime. We identify
the phonon instability as occurring when the bracketed term (which corresponds to the
homogeneous chemical potential µ0) is less than zero. This leads to imaginary frequen-
cies, signifying the unstable exponential growth of long-wavelength perturbations.

In other parameter regimes, the dipoles can change the form of the dispersion relation
at intermediate k. In certain instances, it causes a �attening o� of the dispersion spectrum,
as shown in Fig. 5.1 (dashed black line), while in more extreme cases a minima can form
in the dispersion relation at �nite momentum, i.e. the roton. An example is shown in
Fig. 5.1 (solid red line), with a pronounced dip appearing at kz ∼ ξ−1. The associated local
maximum in the dispersion relation is termed the maxon. If the roton minimum touches
the zero-energy axis then the condensate undergoes the roton instability. The roton is
predominantly driven by transverse (o�-axis) e�ects of the dipole-dipole interaction, and
becomes less pronounced in the one-dimensional limit (σ → 0) [67].

We identify the roton instability as follows. The expression (5.23) for E2
k (k) is di�eren-

tiatedwith respect to kz and set equal to zero so as to identify the stationary points (which
may correspond to the roton or the maxon). This is then combined with the dispersion
relation (5.23) equated to zero (the maxon is automatically excluded from this result as it
can never touch the zero energy axis). With some manipulation, the critical wavenumber
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Figure 5.2: Stability diagrams corresponding to the homogeneous ground state of Eq. (5.20) in the
(θ, εdd) plane for g > 0 (left column) and g < 0 (right column). Rows (a), (b) and (c) correspond
to σ � 0.1, 0.5 and 1.0 respectively. The blue (red) bands represent regions of phonon (roton)
instability, while white regions are stable. The magic angle, θm ' 54◦ is indicated in dashed black.
Note that dipolar interactions can act to either destabilise or stabilise the BEC. The latter situation
occurs when g < 0 but the net dipolar interactions are repulsive.

at which the roton touches zero energy is found to be

k2
c � −

mn0 g
π~2l2

⊥
µ0

{ [
1 +

16πl3
⊥

U0

3g

]
−

√[
1 +

16πl3
⊥

U0

3g

]2

−
4πl2

⊥
µ0

n0 gσ2

[
1 −

8πl3
⊥

U0

g

]}
.

While the above expression provides kc for known system parameters, we wish to pre-
dict the onset of the instability as a function of the dipole-dipole interaction strength εdd.
We can eliminate kc by combining the above expression with a rearranged version of the
dispersion relation (5.23) equated to zero:

k2
c +

16n0ml⊥U0

~2
U1D

( k2
c l2
⊥

2

)
+

2gn0m
πl2
⊥
~2

� 0 . (5.26)

These two equations can be solved iteratively to predict the critical εdd for the roton in-
stability to occur as a function of θ and σ, as will be presented below.

In Figure 5.2 we map out stability diagrams in the (θ, εdd) plane, showing the regions
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of roton instability (shaded red) and phonon instability (shaded blue). To give insight into
the role of the transverse condensate width, three values are considered: (a) σ � 0.1, (b)
0.5 and (c) 1. For each value, we distinguish between the g > 0 (left column) and g < 0

(right column) cases. The phonon instability is independent of σ throughout, and intu-
itively follows from the play-o� between the van der Waals interactions and the dipolar
contribution to the contact interactions. Consider, for example, the case of repulsive vdW
interactions. For θ � 0 the dipoles lie in the attractive end-to-end con�guration, andwhen
the dipoles are su�ciently strong (εdd > 1) they can overwhelm the repulsive vdW inter-
actions, inducing phonon instability. Conversely, for θ � π/2 the dipoles are side-by-side;
conventionally this is a repulsive con�guration, but in the regime of anti-dipoles (Cdd < 0)
this con�guration is attractive, and induces phonon instability when the anti-dipoles are
su�ciently strong (εdd < −2).

The regions of roton instability are sensitive to σ. For low σ (cases (a) and (b) in Figure
5.2), the roton instability arises only for attractive vdWs interactions (g < 0). Deep in the
1D regime (case (a)) the roton instability arises only in a narrow band in the (θ, εdd) plane;
as σ is increased this band expands (case (b)). However once a critical value (σcrit ∼ 0.8) is
exceeded, as per row (c), the roton instability shifts instead to appearing only for repulsive
vdW interactions (g > 0). The value of σcrit does not depend on the angle θ.

To further explore the shift of the roton instability from g < 0 to g > 0 for increasing
σ, Fig. 5.3 depicts the roton instability in the (σ, εdd) plane for the extreme polarisation
angles, (a) θ � 0 and (b) θ � π/2. In both cases it is seen that in the quasi-1D limit
(σ � 1) the roton instability band narrows, approaching the onset of the phonon insta-
bility (horizontal dashed line). However as σ is gradually increased, the roton instability
undergoes a change of sign at the critical value σ � σcrit. Figure 5.3 (c) shows the critical
wavelength de�ned as λc � 2π/kc plotted as a function of σ. It is seen that λc is mono-
tonically increasing, and is always greater than σ (equivalently λc > l⊥), indicating that
our one-dimensional analysis is valid. The inset to Fig. 5.3 (c) shows a zoomed in portion
of this graph centred around σ � σc , and clearly shows the discontinuity in λc , indicated
by the dashed blue line.

5.3 Stability of the harmonically trapped system

Here we extend the above analysis with the inclusion of an external harmonic trapping
potential. First, we explore the solutions to the dGPE in this regime. These can be cate-
gorised by introducing an e�ective local interaction parameter ae�, de�ned as

aeff � as

[
1 +

εdd
2

(1 − 3 cos2 θ)
]
. (5.27)
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Figure 5.3: Stability diagram in the (θ, εdd) plane as a function of σ for θ � 0 (a) and θ �

π/2 (b) with the position of the phonon instability indicated by the dashed black line. The critical
wavelength, λc � 2π/kc at which the roton becomes unstable is shown as a function of σ in (c).
The inset shows a zoomed portion of this �gure displaying the discontinuity in λc at σc ∼ 0.78.

If ae� > 0 then the net local interactions are repulsive and the ground state is an inverted
parabola as described in the Thomas-Fermi analysis. However, if ae� < 0 the net local
interactions are attractive and the ground state will be a bright soliton, which is the topic
of Ch. 8. Of course, the stability of these states depends on the dipolar interaction.

We illustrate the ground state solutions using the case of dipoles polarised perpendic-
ular to the z-axis (θ � π/2). The criteria then reduces to as (1 + εdd/2) > 0, or, in terms of
εdd, εdd > −2 for as > 0 and εdd < −2 for as < 0. Figure 5.4 maps the density n(z) of the
quasi-1D BEC as a function of εdd. The vdW interactions, characterised by the dimension-
less parameter β � as Nlz/l2

⊥
with lz �

√
~/mωz the axial harmonic oscillator length, are

�xed in amplitude throughout to two characteristic values; a low value |β | � 61, chosen
to show stable solutions for εdd < −2, and a larger value of β � 1500, where this region
is roton unstable. The role of dimensionality is explored through two nominal values of
σ. The choice σ � 0.05 shows stable regions for as < 0 and small β, and σ � 1/8 is an
experimentally realistic quasi-1D value.

A trapped dipolar BEC can develop a roton (�nite-momentum) minimum in its exci-
tation spectrum which, for certain parameters, can touch zero energy, triggering an in-
stability at �nite momentum [294]. Our quasi-1D BEC has three roton unstable regimes.
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Figure 5.4: Density pro�le n(z) of the quasi-1D dipolar BEC (polarisation perpendicular to the
axis), as a function of εdd. Only the regimes satisfying ae� > 0 are shown, with the line ae� � 0
indicated (red dashed line). The roton-unstable regions extend to εdd � ±∞.

The �rst also arises in the uniform system, as mapped out in the previous section; e.g., in
Fig. 5.4(a) this occurs for εdd >∼ −2 with as < 0. Two further roton unstable regimes arise
for large |εdd | (red bands in Fig. 5.4(a) and (b)). For increasing magnitude of β, which
can be achieved through a larger atom number, scattering length, or considering a more
3D system (increasing trap ratio ωz/ω⊥) these roton instability bands encroach towards
εdd � 0. Hence, in Figs. 5.4(b)-(d) there are no stable solutions for as < 0 (β < 0).

In order to show that these instabilities we observe are due to the roton we turn our
attention to the BdG equations for a trapped gas. In Appendix Awe have derived the BdG
equations for an arbitrary potential, by taking perturbations to the ground state ψ0 of the
form

δψ j (z , t) � u j (z)e−iε j t/~ − v∗j (z)e iε j t/~ , (5.28)

where ε j � ~ω j are the eigenenergies for the jth excitation. Upon substitution ofψ j � ψ0 + δψ j

into the dGPE and linearising the �uctuations to lowest order leads us to a system of cou-
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Figure 5.5: Excitation spectrum of an unstable gas. The emergence of the roton �ngers (red circles)
indicate the presence of density oscillations on the condensate density pro�le. Inset: Zoomed in
density pro�le. Parameters: β � 1500, θ � π/2 and σ � 1/8.

pled equations to solve

*.
,

Ĥ0 + 2
g

2πl2
⊥

|ψ0 |
2 +Φdd +X

g
2πl2

⊥

|ψ0 |
2 +X

−
g

2πl2
⊥

|ψ0 |
2
− X −Ĥ0 − 2

g
2πl2

⊥

|ψ0 |
2
−Φdd − X

+/
-

*
,

u j

v j

+
-
� ε j *

,

u j

v j

+
-
, (5.29)

where Ĥ0 is the single-particle Hamiltonian (Eq. (2.28)) and the operator

X f (z) � ψ0(z)
∫
∞

−∞

dzU1D(z − z′) f (z′) . (5.30)

Figure 5.5 shows the excitation spectrum of a condensate undergoing an instability.
By taking a stable initial solution, in this instance with εdd � 2.99, β � 1500, θ � π/2

and σ � 1/8, and dynamically increasing εdd into an unstable regime oscillations begin to
grow on the background density pro�le (see inset ibid.). These oscillations appear in the
excitation spectrum as roton �ngers, as seen in quasi-2D purely dipolar condensates [359].
These �ngers extend down to the zero energy axis and become unstable, triggering the
growth of the density oscillations. By taking the end of the �nger to be the critical wave-
length λc we can compare this with the observed wavelength on the density oscillations
and �nd excellent agreement.

The background BEC widens as εdd is varied away from the line aeff � 0, caused by
magnetostriction in the playo� between the vdW and DD interactions. This can be ac-
counted for within the Thomas-Fermi approximation, valid for strong repulsive interac-
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Figure 5.6: (a) Density pro�les (solid lines) with the TF prediction of Eq. (5.31) overlaid (dotted).
(b) The corresponding excitation spectrums for each density in (a). The parameters are |β | � 61,
θ � π/2, σ � 0.05, with εdd � −1.7 (blue lines), εdd � −74 (yellow lines) and εdd � 0 (red lines).

tions and based on neglecting density gradients. Generalizing previous derivations of the
Thomas-Fermi pro�le of the quasi-1D trapped BEC [360, 355] to include dipoles aligned
at an arbitrary angle θ leads to the Thomas-Fermi density [361],

nTF(z) �
(l⊥Rz/2l2z )2

aeff

[
1 −

z2

R2
z

]
, (5.31)

for z ≤ Rz , and nTF � 0 elsewhere, where Rz � [3aeff Nl4z/l2
⊥

]1/3 de�nes the Thomas-Fermi
half-width of the BEC. The angular dependence is intuitive: for axially-polarised dipoles
(perpendicularly-polarised), Rz is smaller (larger) than the non-dipolar case, consistent
with a head-to-tail (side-by-side) alignment shrinking (enlarging) the axial extent of the
cloud. The TF prediction typically agrees very well with the true pro�les, see Fig. 5.6(a),
with signi�cant deviations only when the net local interactions become small (aeff → 0)
or the condensate becomes more 3D (σ → 1).

While we have focussed on θ � π/2, the behaviour is qualitatively similar for all
θ > θm (where θm is the magic angle relative to the z-axis), albeit with shifts in aeff (ac-
cording to Eq. (5.27)) and the onsets of the roton instability. Meanwhile, for θ < θm the
dependence on εdd is e�ectively �ipped, as was discussed in Sec. 5.2.
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5.4 Summary

We have given the derivation for the quasi-1D dipolar system for a general axial potential.
By considering perturbations to the ground state we found that the quasi-1D system can
become unstable due to phonon or roton instabilities.

For homogeneous systems this revealed the sensitivity of the roton to the transverse
condensate size, σ, and the increase in the roton length scale as the dimensionality crossover,
σ ∼ 1, is approached. Wemapped out the stability diagram as a function of the interaction
parameters for this system, identifying suitable stable regions to explore possible soliton
solutions in the next Chapter.

In trapped systemswe found a similar picture to the homogeneous case, however there
are two new roton instabilities associated with the competition between the potential and
DDIs. By solving the BdG equations in these regions we found that the roton minimum
occurs with the appearance of roton �ngers, and becomes unstable when these touch the
zero axis.

83



6
Dark solitons in homogeneous
dipolar condensates

In this Chapter we numerically obtain the family of static and moving dark solitons in
a quasi-1D dipolar BEC as stationary solutions in static and moving frames. We map

out the stability diagram and form of the soliton solutions as a function of the strength
and polarisation direction of the dipoles, covering experimentally-relevant parameters.
The dark solitons can acquire dramatically modi�ed pro�les, including ripples close to
the roton instability. Moreover we show analytically that the absence of atoms in a dark
soliton causes it to act like a giant anti-dipole [362]. This induces a non-local contribution
to the soliton-soliton interactions which scales as 1/z3. This non-local contribution is ef-
fectively instantaneous and experimentally tunable in both strength and sign. When the
non-local interaction between the solitons is attractive, the balance with the conventional
repulsive soliton-soliton interaction supports bound states of two dark solitons, for which
no analogue exists in conventional condensates. We show that these bound states them-
selves have soliton-like properties in that they emerge unscathed from collisionswith each
other.

Figure 6.1: We consider an elongated Bose-Einstein condensate of atoms (shown as a density iso-
surface) with dipole moments (shown as arrows) which are co-polarised in a common direction.
For suitable interaction parameters, a dark soliton can be supported, characterised by a 1D density
notch and a non-trivial 1D phase slip.
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6.1 Dark soliton solutions

6.1.1 Non-dipolar dark solitons

In the absence of dipolar interactions (εdd � 0) and for repulsive s-wave interactions
(g > 0) it is well-known that the 1D GPE is integrable and supports dark soliton solutions
of the form [177, 178]

ψs(z , z0 , t) �
√

n0

[
β tanh

β(z − z0 − vt)
ξ

+ i
v
c

]
e−iµt/~. (6.1)

Here β �
√

1 − v2/c2, where v is the velocity of the soliton, c is the sound speed in the
condensate, and the dark soliton’s centre of mass is initially placed at z0. The family of
solitons commonly feature a density depression and a phase slip, with the depression
density, nd and total phase slip S related to the soliton speed, v, via v/c �

√
1 − (nd/n0) �

cos(S/2). The v � 0 “black” soliton (z � 0) has zero density at its centre and a π phase
slip, while the v � c soliton is indistinguishable from the background density. Since dark
solitons deplete the density pro�le, they are analogous to particles with negative mass
[179].

6.1.2 Dipolar dark solitons

We now set about exploring the dipolar dark soliton solitons across the important param-
eters of soliton speed v, polarisation angle θ, dipolar strength εdd, and condensate width
σ. We consider the dark solitons as stationary states in themoving frame, and obtain these
solutions by numerically solving the 1D dipolar GPE in the moving frame. The details of
this approach can be found in Sec. 3.3.

Figure 6.2(a,b) plots the spatial density pro�le n(z) of the black (v � 0) soliton solu-
tions as a function of εdd, for the extreme polarisation angles of (a) θ � 0 and (b) θ � π/2.
The former represents the typical behaviour for all solutions in the range θ < θm, and the
latter shows the converse. Figure 6.2(c,d) shows the corresponding plot for a �nite speed
case, v � 0.5c. The grey bands represent the range of εdd for which no stable conden-
sate exists, consistent with the corresponding stability diagrams presented in row (a) of
Fig. 5.2. Away from the unstable region, the density pro�les resemble the tanh2-density
of the conventional dark solitons, with a width of the order of the healing length ξ (which
should be noted is itself a function of εdd and θ). Near to the phonon instability (solid
lines) the density pro�le diverges in width; this is due to a cancellation between the lo-
cal interactions arising from the explicit van der Waals interactions and the implicit local
contribution to the DDIs, with a similar e�ect seen for vortices in 2D dipolar condensates
[363]. Meanwhile, as the roton instability (dashed lines) is approached, density ripples
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Figure 6.2: Density pro�les n(z) for (a) v � 0 and θ � 0, (b) v � 0 and θ � π/2, (c) v � 0.5c
and θ � 0 and (d) v � 0.5c and θ � π/2, as a function of εdd with σ � 0.1. The band (grey) of
instability is bounded by the onset of the roton (dashed) and phonon (solid) instabilities. Note that
either side of this unstable band, the system is stable for only g > 0 or g < 0, as indicated.

form symmetrically around the soliton, decaying as they recede from the core. For the
cases shown in Fig. 6.2, the ripples can rise to twice the background density with the
most prominent parts being the two dominant lobes either side of the dark soliton (see
also Fig. 6.3). They arise due to the soliton state mixing with the roton, an e�ect akin to
that predicted for vortices in 2D [205, 364, 363]. The ripples can be understood from an
energetic point of view by noticing that they occur when the dipolar interactions are re-
pulsive along the axial direction meaning that the system can lower its energy by placing
more dipoles near to the empty core. The repulsive dipolar interaction due to the lobes in
turn causes a density reduction next to them, then another peak, and so on. The ripples
are thus a direct e�ect of the long range nature of the dipolar interactions. Despite the
density modulations, the soliton depth still follows the relation nd/n0 � 1 − v2/c2, famil-
iar from non-dipolar dark solitons. We also �nd that the density modulations are slightly
enhanced for slower solitons.

The soliton modi�es the mean-�eld dipolar potential Φ1D(z) in a non-local manner.
We can glean some insight into this by considering the behaviour at long range. Expand-
ing the real-space dipolar pseudo-potential Eq. (5.11) around in�nity gives U1D(u) �

U0(4|u |−3
− 24|u |−5 + . . . ) [365]. Then, taking the non-dipolar soliton (6.1) as an ansatz,
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Figure 6.3: Density pro�les of the black (v � 0) soliton close to the (a) roton instability and the
phonon instability (b), for 3 values of σ. Since the roton instability shifts with σ, we consider
di�erent values of εdd in (a): εdd � 1.46 for σ � 0.1, εdd � 2.68 for σ � 0.2, and εdd � 7.60 for
σ � 0.3. In (b) we take εdd � 0.95 throughout.

the asymptotic form of Φ1D follows as,

Φ1D(z) ' Φ0

(
1 −

βn0ξl3
⊥

e2βz0/ξ |z0 − z |3

)
, (6.2)

where z0 is a short-range cut-o� to account for the asymptotic behaviour of the mean-
�eld dipolar potential. The two terms represent the background and soliton contribu-
tions to Φ1D, respectively. The 1/z3 decay of Φ1D demonstrates that the soliton appears
as a localised giant dipole, a key result of our work. This is intimately connected to the
exponentially-fast decay of the soliton density pro�le; at large distances the soliton pro�le
scales as n(z) ' (n0 − nmin)e−z/ξ. In contrast, a slow power-law-decaying density pro�le
would render the object as an extended dipole at all scales, as for vortices in 2D [363]. The
negative sign on the soliton contribution suggests that the soliton may be viewed as a col-
lection of anti-dipoles superposed on a homogeneous background of conventional dipoles.
This observation will help us below to interpret the modi�ed form of the soliton-soliton
collisions as due to the interaction of these anti-dipoles.

As previously discussed in Sec. 5.2, the roton and its instability is sensitive to the con-
densate width, σ. To determine the e�ect of σ on dark solitons, Fig. 6.3 compares the black
soliton solution close to the (a) roton instability and (b) phonon instability, for di�erent
values of σ. Note that we maintain σ < 1 throughout so to satisfy the governing criteria
for a quasi-1D condensate. As σ increases the system becomes less “1D" in nature and
the e�ects of dipolar interactions become more pronounced. At the roton instability, the
density ripples grow rapidly with σ, becoming as large as 15n0 for σ � 0.3 (dotted black
line). The length scale of the ripples also increaseswith σ; this is consistentwith the earlier
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homogeneous analysis, which showed the roton wavelength to increase with σ (Fig. 5.3
(c)). Meanwhile, at the phonon instability the soliton has a funnel shaped density pro�le,
which widens with σ. Having explored the dependency of σ we will employ σ � 0.1 for
the remainder of our work (the relevant homogeneous stability diagrams being shown in
row (a) of Fig. 5.2).

We brie�y comment on the manifestation of the phonon and roton instabilities on the
soliton solutions. Imagine crossing the phonon instability threshold, from the stable side
to the unstable side. The net interactions switch from repulsive to attractive, such that dark
solitons are no longer stable. At the same time the background condensate undergoes a
modulational instability, as per the non-dipolar attractive condensate [366], and fragments
into bright soliton-like structures (the stable structures under net attractive interactions).
Next consider crossing the roton instability, again from stable to unstable. The ripples
surrounding the dark soliton grow and we �nd the BEC eventually collapses. However,
in both cases, the sharp growth in density means that higher-order e�ects such as three-
body losses [67] and quantum �uctuations [221] become important. Such physics is not
contained within our dipolar GPE and is beyond the scope of this work.

6.1.3 Integrals of motion

The family of non-dipolar dark solitons [Eq. (6.1)] possess an in�nite number of integrals
of motion (viz. conserved quantities). The �rst three of these have a clear physical mean-
ing: the soliton normalisation, momentum, and energy [178, 147]. In order to calculate
�nite values for each of these quantities, we compute their renormalised versions, that is,
the di�erence between the quantity in the presence and absence of the soliton. In this
subsection we generalise these quantities for dipolar dark solitons and explore their de-
pendence on the dipolar parameters.

The renormalised norm and momentum of the dark soliton are de�ned as

Nsol �

∫
∞

−∞

dz (n0 − |ψ |
2) , (6.3)

Psol �
i~
2

∫
∞

−∞

dz
[
ψ
∂ψ∗

∂z
− ψ∗

∂ψ

∂z

] (
1 −

n0

|ψ |2

)
, (6.4)

where n0 is the homogeneous background density. The renormalised soliton energy can
be written as

Esol �

∫
∞

−∞

dz
[
~2

2m
����
∂ψ

∂z
����
2

+
g

4πl2
⊥

(n0 − |ψ |
2)2

]
+

1

4π

∫
∞

−∞

dkz n(−kz)Ũ1D(kz)n(kz) , (6.5)

where n(kz) � F
[
n0 − |ψ |2

]
. In the absence of a soliton, for which Φdd � Φ0 and |ψ |2 �

n0, this expression correctly reduces to zero.
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In the absence of dipoles and using the soliton solution (6.1), the renormalised norm,
momentum and energy follow as

N0
sol � 2ξn0β , (6.6a)

P0
sol � −

2~n0vβ
c

+ 2~n0 arctan

(
cβ
v

)
, (6.6b)

E0
sol �

4

3
n0~cβ3 , (6.6c)

where, recall, β �
√

1 − v2/c2. Meanwhile the e�ective mass of the non-dipolar dark soli-
ton is found from the relation m0

? � ∂P0
sol/∂v, and is given by

m0
? � −

4~n0β

c
. (6.7)

We evaluate the norm, momentum and energy of the dipolar solitons numerically ac-
cording to Eqs. (6.3-6.5). In the left rows of Fig. 6.4 (a-c) these conserved quantities are
plotted as a function of the soliton speed for three values of εdd, with the polarisation
angle �xed to θ � 0. Note that these three values of εdd correspond to 168Er parameters
(εdd � 0.4) and near to the phonon (εdd � 0.8) and roton instabilities (εdd � 5). Through-
out, the dipolar results show the same qualitative structure as the non-dipolar result (solid
black line), but can be quite di�erent quantitatively. The soliton norm Nsol [Fig. 6.4 (a),
left] decreases monotonically with speed due to the reduction in the soliton depth for
larger speeds, becoming zero for v � c when the soliton is indistinguishable from the
background. The soliton momentum Psol [Fig. 6.4 (b), left] also decreases monotonically
with v, due to the decreasing norm and decreasing phase gradient (the phase gradient de-
termines the local �uid velocity according to u(z) � (~/m)∂zS(z), where S(z) is the phase
pro�le) across the soliton. It has a universal value for v � 0 of Psol � π~n0 due to the π-
phase-step pro�le of the v � 0 solitons. The momentum becomes zero for v � c when the
norm and phase gradient reach zero. The dipoles have the greatest e�ect on Psol for inter-
mediate velocities. Finally, the soliton energy Esol [Fig. 6.4 (c), left] also decreases with v,
associated with the decreasing interaction energy as the soliton gets increasingly shallow
and the decreasing kinetic energy due to the reduced density and phase gradients, and at
v � c the energy Esol � 0.

Close to the phonon instability (blue dashed lines) the integrals of motion tend to be
larger than the non-dipolar case. This can be related to the wide funnel-shaped pro�le
which develops close to this instability. This vastly increases the e�ective volume of the
soliton core, i.e. the norm. This in turn raises the momentum and energy (in the latter
case, due primarily to the increased interaction energy associated with the larger density
depletion). The momentum and energy are also modi�ed by density gradients. Mean-
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Figure 6.4: Three integrals of motion, the soliton (a) norm, (b) momentum, (c) energy, as a function
of v/c (left column, with θ � 0) and θ (right column, with v � 0.5c). (d) The soliton e�ective mass
m? as a function of soliton velocity. All plots contain four lines showing the non-dipolar solution
(solid black), εdd � 0.4 (dotted red), εdd � 0.8 (dashed blue), and εdd � 5 (purple dot-dashed).
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while, close to the roton instability (purple dot-dashed line) the integrals of motion tend
to be smaller. The density ripples which form here act to reduce the e�ective volume of
the soliton core, which reduces the momentum and energy relative to the non-dipolar
case.

Finally, in the right rows of Fig. 6.4 (a-c) the conserved quantities are plotted as a func-
tion of the polarisation angle for the three values of εdd, while keeping the soliton speed
�xed (v � 0.5c). The non-dipolar result is constant in each plot. What is particularly
prominent is that the θ dependence is the same for all 3 integrals of motion, with only
the scale changing. At the magic angle, θm ≈ 0.3π, the integrals equal the non-dipolar
result, due to the vanishing of the dipolar potential here. Note that the gap in the curve for
εdd � 5 is due to the absence of stable solutions here, consistent with the stability diagram
in Fig. 5.2 (a).

The e�ectivemass of the soliton, de�ned as m? � ∂Psol/∂v, is shown in Fig. 6.4 (d). The
e�ective mass is negative throughout, tending towards zero e�ective mass when v � c,
as expected. For most cases the e�ective mass increases monotonically with v. How-
ever, close to phonon instability it has a unusual form, being approximately constant for
v/c . 0.4 and decreasing to a local minimum at v/c ≈ 0.75.

6.2 Dynamics of dipolar dark solitons

In this section we explore the rudimentary dynamics of the dipolar dark solitons. In par-
ticular we seek to establish their soliton-like nature. We will approach this by reference to
the general de�nition of a soliton given by Johnson andDrazin [149], which is of three key
properties: (i) permanent form, (ii) localised within a region of space, and (iii) emergence
from collisions unchanged, barring a phase shift. The results presented here are based
on numerical propagation of the 1D (lab-frame) dipolar GPE using the Crank-Nicolson
method, using a suitable initial condition featuring soliton solutions obtained from the
BCGMmethod.

6.2.1 Propagation

Figure 6.5 shows the evolution of a v � 0.5c dipolar dark soliton (with �xed θ � 0) for
three values of εdd: 0.4 (corresponding to 168Er), 0.8 (close to the phonon instability) and
5 (close to the roton instability). Insets show the density and phase pro�les across the
soliton. For all three cases, the soliton maintains a permanent and localised form, with no
radiative losses. It also undergoes centre-of-mass translation at the expected speed. As
such, these states satisfy the soliton criteria (i) and (ii) above. It is alsoworth observing the
phase pro�le across the soliton. For εdd � 0.4 [Fig. 6.5(a)], the phase pro�le is practically
identical to that of the non-dipolar dark soliton, with a tanh-shaped step which relaxes
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Figure 6.5: Single dipolar dark solitons propagating with unchanging form with speed v � 0.5c
(and θ � 0) for (a) εdd � 0.4 (168Er parameters), (b) εdd � 0.8 (close to the phonon instability),
and (c) εdd � 5 (close to the roton instability). Top left insets show the soliton density pro�le and
bottom right insets show the soliton phase pro�le.

to the asymptotic value over a short length scale of the order of the healing length. Close
to the instabilities, the phase relaxes over a much larger length scale, of around ∼ 50ξ

close to the phonon instability [Fig. 6.5(b)] and around 400ξ close to the roton instability
[Fig. 6.5(c)]. In all cases the total asymptotic phase slip is the same as for the non-dipolar
soliton (this is not directly evident from the inset in (c) due to the limited length range of
this plot). Close to the instabilities the phase pro�le also features distinctive prominences.
At the phonon instability these are broad, while at the roton instability they are of order
of the roton length scale.

6.2.2 Collisions

In non-dipolar systems the interaction between multiple dark solitons has been experi-
mentally observed and theoretically studied [187, 367]. In a symmetric collision for soli-
tons satisfying 0 < v/c < 0.5 the s-wave interactions create a repulsive force causing
the solitons to appear to re�ect at short distance. For velocities satisfying 0.5 ≤ v/c < 1

the solitons appear to pass through each other. In both cases the outgoing solitons are
unchanged from the incoming form, barring a phase shift. Here we explore the soliton
collisions further, exploring the role of the experimentally-tunable interaction parameter
εdd and the soliton speed. We investigate the e�ect of the dipolar contribution near to the
instabilities, for a system comprised of 168Er atoms [16], with polarisation θ � 0.

Figure 6.6 presents a series of dark soliton collisions for (left column) slow incoming
solitons (v � ±0.1c) and (right column) faster solitons (v � ±0.5c), and for various values
of εdd. For comparison, the non-dipolar collisions are also shown (row (a)); these con�rm
the apparent bouncing for low collisional speeds and apparent transmission for higher
speeds. For relatively weak dipolar interactions (row (b), εdd � 0.4) the soliton collisions
are virtually indistinguishable from the non-dipolar case, with a short-range-dominated
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Figure 6.6: Collisions of two dark solitons at low speed (v � ±0.1c, left panels) and higher speed
(v � ±0.5c, right panels) for (a) εdd � 0, (b) εdd � 0.4, (c) εdd � 0.8 and (d) εdd � 5. The
polarisation angle is taken to be θ � 0.
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interaction and the solitons emerging unscathed.
For stronger dipolar interactions (row (c), εdd � 0.8), the dipolar interactions have a

noticeable e�ect on the soliton interactions, particularly at low speeds. Here the solitons
appear to bounce at a considerably greater separation than the non-dipolar case. This
e�ect can be directly related to the dipolar interactions. Since θ � 0 and Cdd > 0 for
this case, the dipoles lie end-to-end and attract each other. However, the dark soliton is
an object with negative e�ective mass, and thus experiences the opposite of this force,
hence they repel each other1. This repulsive contribution to the dark soliton interaction
will arise whenever the dipoles are net repulsive, i.e. when Cdd > 0 with θ < θm or when
Cdd < 0 with θ > θm . The repulsive nature of the collision becomes washed out at higher
incoming speeds (row (c), right panel). While the soliton collision is stable at low speed
(left panel), at high speed the collision is inelastic, with energy lost from the solitons via
the emission of sound waves (visible as bands propagating away from the collision at the
speed of sound).

The case of εdd � 5 (row (d)) instead has Cdd < 0, i.e. repulsive dipoles. This in turn
leads to an attractive contribution to the soliton interaction, and this is clearly observed
in the corresponding soliton collisions. Note the distinctive sharp “pinching” of the soli-
tons during their collision at low speed. More generally, this attractive contribution arises
whenever the dipolar interactions are net attractive, i.e. when Cdd < 0 with θ < θm or
when Cdd > 0 with θ > θm . Here, for both low and higher incoming speeds, the collisions
are inelastic through sound emission.

Note that when the dipoles are polarised at the magic angle θm the dynamics are
equivalent to the non-dipolar case.

Away from the phonon and roton instabilities, the solitons collide elastically, and emerge
unscathed from the collision. This satis�es the third soliton criteria outlined above. How-
ever, close to the instabilities, the collisions become dissipative, with sound being radiated
away. This is particularly prevalent for higher speed collisions. We note, however, that the
energy dissipated into sound waves during a single collision is typically very small, for
example, in the maximally-dissipative case presented in Fig. 6.6 ((d), right panel), the en-
ergy loss is ∼ 10−3%Esol.

1Consider Newton’s second law for a negative e�ective mass m � −|m?|,

F � ma � −|m?|a �⇒ a �
1

|m?|
∇V, (6.8)

Thus the force exerted from an attractive potential will cause the “particle” to be repelled.
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6.3 Two-soliton interaction potential and bound states

Wecan further understand the soliton-soliton interaction through an e�ective particle-like
interaction potential. First, we state the analytic two-soliton solution to the non-dipolar
1D GPE [147],

ψ2s(z , q) � {F(z , q)/G(z , q)} exp
(
−iµt/~

)
(6.9)

with,

F(z , q) � 2
√

n0

[
(1 − 2v2/c2)cosh(2βq/ξ) − (v/c) cosh

(
2βz/ξ

)
+ i2(v/c)βsinh(2βq/ξ)

]
,

G(z , q) � 2cosh(2βq/ξ) + 2(v/c)cosh(2βz/ξ) ,

for separation between the two solitons q. Using this as an input to the energy equation
Eq. (6.5), we �nd the interaction energy of two solitons at z1 and z2 (de�ned by their
density minima), with separation q � |z1 − z2 |, as,

V (q) � Esol[ψ2s(z , q)] − Esol[ψs (z , z1)] − Esol[ψs (z , z2)] . (6.10)

This estimate V (q) is calculated semi-analytically based on the non-dipolar two-soliton
solution with small incoming speed (for larger speeds, the e�ective masses of the solitons
change considerably during the collision, complicating this particle-like picture)2. Figure
6.7(a) shows the soliton-soliton interaction potential, again for 168Er parameters. The non-
dipolar contribution V0 (dashed red line) dominates only at short-range, consistent with
the repulsive bouncing of two non-dipolar solitons [Fig. 6.6(a)].

For θ � 0, the dipolar interaction potential Vdd (black dot-dashed line) is repulsive and
non-local, consistent with the bouncing at increasing separation observed in Fig. 6.6(c).
However, for θ � π/2, Vdd (blue dotted line) is attractive at long-range. The playo� be-
tween this non-local attraction and the short-range repulsion from V0, conspires to form a
total potential (solid black line) analogous to the Lennard-Jones inter-atomic potential: an
energy minimum at �nite q, with rapidly increasing potential at short-range and slowly
increasing potential at larger range. This raises the prospect of forming a two-soliton
bound state, analogous to a diatomic molecule.

The possibility of supporting a two-soliton bound state is probed through GPE sim-
ulations starting with two stationary solitons a distance q0 apart, shown in Fig. 6.7(b)-
(d). For su�ciently small q0 (a), the solitons initially feel a strongly repulsive short-range
interaction, repel and acquire su�cient kinetic energy to escape to in�nity. For greater

2Note that the true V (q) is �ipped (V (q) → −V (q)), but due to the negative e�ective mass of the solitons
we have presented the data as it appears in Fig. 6.7(a) for visual ease.
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Figure 6.7: (a) Soliton-soliton interaction potential V as a function of separation q for εdd � 0.4
and θ � π/2 (estimated using the non-dipolar two-soliton solution in the low speed limit with
arbitrary value v � 0.001c). The local minimum indicates a bound state. The non-dipolar V0 and
dipolar Vdd contributions are indicated. (b)-(d) Corresponding GPE dynamics starting from two
stationary solitons a distance q0 apart. For (a) q0 � 4ξ, the solitons repel, while for (b) q0 � 5ξ
and (c) q0 � 10ξ, bound state oscillations are evident.

separations, e.g. (b) and (c), the solitons initially have negative potential energy and are
restricted to execute oscillations in q about the potential minimum, analogous to vibra-
tional modes of a diatomic molecule. For large initial separations q0 � qmin, the solitons
experience a weak gradient in V (q) and undergo slow oscillations.

Well away from the roton instability and phonon instability, these bound-state oscil-
lations persist ad in�nitum (within the zero-temperature GPE). However, close to these
instabilities, repeated sound emission during the collisions leads to the counter-intuitive
situation where the solitons increase their oscillation amplitude and ultimately escape the
bound state by losing energy; this is related to the negative e�ective mass of the soliton
and is analogous to anti-damping e�ects in external potentials [179].

We further investigate the properties of the bound state by considering its interaction
with another bound state. Figure 6.8 depicts the collisions of two counter-propagating
bound states at (a) low and (b) high speed. These moving bound states are formed by
repeating the abovemethod for forming bound states, but where both initial solitons have
the same non-zero speed. First, it is worth observing from the plot that the bound states
are stable to centre-of-mass motion at constant speed. For both low and high speed, the
two bound states emerge unscathed from the collision, with their original speeds and
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Figure 6.8: Collision of two counter-propagating bound states, with speeds (a) v � 0.01c and (b)
v � 0.5c In both cases, the bound states emerge unscathed from the collision, with the only net
e�ect being a phase shift of the outgoing waves (for the high speed case this phase shift is only just
visible).

with no radiative losses. The only net di�erence is that the outgoing bound states both
feature a translational o�set, termed a phase shift. This is considerably larger for the low
speed case, and is just visible in the high speed collision. At low speed, the bound states
appear to bounce o� each other, just like in the collision of two slowdark solitons [Fig. 6.6],
while at high speed the bound states appear to pass through each other, again analogous
to the corresponding behaviour of two fast colliding dark solitons [147]. Note that for the
high speed case, the solitons in each bound state appear to move in parallel; this is simply
because the period of the bound state oscillation is considerably longer than the timescale
of the �gure and the collision. We have repeated these simulations over a wider range of
incoming speeds, and �nd the same qualitative soliton-like behaviour throughout. These
results demonstrate the striking property that the bound states themselves behave like
solitons in their interactions with other bound states.

Furthermore, analysing the collision between a bound state and a single incident dark
soliton shows the same behaviour, with the single soliton and bound state emerging un-
scathed from the collision, barring a phase shift.

6.4 Summary

In this work the family of dark solitons supported in a quasi-one-dimensional dipolar
Bose-Einstein condensatewere studied. Abi-conjugate gradientmethodwas implemented
to numerically obtain these non-trivial solitons as stationary solutions in themoving frame,
as a function of the dipole-dipole interaction strength (εdd), the polarisation angle θ and
the soliton speed. The phonon and roton instabilities of the system play a key role in
modifying the density and phase pro�les of the solitons, which can deviate signi�cantly
from the non-dipolar form in these regimes. The dipolar dark solitons were characterised
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in terms of their integrals of motion (norm, momentum and energy). Due to the modi-
�ed pro�les in the presence of dipolar interactions, these quantities di�er from their non-
dipolar form, particularly so close to the instabilities.

In isolation, the solitons propagate with unchanged form throughout the parameter
space. Away from the instabilities their collisions are elastic, but become dissipative via
emission of sound waves close to the instabilities. Thus, close to the instabilities these
structures deviate from solitons in a strict sense, although it should be noted that the
energy dissipated in a single collision is very small.

The solitons approximate giant localised dipoles, and have non-local soliton-soliton
interactions, controllable through the direction of polarisation of the dipoles. When at-
tractive, and in combination with the conventional short-range repulsive interaction, un-
conventional dark soliton bound states can be realised. These bound states are stable to
centre-of-mass propagation at constant speed. Remarkably, they act themselves like soli-
tons during collisions, emerging with unchanged form and speed.

The above soliton behaviour occurs robustly across a wide parameter space, accessi-
ble to dipolar BEC experiments [12, 65, 15, 16] and with current dark soliton generation
and imaging capabilities [188, 186, 187]. These dipolar dark solitons extend the range of
physics of dark solitons as mesoscopic probes of quantum physics [191] to include the
interplay with magnetism. Moreover, the e�ectively instantaneous non-local soliton in-
teraction, and its capacity to be experimentally tuned at will, o�ers intriguing possibilities
for the controlled study of non-locality in complex networks [338], soliton gases [368] and
super-solitons [369].
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7
Dark solitons in con�ned dipolar
condensates

Remarkably, the (non-dipolar) dark soliton, a collective excitation, behaves to �rst or-
der as a classical particle with negative e�ective mass, acting under the external

potential [178, 147]. For example, in harmonically-trapped BECs, the soliton oscillates at
a characteristic ratio ω/

√
2 of the trap frequency ω [179, 370–378], as con�rmed experi-

mentally [187]. This robust result, insensitive to the microscopic atomic interactions, is
a signature of matter-wave dark solitons. In this Chapter we establish the form and dy-
namics of these fundamental structures in trapped BECs featuring dipole-dipole atomic
interactions. Interestingly, the oscillations become strongly dependent on the strength
and polarisation of the dipolar interactions, and an extended non-local characteristic is
evident. We establish these solutions and their oscillatory behaviour, based on one- and
three-dimensional mean-�eldmodels, and demonstrate that they are accessible to current
experiments.

7.1 Dipolar dark solitons in a trapped BEC

We can specify a criterion for dark soliton to exist in the dipolar BEC. Within the local
density approximation, the interaction terms in the 1D dipolar GPE reduce to ~ω⊥[2as −

add(1+3 cos 2θ)/2]n(z), where n(z) � |ψ |2 is the axial density pro�le. Enforcing these net
interactions to be repulsive (positive) leads to the rudimentary criterion to support dark
solitons,

aeff � as

[
1 +

εdd
2

(1 − 3 cos2 θ)
]
> 0, (7.1)

where aeff is an e�ective s-wave scattering.
Similarly to the soliton-free case Sec. 5.3 we illustrate the dark soliton solutions using

the case of dipoles polarised perpendicular to the z-axis (θ � π/2). The criteria (7.1) then
reduces to as (1 + εdd/2) > 0, or, in terms of εdd, εdd > −2 for as > 0 and εdd < −2 for
as < 0. We only consider the solutions in these ranges; stable dark solitons require positive
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Figure 7.1: Density pro�le n(z) of the quasi-1D dipolar BEC (polarisation perpendicular to the
axis) featuring a central black soliton, as a function of εdd. The vdW interactions satisfy (a) |β | �
61, (b) β � 1500, and the trap frequency ratio ωz/ω⊥ � 0.0025 (σ � 0.05). Only the regimes
satisfying Eq. (7.1) are shown, with the line aeff � 0 indicated (yellow dashed line). The color
scale is normalised to the peak density of the soliton-free BEC, n0(z � 0) [see Fig. 5.4]. The roton-
unstable regions extend to εdd � ±∞. (c) Example density pro�les, for εdd � −1.7 (blue lines),
εdd � −74 (red lines) and εdd � 0 (yellow lines).

chemical potential µ > 0, the boundary for which remains close to the criteria speci�ed
based on the local density approximation, Eq. (7.1). Figure 7.1(a) maps the density n(z)
of the quasi-1D BEC featuring a central black soliton, as a function of εdd. As a reminder
of the notation from Sec. 5.3 the vdW interactions, characterised by the dimensionless
parameter β � as Nlz/l2

⊥
with lz �

√
~/mωz the axial harmonic oscillator length, are �xed

in amplitude throughout to two characteristic values; a low value |β | � 61, chosen to show
stable solutions for εdd < −2, and a larger value of β � 1500 where this region is roton
unstable. This black soliton state corresponds to the �rst excited state of the BEC [147],
and is obtained by numerical integration of the 1D dipolar GPE in imaginary time (using
a Crank-Nicolson scheme) subject to a π-phase step at the origin.

The black soliton appears as a density notch at the origin, set upon the background
BEC. For εdd � 0 and with as > 0 the numerical solution (yellow line in Fig. 7.1(c)) closely
approximates the product of the exact black soliton solution in a uniform system [177, 178]
and the background density nb(z), i.e. n(z) � nb(z) tanh2(z/ξ), where ξ � 1/

√
4πn0as is

the healing length at the BEC centre. For εdd , 0, and away from aeff � 0 and the roton in-
stabilities, this approximate form holds, with as replaced by aeff . However, close to a roton
instability the dark soliton develops distinctive peripheral density ripples (e.g. red line in
Fig. 7.1(c)), due to the mixing of the roton mode into this state, as reported in Sec. 5.3.
Meanwhile, as aeff � 0 is approached, the soliton broadens while the background BEC
shrinks. This is expected from observing single solitons near to the phonon instability, for
example Fig. 6.3.
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Figure 7.2: Density dynamics of a dark soliton in the quasi-1D dipolar condensate for (a) εdd �

−1.7, (b) εdd � 0, and (c) εdd � −5.5. These values correspond to close to aeff � 0, the non-dipolar
case, and close to the roton instability, respectively. Remaining parameters as in Fig. 7.1. Time is
expressed in units of τ � 1/ωz .

7.2 Soliton dynamics

Next we study the oscillation dynamics of the dark soliton, from the initial condition of
an o�-centre black soliton at z0 � 0.5lz , although our �ndings are insensitive to the initial
o�set. Note that this choice of o�set gives 0.01 < z0/Rz < 0.15, that is, that the soliton
is located within the central region of the condensate, away from the edges. Identical
results are obtained by using the product of the background BEC and a travelling dark
soliton solution from the uniform system [197, 196]. Figure 7.2 shows three example cases
with di�ering εdd (close to aeff � 0, the non-dipolar case εdd � 0, and close to a roton
instability). Throughout, the soliton oscillates sinusoidally and stably through the BEC,
with preserved form and oscillation amplitude. These stable oscillations exist through-
out the stable regime of the background condensate. It is clear, however, that the oscilla-
tion period changes with εdd (even for condensates with similar sizes and curvatures, c.f.
Figs. 7.2(b) and (c)). Furthermore, in Fig. 7.2(a) there is evidence that the soliton-sound
interactions are activating the dipole mode of the condensate, an e�ect which has been
studied in non-dipolar condensates [379].

To explore the in�uence of dipolar interactions on the soliton oscillation frequency
further, Fig. 7.3 plots the oscillation frequency ωs of the soliton coordinate (de�ned as
the point of minimum density) based on the 1D dipolar GPE for |β | � 61 (red triangles)
and 1500 (red crosses). For εdd � 0 we recover the established result for the non-dipolar
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Figure 7.3: Oscillation frequency of the dark soliton (starting as an o�-centre black soliton) based
on the 1D dipolar GPE (red symbols), 3D dipolar GPE (blue symbols). The system parameters
are as Fig. 7.1, but with two values of |β | � 61, 1500; the 3D system also assumes 164Dy atoms,
ω⊥ � 2π × 16 kHz and |as | � 50a0, where a0 is the Bohr radius. The 3D system is stable only in
the range of markers.

system, ωs ≈ ωz/
√

2 [179]. More generally, ωs varies sensitively with εdd, deviating by
up to 60% from the non-dipolar frequency. In comparison, for εdd � 0, the deviation
from ωz/

√
2 is only signi�cant in the very weakly-interacting limit β <∼ 1; for example, a

non-dipolar system with comparable condensate and soliton sizes to Fig. 7.2(a) oscillates
to within 5% of ωz/

√
2. The scale of this sensitivity is surprising given that the other

collective oscillations - the shape oscillations - in elongated dipolar BECs varymuchmore
weakly with εdd (see, e.g. Fig. 11(a) of Ref. [380]).

To assess the role of dimensionality, we have conducted the corresponding simula-
tions using the full 3D dipolar GPE [381, 382]. The dimensional stability of the dark soli-
tons in this system is con�rmed. Moreover, the 3D oscillation frequencies (blue markers
in Fig. 7.3) are similar to the 1D results, although the roton unstable regimes encroach
to lower εdd in 3D. For example, the 3D BEC is stable for −10 <

∼ εdd <
∼ −3 for as < 0

and −2 <∼ εdd <∼ 16 for as > 0. The decreased stability in 3D is due to the role of trans-
versemagnetostriction in facilitating the roton instability [294]; indeed, as the ratio ωz/ω⊥
is decreased (system made more elongated), the roton instability is suppressed and ap-
proaches the 1D behaviour.

Finally, we use 3D simulations to examine the dark solitons achievable in the elon-
gated system of a recent experiment [221] with 164Dy atoms (add � 132a0), θ � π/2 and
(ω⊥ , ωz) � 2π × (128, 2) Hz, with variations of εdd achieved through Feshbach tuning of
as [383] (this is distinct to our previous results where β was �xed). Alongside introduc-
ing an o�-centre black soliton into the initial condition (as done so far), we also imprint
a π-phase step in real time, akin to experimental engineering of dark solitons [182, 188].
This generates a soliton plus sound waves. The oscillation frequency and phase diagram
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Figure 7.4: Oscillation frequency and phase diagram for a dark soliton in a 164Dy BEC with Fes-
hbach tuning of as , based on a recent experiment set-up [221]. Shown are cases where the soliton
is imposed in the initial condition (blue triangles, as per Fig. 7.1) and imprinted in real time (red
crosses). Outside of the dark soliton regime, the condensate is either roton unstable (red), an attrac-
tive condensate incapable of supporting dark solitons (grey), or the dark solitons are dimensionally
unstable. Parameters: θ � π/2, (ω⊥ , ωz) � 2π × (128, 2) Hz, add � 132a0 and N � 10000.

is depicted in Fig. 7.4. Stable dark solitons are supported for 0.4 <∼ εdd <∼ 1.8; across this
range ωs changes by a factor of two. Above this range, the roton instability arises, match-
ing the observed experimental value of condensate collapse for this system. Below this
range, the dark solitons undergo the snake instability into vortex rings. This is because
the regime of small positive εdd corresponds to large positive as and hence a small healing
length; when this becomes smaller than the transverse system size, the condensate leaves
the quasi-1D regime and becomes 3D in nature. For negative εdd, i.e. negative as , the large
and attractive contact interactions dominate to form a net attractive trapped condensate,
in which dark solitons are not supported.

7.3 Analytic consideration of the oscillation frequency

In this Section we extend the main analytical approaches for describing the particle-like
motion of non-dipolar dark solitons in trapped condensates to include dipolar interac-
tions.

The approach we consider follows that presented by Frantzeskakis [147] for the non-
dipolar case, which we adapt to include the e�ect of the non-local dipolar interactions.
This approach uses on the de�nition of the renormalised soliton energy, stated again here
as

Esol �

∫
∞

−∞

dz
[
~2

2m
����
∂ψ

∂z
����
2

+
g

4πl2
⊥

(n0 − |ψ |
2)2

]
+

1

4π

∫
∞

−∞

dkz n(−kz)Ũ1D(kz)n(kz) , (7.2)

and the non-dipolar dark soliton solution Eq. 6.1.
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As reported in this thesis, away from the roton and phonon instabilities, the true dipo-
lar dark soliton of the homogeneous system closely matches the (non-dipolar) Shabat-
Zakharov soliton (6.1) with the modi�ed scattering length aeff (as de�ned in Eq. (7.1)).
Within the local density approximation, these e�ective contact interactions account for
the e�ect of the dipolar interactions on the healing length and speed of sound of the sys-
tem, which in turn specify the absolute size and speed of the soliton. Thus we proceed
by approximating the dipolar dark soliton solution as an ansatz given by the Zakharov-
Shabat solution (6.1) but with as 7→ aeff . The mapping of the homogeneous chemical
potential follows as µ � 2~ω⊥n0as 7→ µ � 2~ω⊥n0as [1 −

1
4εdd(1 + 3 cos 2θ)].

For this ansatz the Fourier transformof the renormaliseddensity, f̃ (kz) � F
[
n0 − |ψs |

2] ,
is a function which decreases exponentially with momentum as 1/ξ. Precisely, in our
convention of the Fourier transform, f̃ (kz) � −πkzξ2n0cosech

(
kzπξ
2βv

)
e iz0kz . The Fourier

transform of the dipolar potential Ũ1D(kz) on the other hand is a function decreasing as
1/l⊥. Dimensional stability of the dark soliton requires l⊥ < ξ. Thus in the integral (7.2)
one can approximate Ũ1D(kz) with its expansion around kz � 0,

Ũ1D(q) � 4U0l⊥
(
qeqE1[q] −

1

3

)
≈ −4U0l⊥

(
q [γ + log

(
q
)
] +

1

3

)
, (7.3)

where q � k2
z l2
⊥
/2, U0 � Cdd(1+3 cos 2θ)/32πl3

⊥
and γ ≈ 0.56 is the Euler-Mascheroni con-

stant. Within these approximations, the renormalised energy of the dipolar dark soliton
in a homogeneous system as per Eq. (7.2) is,

Esol �
4

3
n0~cβ3

v −
Cddn2

0 (1 + 3 cos 2θ)
2π5ξ

{
π4

15

[
γ + log

(
2β2

v l2
⊥

π2ξ2

)]
+K4

}
β5

v , (7.4)

whereKn �
∫
∞

−∞
du un log

(
u2) cosech2u andK4 ≈ 9.73. In the absence of dipoles (Cdd=0)

this reduces to the well-established result Esol �
4
3 n0~cβ3

v [147, 178]. The second, addi-
tional term accounts for the dipolar interactions.

Now, to extend this prediction for the soliton energy from a homogeneous condensate
to a trapped condensate, we can adopt the method described by Frantzeskakis [384, 147]
in which Eq. (7.4) is assumed to hold locally for a background density which varies slowly
in space n(z). We replace all density dependence in Eq. (7.4) with the varying density of
the harmonically-trapped condensate. We write this density analytically in the Thomas-
Fermi limit as n(z) � n0−mω2

z z2/4~ω⊥aeff , with aeff de�ned in the main paper, andmake
the replacement n0 7→ n(z), including c 7→ c(z) and ξ 7→ ξ(z), in Eq. (7.4).

Then, expanding the equation in the limit of slow solitons, and after some manipula-
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tion, we write the result in the form,

E(z , v) � E0 +
1

2
ms v2 +

1

4
msω

2
z z2 . (7.5)

This describes the soliton as a particle with e�ective mass ms and rest mass energy E0.
The e�ective mass is given by,

ms � −

√
2n0

as
l⊥m(

1 − 1
4εdd(1 + 3 cos 2θ)

)
+

5Cdd(1 + 3 cos 2θ)n3/2
0

4
√

2π5l3
⊥
ω2
⊥

a1/2
s

(
1 − 1

4εdd(1 + 3 cos 2θ)
)2

{
π4

15

[
γ +

2

5
+ log

(
4n0as

π2

)]
+K4

}
.

(7.6)

and the rest mass energy is,

E0 �
4

3
*.
,

2~3n3
0asω⊥

m
(
1 − 1

4εdd(1 + 3 cos 2θ)
)2

+/
-

1/2

−
Cdd(1 + 3 cos 2θ)n5/2

0 a1/2
s

√
2π5l⊥

(
1 − 1

4εdd(1 + 3 cos 2θ)
)2

{
π4

15

[
γ + log

(
4n0as

π2

)]
+K4

}
. (7.7)

This result tells us that the dipolar dark soliton behaves as a non-dipolar dark solitonwith
dipolar e�ective mass and predicts the soliton oscillation frequency to be,

ωs �
ωz
√

2
. (7.8)

This incorrect prediction tells us that the observed soliton oscillation frequency is not
obtainable from the energy, with the assumptions used.

Note that if the true (numerically-obtained) dipolar dark soliton solution is employed,
then the soliton energy, Eq. (7.4), gives close agreement with the prediction of Eq. (7.5),
in the appropriate limit (small soliton oscillation amplitude, low speed, and a Thomas-
Fermi-like background condensate).

We further explore the role of the local density approximation through the law of
conservation of energy, removing the assumption of a stationary soliton from the previous
analysis. We compare the energy of a soliton at two instances in time, denoted in Fig. 7.5
with A and B. Situation A corresponds to the initial condition, t � 0, when the soliton
is at position z � z0 with v � 0. Then the soliton accelerates in the harmonic potential
and situation B is reached when the soliton passes the center of the trap - then its position
is z � 0 with the maximal velocity. We observed numerically that the soliton is moving
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Figure 7.5: Left: Density of the atomic cloud with soliton as a function of time and position. Right:
Schematic cut through density pro�le at two instances of times: t � 0, situation A, when the soliton
is displaced from the trap center by z0 and it has a zero velocity, and t � π/(2ωs), situation B,
when the soliton is at a quarter of period, passing the center of the trap with the velocity ωsz0.

periodically in the potential (see example in the left panel of Fig. 7.5). Hence, at situation
B, the velocity of the soliton should be equal to z0ωs. In what follows we rewrite the
estimation of the energy, Eq. (7.5), in terms of the chemical potential and velocity of a
dipolar soliton:

E(µ, v) � A0(µ − mv2)3/2 + A1(µ − mv2)5/2

+ B1(µ − mv2) log

(
µ − mv2

~ω⊥

)
. (7.9)

The exact form of the coe�cients A0, A1 and B1 do not play any role in the derivation
below. If we assume the Thomas-Fermi pro�le of the gas, then: µ(z) � µ0(1 − z2/R2

z ),
where Rz �

3
2

N g̃
~ωz

, µ0 �
3N g̃
4Rz

and g̃ � 2~ω⊥as (1− εdd(1 + 3 cos 2θ)/4). The energies in both
situations, A and B, read:

EA � E(µ(z0), v � 0)

� A0µ(z0)3/2 + A1(µ(z0))5/2 + B1(µ(z0)) log

(
µ(z0)
~ω⊥

)
,

EB � E(µ0 , v � z0ωs )

� A0(µ − m(z0ωs )2)3/2 + A1(µ − m(z0ωs )2)5/2 + B1(µ − m(z0ωs )2) log

(
µ − m(z0ωs )2

~ω⊥

)
.

The comparison between both energies is done only in the limit ε � z0/Rz � 1, so for
solitons relatively close to the trap center. We expand the identity EA � EB to the second
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order of ε. Simple algebra gives

ω2
s �

µ0

mR2
z

�⇒ ω2
s �

ω2
z

2
. (7.10)

The derivation is based on the following approximations:

1. Approximate formula for the soliton energy

2. Local density approximation

3. Expansion with respect to the small parameter z0/Rz

The last approximation seems to be very reasonable - even for the gas with van der
Waals interaction only we expect that the sinusoidal oscillation with frequency ωz/

√
2 is

valid for solitons localised close to the center of the trap.
We believe the inaccuracy of the local density approximation is due to the long-range

interactions between the soliton and background �uid, negating the applicability of the
separation of the two.

This discrepancy is not accounted for by the e�ective mass of the soliton: the denom-
inator of

√
2 in the predicted non-dipolar oscillation frequency is related to the soliton

having an e�ective mass of Ms � 2m. We have evaluated, and corrected for, the e�ective
mass of the soliton and �nd no signi�cant e�ect. The incapability of conventional meth-
ods describing solitons in terms of a particle model, so successful for non-dipolar dark
solitons, used to describe the observed oscillations leads us to conclude that the dipolar
dark solitons are inherently extended and non-particle-like excitations, which cannot be
decomposed from the background BEC.

7.4 Summary

In conclusion, dark solitons are supported in trapped quasi-1D dipolar BECs, provid-
ing the background BEC is itself stable and net repulsively-interacting. These excitations
are accessible to current experiments. While dark solitons in non-dipolar trapped BECs
oscillate at a robust, characteristic ratio of the trap frequency, the oscillations in dipolar
condensates become strongly dependent on the atomic interactions, and remarkablymore
sensitive than the collective surface modes. Similar anomalous oscillations have been pre-
dicted across the BEC-BCS crossover in Fermi gases [385]. Analyticalmodels derived from
previously successful methods do not capture the interaction-dependent behaviour. The
dark soliton is strictly an extended excitation, not amenable to analytical treatment as a
(local) particle, decomposable from the background. These states o�er a novel platform
to study non-local dark solitons, to date observed in optics [342] and liquid crystals [341],

107



Chapter 7. Dark solitons in con�ned dipolar condensates

with the immense control a�orded by the atomic physics toolbox. Finally, our results show
that this species of quantum canary [191] is particularly sensitive to the interactions, sug-
gesting their use to probe the mesoscopic details of the quantum �eld, such as current
open questions over quantum �uctuations in dipolar BECs [223, 222, 228, 296].
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8
Dipolar bright solitons

This Chapter is organised as follows: we begin by discussing the relevant parameter
regimes for �nding bright solitons in dipolar condensates con�ned to a quasi-one-

dimensional waveguide. In Sec. 8.1, we procure the dipolar bright soliton solutions as a
function of the dipole-dipole strength and polarisation angle, for attractive and repulsive
van der Waals interactions. Subsequently in Sec. 8.2 we focus on the interplay of the rela-
tive phase with the dipole-dipole interaction strength on soliton-soliton collisions, high-
lighting regimes of free collisions, bound state formation and soliton fusion, as well as the
e�ect of noise on such collisions. In Sec. 8.3 we characterise the stability of the bright soli-
tons in three dimensions, revealing the parameter regimes where the solitons are stable
to collapse and expansion. Our �ndings are then summarised in Sec. 8.4.

We consider an ensemble of weakly-interacting atoms forming a BEC at zero temper-
ature con�ned to a quasi-one-dimensional waveguide. The e�ective 1D dipolar GPE is
written as

i~
∂ψ

∂t
�

[
−

~2

2m
∂2

z +
g

2πl2
⊥

|ψ |2 +Φ1D(z , t)
]
ψ , (8.1)

where the one-dimensional dipolar potential is obtained via the convolution theorem as
Φ1D(z , t) � F −1[Ũ1D(kz)ñz (kz , t)], where F −1[. . . ] denotes the inverse Fourier transform.

To obtain the solutions to Eq. (8.1) we work in momentum space using a split op-
erator method. In what follows we adopt the so-called ‘soliton’ units [168, 169], where
length, time and energy are measured in terms of lz � ~/mv, τ � lz/v, and E � mv2

respectively, where v � |g1D |N/~ and g1D � g/(2πl2
⊥

) de�nes the units of velocity and
one-dimensional van der Waals interaction strength respectively. We quantify how one-
dimensional the system is through the ratio σ � l⊥/lz . To be in the true one-dimensional
limit one must have σ � 1.

8.1 Single dipolar solitons

The local cubic nonlinear Schrödinger equation (Eq. (8.1) in the limit εdd � 0) is known to
possess bright soliton solutions for as < 0 (corresponding to when the chemical potential
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Figure 8.1: Ground state density pro�les obtained numerically from Eq. (8.1) as a function of
varepsilondd. The top (bottom) row corresponds to sgn(as)< 0 (sgn(as)> 0). The left (right)
column corresponds to θ � 0 (θ � π/2). The solid white line in each �gure indicates the borderline
between homogeneous and soliton solutions. Solutions are for σ � 0.2.

µ < 0). The single soliton solution, which for simplicity we take to be initially positioned
at the origin is

ψ(z , t) �
1

2
√

lz
sech

( z − ut
2lz

)
exp

[
i
{m
~

(
uz+

u2t
2

+
ω2
⊥
|as |

2N2t
2

)
+φ

}]
, (8.2)

where u de�nes the velocity of the bright soliton, while φ is the phase. This solution de-
scribes a sech-shaped pro�le which propagates at constant velocity. Here, we explore the
family of dipolar bright solitons across the full parameter space a�orded by the quasi-
one-dimensional model. For a single bright soliton, we can independently vary four
key parameters: εdd, θ, sgn(as) and also σ. Meanwhile the normalisation is given by∫

dz |ψ(z , t) |2 � N . Despite the additional dipolar term present in Eq. (8.1), we will see
that the allowed dipolar bright soliton solutions are still sech-shaped. Throughout this
work we take σ � 0.2.

Figure 8.1 shows the ground state densities obtained by solving Eq. (8.1) numerically
in imaginary time. Each individual plot is divided into two regions: a �at homogeneous
region, corresponding to regimes of net repulsive interactions, and a second region show-
ing the inhomogeneous dipolar bright soliton solutions. The solidwhite line in each �gure
shows the crossover between these two parts, which corresponds to when the 1D chem-
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ical potential of the ground state solution crosses from positive (homogeneous state) to
negative (bright soliton). The top (bottom) rows in Fig. 8.1 correspond to sgn(as)< 0 (> 0).
Fixing both the sign and value of the van der Waals interactions reveals that altering the
polarisation angle of the dipoles between θ � 0 and θ � π/2 has the e�ect of shifting the
soliton solutions from Cdd > 0 (θ � 0) to Cdd < 0 (θ � π/2). The parameter regimeswhere
Cdd < 0, corresponding to anti-dipoles are found to support soliton solutions as the net
interactions are attractive for dipoles polarised perpendicular to the z-axis. We note that
in each of the cases presented in Fig. 8.1 the borderline between the homogeneous and
soliton solutions does not coincide with εdd � 0. This can be understood from the form of
the dimensionally-reduced pseudo-potential, Eq. (5.11) which comprises both a non-local
and local contribution, whose net e�ect is to shift the value of εdd at which the chemical
potential µ changes sign.

8.2 Collisions

In the absence of dipolar interactions andwithin the one-dimensional nonlinear Schrödinger
equation, bright solitons are known to collide elastically, emerging from the collisionwith
their original speed and form. The net e�ect of soliton-soliton interaction is a position and
phase shift in the outgoing solitons. In this section we study the collisions of two dipolar
bright solitons, exploring the role the relative phase plays in collisions as a function of the
dipole-dipole interaction and the initial kinetic energy of the solitons. In what follows we
simulate two-counter-propagating solitons with equal speed vi , and take sgn(as ) � 1 and
Cdd > 0, i.e. the soliton solutions shown in the lower left �gure of Fig. 8.1.

8.2.1 In-phase collisions

We consider the collision dynamics of bright solitons with zero initial phase di�erence,
∆φ � 0. As we shall see, the collisions of the dipolar solitons can be inelastic. In order to
quantify the elasticity of the soliton dynamics, we compute the coe�cient of restitution,
de�ned as

η �
v1(t f ) − v2(t f )
v1(ti) − v2(ti)

, (8.3)

where v j is the velocity of soliton j, and ti and t f are the initial and�nal times, respectively.
The coe�cient of restitution is a measure of the amount of kinetic energy before and after
a collision event. If η � 1 the incoming and outgoing speeds are identical and a collision
is perfectly elastic. For η < 1 the outgoing speeds are less than the incoming speeds,
and the collision is deemed inelastic. As we shall see it is also possible to realise η > 1,
corresponding to the outgoing speeds exceeding the incoming speeds, and which can
occur, for example, when interaction (van der Waals plus dipolar) energy is transformed
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Figure 8.2: Collision dynamics of in-phase and out-of-phase solitons. For in-phase collisions three
regimes of dynamics are shown: (a) elastic, (b) bound-state and (c) inelastic dynamics. The coe�-
cient of restitution (Eq. (8.3)) is mapped out as a function of the initial speed vi and εdd in (d). The
corresponding restitution data is computed for the out-of-phase collisions in (e). (f) shows a typical
long-lived bound state for out-of-phase dynamics, corresponding to vi � 5 × 10−3 and εdd � 8.

into kinetic energy during the collision.
The coe�cient of restitution η is mapped out in the (εdd,vi) plane in Fig. 8.2 (d). Each

pixel represents an individual simulated collision between two bright solitons, with the
color representing the value of the inverse of the coe�cient of restitution (we plot 1/η as
this quantity’s scale evolves at a slower rate over the parameter range considered). Three
di�erent regimes of dynamics can then be identi�ed. For relatively weak dipole-dipole
interactions εdd ≤ 2.5, the collisions are almost perfectly elastic (η ∼ 1), independent of
the initial velocity. Figure 8.2 (a) shows a typical set of collision trajectories in this limit.
Here the incoming solitons scatter elastically with each other and escape at longer times.
In the intermediate regime, short-lived (meta-stable) bound states are found, whose dy-
namics are inelastic. Here, the balance of the initial kinetic energy of the solitons to the
dipole-dipole strength is favourable to the formation of a short-lived bound state; again
a simulation typical of this situation is shown in Fig. 8.2 (b). We note that similar dy-
namics were reported by Ref. [386] for kink solutions to the sine-Gordon equation, which
also exhibited short-lived bound-states. In the limit where the dipole-dipole interactions
are large, we instead observe soliton fusion with 1/η � 1. A trajectory plot indicative of
this limit is shown in Fig. 8.2 (c), showing the collision and eventual merging of the two
solitons. Here the individual solitons do not re-emerge at long times.

We can gain an understanding of the short-lived bound state by considering the e�ect
of the in-phase collision on the soliton’s kinetic and potential energies. After the bound
state has initially formed, each successive collision event causes a redistribution of some
interaction (van der Waals and dipolar) energy into kinetic energy, causing the e�ective
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Figure 8.3: Comparison of 1/η with and without noise for in-phase soliton collisions. The initial
velocity in all simulations was vi � 7.5 × 10−2, corresponding to a line scan along the top row of
Fig. 8.2 (d). The two insets (a) and (b) show trajectories associated with εdd � 4.5 without and
with noise respectively.

oscillation frequency of the soliton molecule to increase. Eventually, this is enough to
cause the bind to break, releasing the two solitons. Note that the total energy remains
constant throughout the simulations.

8.2.2 Out-of-phase collisions

It is also pertinent to consider the equivalent dynamics for out-of-phase dipolar bright
solitons, with Fig. 8.2 (e) plotting 1/η in the (εdd,vi) plane. For relatively large incoming
speed, the dynamics are almost elastic (η ∼ 1), while for increasing dipole strength or
decreasing incoming velocity, the dynamics are instead found to be increasingly inelastic.
This system has a regime of long-lived bound states occurring for low incoming speeds,
with example collision trajectories shown in the panel Fig. 8.2 (f).

The binding of two out-of-phase dipolar bright solitons, has been studied previously
by Refs. [272, 271]. Unlike their in-phase counterparts, the π phase di�erence preserves
long-lived bound states. One cannot assign a value of η to the collisions in this regime.

8.2.3 Noise

In order to quantify the collisional sensitivity of the dipolar bright solitons, we calculate
the coe�cient of restitution in the presence of noise. The noise is implemented by intro-
ducing a random term to the phase with mean zero whose amplitude Nnoise is a given
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fraction of the initial peak density of the soliton density such that

Nnoise � N0max(n(z)) , (8.4)

where 0 < N0 ≤ 1, and max(n(z)) is the peak soliton density. As an example we consider
1/η versus εdd, for a �xed incoming speed and for in-phase collisions. Figure 8.3 shows
a comparison of 1/η with N0 � 0 (no noise) and N0 � 10−2. In the presence of noise,
each data point was obtained by averaging over 10 individual simulations. The error bars
represent the standard deviation. For low values of εdd, the value of 1/η follows very
closely the value obtained in the absence of noise. This is attributed to the elastic dynamics
being insensitive to the phase noise. On the other hand, for stronger dipolar interactions,
there is a marked deviation from the no-noise case, resulting in a larger value of 1/η. In
this regime, the presence of noise introduces an apparent repulsion between the solitons,
which is large enough to make the collisions shown in Fig. 8.3 elastic. Such an e�ect has
also also been noted in non-dipolar bright soliton collisions [387]. We see qualitatively the
same behaviour for di�erent strengths of noise, with increasing amounts of noise causing
the bound-states to break sooner, until no bound-states are formed.

A corollary of the phase noise is that the bound state dynamics in the presence of noise
show fewer oscillations before escaping their bind. This e�ect is illustrated in the soliton
trajectories with/without noise in insets Fig. 8.3 (a) and (b). The presence of only small
amounts of noise demonstrates how sensitive the binding dynamics are: Fig. 8.3 (b) illus-
trates that only one oscillation can occur in this example before the solitons escape. For
larger amounts of noise the bound states are no longer present, even at these larger values
of εdd. On the other hand, the collisions for out-of-phase solitons, in contrast, are insen-
sitive to noise. The e�ective repulsion in these collisions serves to stabilise the collisions
against the noise.

Although the analysis presented here is rudimentary, it nonetheless allows one to com-
ment on the e�ect of dissipative processes that are present in a real system, especially
those at �nite temperature. For example, for small changes in temperature, it is expected
that the formation of bound stateswould be unfavourable. The dipolar interactionswould
play an increasingly diminished role in the system dynamics, since this term fundamen-
tally depends on the condensate density, which is reduced due to the presence of the
non-condensate [27].

8.3 3D stability

A repercussion of attractive interactions between particles is that, for su�ciently large
number of particles and/or interaction strength, the mean-�eld wave function of a 3D
condensate is unstable to collapse. For systems possessing only short-ranged isotropic
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Figure 8.4: Schematic of the dipoles polarisation with respect to the Cartesian momentum axis.
The polarised dipoles make an angle α with the kz axis.

van der Waals type interactions, the critical point of collapse has been extensively stud-
ied in Refs. [388–392], and gives insight into the parameter regimes where one can expect
stable soliton dynamics [393]. The presence of dipole-dipole interactions are expected to
modify the collapse point signi�cantly [294], which has recently been explored for lower
dimensional systems in Refs. [394–396] as well as for two-dimensional dipolar bright soli-
tons using 3D simulations [397, 279]. Aswell as this, the presence of the dipolar interaction
can lead to the spectacular d-wave collapse of the condensate in three dimensions [292].
Understanding when the dipolar bright soliton is unstable to collapse in turn allows us to
identify regimes of stability applicable to the quasi-one-dimensional dynamics described
earlier in Sec. 8.2.

8.3.1 Gaussian variational approach

We employ a variational approach that approximates the wave function of the dipolar
soliton as a 3D Gaussian packet with variable width in each dimension [388–391]. This
approach has provided important insight into the stability of non-dipolar bright solitons,
predicting thresholds for instability which agree closely with experiments [392]. Under
general conditions an appropriate variational ansatz is given by

ψ(r)�

√
N

π
3
2 σxσyσz l̄3

exp
[
−

1

2l̄2

( x2

σ2
x

+
y2

σ2
y

+
z2

σ2
z

)]
, (8.5)

where the lengthscale l̄ �
√
~/mω̄ is based on the geometric mean of the transverse trap-

ping frequencies ω̄ � (ωxωy)1/2 and σx ,y ,z are the dimensionless variational widths of the
packet. Equation (8.5) is normalised to the total number of atoms,

∫
dr|ψ(r) |2 � N .

We seek to calculate the total energy of the packet in terms of the above parameters.
We write the total energy as E � E0 + Edd, where Edd is the dipolar interaction energy,
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while
E0 �

∫
dr

[ ~2

2m
|∇ψ |2 + V (x , y) |ψ |2 +

g
2
|ψ |4

]
(8.6)

constitutes the remaining energy contributions arising from kinetic energy, potential en-
ergy (from the transverse trapping V (x , y) � 1

2 m(ω2
x x2 +ω2

y y2)) and van der Waals inter-
action energy. These contributions to the energy are handled in real space. Meanwhile,
the dipolar contribution Edd is evaluated in momentum space, using the convolution the-
orem. We consider the case where the atoms forming the condensate are polarised by an
external magnetic �eld such that their individual dipole moments form an angle α with
the z axis, as shown schematically in Fig. 8.4. This con�guration leads to a momentum
space pseudo-potential

Ũdd(k) �
Cdd

3

[
3

(kx sin α + kz cos α)2

k2
x + k2

y + k2
z

− 1
]
, (8.7)

where ki is the component of the momentum in the ith coordinate direction. The dipolar
interaction energy is then

Edd �
1

2

1

(2π)3

∫
d3k Ũdd(k)ñ(k)ñ(−k) . (8.8)

We perform the integrations appearing in Eq. (8.8) in spherical polar coordinates, and
assume the dipoles are polarised parallel to the z axis of the condensate so that α � 0.
Then, using Eqs. (8.5)-(8.8), we can write a general expression for the variational energy
of the system as

E
N~ω̄

�
1

4

[
1

σ2
x

+
1

σ2
y

+
1

σ2
z

]
+

1

4λ

[
σ2

x + λ2σ2
y

]
+

β

σxσyσz

[
1 − εdd

∫ 2π

0

dφ

2π
f [κ(φ)]

]
, (8.9)

where φ denotes the azimuthal angles and f [κ(φ)] is de�ned as

f [κ(φ)] �
1 + 2κ2(φ)
1 − κ2(φ)

κxκy

κ2(φ)
− 3κxκy

atanh
√

1 − κ2(φ)
(1 − κ2(φ))3/2

, (8.10)

and κ2(φ) � (κ2
x − κ

2
y) cos2 φ + κ2

y de�nes the anisotropic aspect ratio function. Equa-
tions (8.9) and (8.10) also introduce the trap aspect ratio λ � ωy/ωx , the dimensionless
interaction parameter β � Nas/(l⊥

√
2π) and the variational aspect ratios κx ,y � σx ,y/σz .

8.3.2 Stability analysis

For a given set of system parameters (β, εdd and λ), Eq. (8.9) de�nes an energy landscape
as a function of the dimensionless length scales σx , σy and σz . A stable variational solu-
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Figure 8.5: Stability analysis of the three-dimensional dipolar soliton. (a, b) Typical plots of the
variational energy landscape (corresponding to the parameters annotated in plot (c)). (c) Stability
diagram in the (εdd− β) plane. White regions correspond to an absence of a stationary point in the
variational energy landscape. Elsewhere, a stationary point exists, and the color denotes the value
of the Hessian at that point. The solid red lines indicate the threshold at which the soliton becomes
unstable to collapse. (d) Stability diagram, which in white regions correspond to unstable states
and coloured regions to stable states; in the latter case the color indicates the aspect ratio κ of the
variational solution. The dashed lines in (c) and (d) indicate the axes εdd � 0 and β � 0.
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tion is an energyminimum (local or global minimum) in this landscape. It is instructive to
consider the non-dipolar case as a pedagogical example, which has previously been stud-
ied numerically [392] and using a variational approach [398] to determine the parameter
regimes where the bright soliton is stable to collapse. For moderate attractive van der
Waals interactions (N |as |/l⊥ <∼ 0.7), the energy landscape has a global minimum at the
origin (σz � σ⊥ � 0), representing a collapsed state, and a local minimum at �nite σz and
σ⊥, representing the 3D bright soliton solution. This local energy minimum is preserved
by a delicate balance between the kinetic and interaction energy. A saddle point separates
the local and global minimum. For N |as |/l⊥ ≈ 0.7 the saddle point and local minimum
merge; this marks the threshold at which the 3D bright solitons become unstable to a run-
away collapse. Meanwhile, for repulsive van derWaals interactions, the energy landscape
decreases monotonically towards σz → ∞; any wavepacket will disperse axially and no
stable solutions exist (unless axial trapping is applied, which we do not considered here).
It is the goal of this section to obtain and analyse the nature of the critical points of the
full 3D dipolar bright soliton as a function of the interaction parameters β and εdd.

We seek the points in the energy landscape de�ned by Eq. (8.9) at which an instabil-
ity manifests. This analysis in principle requires us to solve the set of equations de�ned
by ∂E/∂σx ,y ,z � 0 simultaneously with the determinant of the Hessian matrix set equal
to zero [393], which are in general a set of four coupled algebraic equations in four un-
knowns. In order to simplify the general Eqs. (8.9) and (8.10) but still gain useful insight,
we consider the axially-symmetric case for which ωx�ωy and σ⊥�σi for i ∈ {x , y}. The in-
tegral over the azimuthal angle φ appearing in Eq. (8.9) can then be evaluated as the φ de-
pendency of κ2(φ) is removed in this limit. Although we have assumed the bright soliton
is well-described by a Gaussian wave function (Eq. (8.5)), it is worth contrasting the value
at which the instabilitymanifests found from the equivalent analysis for εdd � 0 assuming
either a sech or Gaussian like variational wave function. If β∗ denotes the dimensionless
critical collapse parameter, then one �nds that β∗s/β∗g �

√
3/π, whichmeans that the di�er-

ence between the two approaches is ∼2%, supporting our choice of a Gaussian variational
ansatz. Proceeding, we wish to solve ∂σz E � 0, ∂σ⊥E � 0 and H � det(J(∇E)) ≡ 0, where
∇ � (∂σz , ∂σ⊥ ), and the matrix elements of the Jacobian J are de�ned as

Ji j �
∂E
∂σ j

, (8.11)

in the space {σz , σ⊥}. The value of the Hessian H determines the nature of the extrema.
For H < 0 the extrema is a saddle point; for H > 0 it is necessary to evaluate either ∂2

σi
E

at the critical point to determine if the extrema is a minimum (∂2
σi

E > 0) or a maximum
(∂2
σi

E < 0).
We employ an iterative procedure to obtain numerical solutions for the collapse point
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in the (β, εdd) parameter space, using the exact analytical result for εdd � 0 at which the
bright soliton collapses as the initial point to start the numerical calculation from. Figure
8.5 (c) shows the collapse points (solid red), computed numerically. The colouring of each
of the four quadrants is found from the Hessian H, evaluated from Eq. (8.11) for a given
value of β and εdd, evaluated at the extrema point. The Hessian gives us insight into the
nature of the extrema close to and away from the collapse points of the bright soliton.
The white areas of this �gure are where there are no extrema, and the bright soliton is
unstable to collapse.

The collapse dynamics can be categorised based on the sign of the dipole-dipole in-
teraction parameter Cdd. For Cdd > 0 (bottom left and top right quadrants) the dipoles
attract each other in a head-to-tail con�guration, and beyond the critical point of collapse
no stable dipolar bright soliton can exist (white areas, Fig. 8.5 (c)). On the other hand,
when the Hessian H < 0, there is a saddle point in the energy surface, and no stable
bright soliton can form. These regions are found in both the Cdd < 0 parts of the param-
eter space. Alternatively for Cdd < 0, (bottom right and top left quadrants) the dipoles
repel each other in the head-to-tail arrangement, which precludes the bright soliton from
collapsing. Instead, one can have a runaway expansion, where the repulsive nature of the
dipoles overcomes any attractive forces present. Interestingly, the solutions in these two
quadrants do not continue inde�nitely, but rather terminate at a point, as indicated by red
circles.

Contour plots of the energy surfaces found from Eqs. (8.9)-(8.10) in the σz , σ⊥ param-
eter space accompany Fig. 8.5 (c), Fig. 8.5 (a) and (b). Figure 8.5 (a) shows a typical energy
contour in a region where the Hessian H < 0, i.e. a saddle point. Meanwhile, a typi-
cal ‘bowl’ con�guration that the energy takes in stable regions of the (β, εdd) parameter
space is shown in Fig. 8.5 (b). This particular plot shows a stable minima indicative of
regions where the bright soliton is stable. Figure 8.5 (d) shows a shaded plot of the stable
regions where one can expect a bright soliton to form. In comparison with Fig. 8.5 (c), the
two regions with H < 0 (Cdd < 0) have been removed, showing how the stable regions are
bound by the collapse or runaway expansion curves (solid red). For Cdd > 0 condensation
occurs with κ . 1, giving a three-dimensional character to the solitons in these regions
of the parameter space. For Cdd < 0 however, one �nds instead that κ � 1, indicative of
a very elongated (cigar) like cloud. Here the solitons exist closer to the one-dimensional
limit. Finally, we note that close to the unstable boundary (red lines) the bright soliton
can pass through a region where κ > 1. Such states would be challenging to observe, as
the the system would preferentially wish to collapse due to the presence of thermal or
quantum �uctuations.

Although our presented results only consider a particular choice of dipole polarisa-
tion, one can still comment on the stability of the dipolar bright soliton when the dipoles
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are, say, polarised perpendicular to the axis of the waveguide. As was noted in Sec. 8.1, al-
tering the polarisation of the dipoles from θ � 0 to θ � π/2 has the e�ect of swapping the
regimes of εdd where one obtains bright soliton solutions. We can speculate that a similar
e�ect would occur when examining the stability of the dipolar system, except here we
would see the regions associated with collapse and runaway expansion switch. However,
this case breaks cylindrical symmetry, requiring a fully anisotropic ansatz to capture the
stability of the system. This greatly complicates the analysis, as one has three variational
width parameters to consider.

8.4 Summary

Wehave analysed the solutions, quasi-one-dimensional dynamics and full three-dimensional
stability of dipolar bright solitons. The bright soliton solutions obtained from the dipolar
Gross-Pitaevskii equation exhibit a number of novel features, including collisions which
have regimes of elastic behaviour, bound state formation and soliton fusion. These regimes
were shown to depend sensitively on the dipolar interactions and the presence of noise,
which modify the phase shifts of the solitons. We quanti�ed the collisional behaviour in
terms of the coe�cient of restitution. Analysis of soliton dynamics in terms of the co-
e�cient of restitution could then provide important insight for systems where the full
scattering phase shifts may be di�cult to obtain analytically.

The stability of the full three-dimensional dipolar system was explored; in particular
it emerged that the dipolar interactions can destabilise the bright soliton in two distinct
ways, either through a traditional collapse, or instead through a runaway expansion along
the axis. For axially-polarised dipoles the former occurs when the dipole-dipole interac-
tion is positive, while the later is associated with regimes of anti-dipoles for which the
dipole-dipole interaction is instead negative.

Our results provide a benchmark for future experimental studies of non-local soliton
in dipolar condensates. In turn, this system o�ers unique opportunities to explore the
fundamental properties of non-local solitons in general with the immense tunability of
atomic physics.
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III
Rotation and turbulence

Accessing the anti-dipole regime
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9
Stability analysis of a rotationally
tuned dipolar BEC

Dipolar quantum gas experiments to date have largely relied on exploiting Feshbach
resonances to tune the s-wave interaction strength relative to the inherentDDI strength.

However, the realisation of a theory from 2002 recently came to reality, where the DDI
strength is tuned through rapid rotation of the dipoles [see Sec. 2.1.2], thereby allowing
access to a regime of a repulsive contact interaction and an e�ective ‘head-to-tail’ repul-
sion between the dipolar condensed bosons [217, 218]. However, to our knowledge, the
GPE has not been solved in the presence of continuous rotation of the dipole moments to
obtain vorticity-free solutions for an arbitrary dipole moment angular velocity.

Tuning of the DDI has applications in quantum gases, including the modulation of
Faraday patterns [399]. In optical lattice systems, scaling of the DDI could lead to the ob-
servation of quasi-crystallisation in one-dimensional systems [400], fractional quantum
Hall states [401], and Luttinger-liquids [356, 402]. Condensation in the anti-dipole regime
opens the door to some exotic new phenomena, including molecular bound states in dark
solitons [197], multi-dimensional dark [280] and bright [275] solitons, and strati�ed turbu-
lence (seeCh. 10). Tuning theDDI in dipolar Fermi gases could also lead to the observation
of Weyl super�uidity [403].

Previous analyses of rotationally tuneddipolar BECs have involved solving the dipolar
GPE in the laboratory frame, by substituting the time averaged DDI pseudo-potential,

〈Udd(r)〉 � Cdd
4π

(
1 − 3 cos2 θ

r3

) [
3 cos2 ϕ − 1

2

]
. (9.1)

for the usual DDI in the dipolar GPE, with dipoles pointing along z. In this limit, the den-
sity is cylindrically symmetric about z. In this work, we focus on the special case ϕ � π/2,
and demonstrate that for all �nite dipole rotation frequencies, this cylindrical symme-
try about z is not exhibited by stationary solutions to the GPE with the exact, non-time-
averaged DDI, and is seen to result in an associated dynamical instability. These results
are explored via two distinct approaches, the �rst being based on a semi-analytical anal-
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ysis in the Thomas-Fermi limit, and the second being numerical solutions of the dipolar
GPE.

9.1 Hydrodynamic equations in a rotating frame

The hydrodynamic formalism has previously been successfully employed to predict the
onset of instability in a rotating non-dipolar condensate. Since a cylindrically symmetric
trap set into rotation applies no torque to the condensate, the trap is made anisotropic
in the plane of rotation. Instead a weakly elliptical trap of the form [109, 111] Vext(r) �

(1/2)mω2
⊥

(
(1 − ε)x2 + (1 + ε)y2 + γ2z2) , with weak ellipticity ε, is employed where ro-

tation is performed about the z-axis. The trap ratio is de�ned as γ � ωz/ω⊥. Typically, in
the absence of dipolar e�ects, the condensate pro�le is elongated along the z-axis when
γ � 1, and is �attened along the z-axis when γ � 1.

In the absence of dipolar interactions, vortices become energetically favourable under
rotation frequenciesΩ ∼ 0.3ω⊥. However, BEC experiments observed that the nucleation
of vortices occurred at much larger rotation frequenciesΩ ∼ 0.7ω⊥. This extra stability is
garnered by the collective modes of the condensate, whose important role is elucidated in
the hydrodynamic equations. Speci�cally, for Ω . 0.7ω⊥ low-lying collective modes are
excited via elliptical deformation. The seeding of vortices, at higher rotation frequencies,
arises when one or more of these modes becomes unstable [404, 405]. The evidence for
this interpretation comes from the comparison between experiments [111, 406] and GPE
simulations [407–410].

Including dipolar interactions into the above analysis has been explored. In Refs. [236,
411] the stability diagram was mapped out for dipoles pointing along z. For the cylindri-
cally symmetric case (ε � 0) the stability becomes εdd-dependent, with the largest stable
frequency Ω ∼ 0.7ω⊥ being reduced by 20% to Ω ≈ 0.55ω⊥ when εdd � 0.99. The in-
clusion of a small ellipticity ε � 0.025 (chosen to match the experiment from Madison
et al. [109]) in non-dipolar condensates increases the largest stable frequency, however in
dipolar gases was found to reduce this stability for εdd > 0.

In order to explore the rotational tuning of the DDI requires dipoles to be tilted rel-
ative to the polarisation axis. Hence this requires a more advanced treatment than seen
previously. In this work we use the dipolar GPE model in a harmonic trap, in a rotating
frame with frequency Ω around the z-axis and with dipole moments aligned along the
x-axis. Under these criteria the dipolar GPE, Eq. (2.31), reads

i~
∂ψ(r, t)
∂t

�

[
−
~2
∇

2

2m
+ Vext(r) + gn(r, t) +Φdd(r, t) − i~Ω

(
x
∂
∂y
− y

∂
∂x

)]
ψ(r, t) . (9.2)

To ensure thatVext is invariant under rotation about the z-axis, and thus time-independent
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in both the laboratory and rotating frames, we assume cylindrical symmetry, i.e.

Vext (r) �
1

2
mω2

⊥

(
x2 + y2 + γ2z2

)
. (9.3)

For Cdd > 0, it is thus generally energetically favourable for the condensate to be elon-
gated along x̂ in the co-rotating frame. The situation where Cdd < 0, which corresponds
to a head-to-tail dipole-dipole repulsion, is referred to, henceforth, as the ‘anti-dipolar’
regime. We shall always consider the s-wave interactions to be repulsive, i.e. g > 0, such
that εdd < 0 implies Cdd < 0.

In what follows we work in the hydrodynamic formalism, obtained by employing the
Madelung transformation Eq. (2.44), and work in the Thomas-Fermi approximation. This
is equivalent to the work we showed in Sec. 2.3.3 but now we are working in the rotating
frame and have �xed the dipole polarisation to the x-axis. The main results to take away
from this slightly modi�ed analysis are the rotating hydrodynamic equations, which read

m
∂v

∂t
� −∇

[
1

2
mv2 + Vext + gn +Φdd − mv · (Ω × r)

]
, (9.4)

∂n
∂t

� ∇ · [n (v − Ω × r)] . (9.5)

Initially, we seek to �nd stationary solutions to Eq. (9.4) and (9.5), these being solutions
obeying ∂tv � ∂t n � 0. Combining this conditionwith the relation for stationary solutions
ψ �
√

n exp
(
−µt/~

)
and the relation equating velocity and phase, v � (~/m)∇S, yields

µ �
m
2

[
v2 + ω2

⊥

(
x2 + y2 + γ2z2

)]
+ gn +Φdd − mv · (Ω × r) , (9.6)

0 � ∇ · [n (v − Ω × r)] . (9.7)

In the TF limit, the density, nTF, is of the form

nTF (r) � n0
*
,
1 −

x2

κ2
xR2

z
−

y2

κ2
yR2

z
−

z2

R2
z

+
-
, (9.8)

n0 �
15N

8πκxκyR3
z
, (9.9)

valid for nTF > 0 and the aspect ratios are de�ned as κx � Rx/Rz and κy � Ry/Rz .
Stationary solutions for the velocity satisfy a quadrupolar ansatz of the form [404, 405]

v � α∇(x y) � α(yx̂ + x ŷ) , (9.10)

where an example solution of the phase pro�le obtained with Eq. (9.10) can be seen in
Fig. 9.3 (bottom left). Substituting Eq. (9.8) and (9.10) into (9.7) yields a stationary solution
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condition for the velocity �eld amplitude, α, in terms of κx and κy ,

α +Ω

κ2
x

+
α −Ω

κ2
y

� 0⇒ α �
κ2

x − κ
2
y

κ2
x + κ2

y
Ω . (9.11)

Recasting the dipolar potential in the form of an electrostatic potential (Eq. (2.62)) po-
larised along x,

Φdd(r, t) � −gεdd
[
n(r, t) + 3∂2

xφ(r, t)
]
, (9.12)

φ(r, t) �
1

4π

∫
d3r′n(r′, t)
|r − r′ |

, (9.13)

allows for an elegant solution for the self-interaction potential corresponding to a TF den-
sity pro�le, for which φ (r) has been found to be given by [231, 232, 411]

4φ(x , y , z)
n0κyκz

�
β000

2
− x2β100 − y2β010 − z2β001 +

x4β200

2R2
z

+
y4β020 + z4β002 + 2

(
x2 y2β110 + y2z2β011 + x2z2β101

)
2R2

z
, (9.14)

where βi jk are functions of κx and κy , and are speci�ed via

βi jk

(
κx , κy

)
�

∫
∞

0

ds
(κ2

x + s) i+1/2(κ2
y + s) j+1/2(1 + s)k+1/2

. (9.15)

The solution of Eq. (9.6), via Eq. (9.8), (9.12) and (9.14), yields the stationary state Thomas-
Fermi density,

n (r) �
µ − m

2

(
ω̃2

x x2 + ω̃2
y y2 + γ2ω2

⊥
z2

)
g(1 − εdd)

+
3εddn0κxκy

(
3β200x2 + β110 y2 + β101z2

− β100R2
z
)

2(1 − εdd)R2
z

, (9.16)

with dressed trapping frequencies, ω̃x and ω̃y , given by

ω̃2
x � ω2

⊥ + α2
− 2αΩ , (9.17)

ω̃2
y � ω2

⊥ + α2 + 2αΩ . (9.18)
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By comparing the coe�cients of x2 , y2 , z2 in Eq. (9.8) and (9.16), we �nd that

κ2
x �

1

ζ

(ω⊥γ
ω̃x

)2 [
1 + εdd

(
9

2
κ3

xκyβ200 − 1
)]
, (9.19)

κ2
y �

1

ζ

(
ω⊥γ

ω̃y

)2 [
1 + εdd

(
3

2
κ3

yκxβ110 − 1
)]
, (9.20)

R2
z �

2gn0

mγ2ω2
⊥

ζ , (9.21)

ζ � 1 + εdd

(
3

2
κxκyβ101 − 1

)
. (9.22)

Substituting Eq. (9.19) and (9.20) into Eq. (9.11) also yields

0 � (α +Ω)
[
ω̃2

x −
9

2
εdd

ω2
⊥
κxκyγ2

ζ
β200

]

+ (α −Ω)
[
ω̃2

y −
3

2
εdd

ω2
⊥
κxκyγ2

ζ
β110

]
. (9.23)

Equations (9.19), (9.20) and (9.23), together with Eq. (9.22), fully specify the shape of the
stationary TF density, via κx & κy , and the corresponding laboratory-frame velocity �eld,
via α.

9.2 Stationary solutions

We follow the conventional procedure of visualising stationary states in the hydrodynam-
ical formalism by plotting α as a function of {γ, εdd ,Ω/ω⊥}, noting that, from Eq. (9.23),
a positive (negative) α implies for a �nite Ω that κx is greater (lesser) than κy , and thus
encapsulates the planar anisotropy of the condensate density in the stationary state. To
explore the dependence of this anisotropy on Ω, we thus plot α as a function of Ω/ω⊥,
with γ � 1 , εdd ∈ {0, 0.1, 0.4, 0.8} in Fig. 9.1 (a) and (c), and γ ∈ {0.1, 1, 10} , εdd � 0.4 in
Fig. 9.1 (b) and (d). From Fig. 9.1, the stationary solutions are qualitatively independent
of γ. Although a �nite εdd > 0 results in a planar ellipticity, viz. κx > κy , Eq. (9.23) im-
plies that α(Ω � 0) � 0 always. At a certain bifurcation frequency, Ω ≡ Ωb , the system
undergoes a bifurcation from one to three distinct stationary states. For εdd � 0, α � 0 is
always a solution, and two α , 0 solutions, which are symmetric about the Ω-axis, exist
when Ωb ≤ Ω < ω⊥. However, when εdd > 0, α > 0 for 0 < Ω < Ωb ; this solution
persists for Ωb ≤ Ω < ω⊥, with two additional α < 0 solutions, simply connected at
Ω � Ωb , appearing when Ω ≥ Ωb . This behaviour is an expected feature of BECs in the
Thomas-Fermi limit, as viewed in a rotating reference frame. A similar bifurcation in α
has been predicted by theory [404], and con�rmed via experiment [406], to occur in a con-
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Figure 9.1: α as a function of Ω, with γ � 1 and εdd � 0.4 unless otherwise speci�ed.

densate rotating about the z-axis, with a planar trapping ellipticity, both with [236, 411]
and without the existence of z-polarised dipoles. The existence of this bifurcation has
been attributed to the Lz � 2 quadrupole mode being energetically unstable for Ω > ωb

[45].
A slow convergence of the condensate density towards axial symmetry in the Ω �

ω⊥ limit is evident in Fig. 9.1. Agreement with previous predictions would suggest the
stationary solutions in this limit to be those obtained from time-averaging the DDI, over
one rotation cycle, in the laboratory frame [217]. The time-average of the DDI, where ê

rotates about the z-axis while o�set from this axis by the angle ϕ, is

〈Udd (r)〉 �
Cdd
4π

(
3 cos2 ϕ − 1

2

) [
1 − 3 (ẑ · r)2

|r|3

]
. (9.24)

For ϕ > arccos
(
1/
√

3
)
, the time-averaged DDI boasts a negative e�ective εdd, thereby al-

lowing emulation of the anti-dipolar regime of a dipolar BEC. In our system, the station-
ary solutions corresponding to the time-averaged DDI may be found by writing εdd →
−εdd/2, Ω � 0 and ê ≡ ẑ in Eq. (9.6) and (9.7). These stationary solutions are necessar-
ily axially symmetric about ẑ, with the corresponding aspect ratio κ‖ � Rx/Rz � Ry/Rz
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speci�ed by the positive solution to [231, 232]

0 � 3εddκ
2
‖

[(
1 +

γ2

2

)
f (κ‖)
1 − κ2

− 1

]
+ (εdd + 2)(κ2

‖
− γ2) , (9.25)

f (κ‖) �
1 + 2κ2

‖

1 − κ2
‖

−

3κ2
‖

arctanh
√

1 − κ2
‖

(1 − κ2
‖
)3/2

. (9.26)

This resultmay be comparedwith the true time-averaged condensate density by trans-
forming Eq. (9.8) to the laboratory frame coordinates, denoted by r′. As the dipole mo-
ments boast an angular velocity Ω � Ωẑ, the transformation is given by

*...
,

x
y
z

+///
-

�

*...
,

cos(Ωt) sin(Ωt) 0

− sin(Ωt) cos(Ωt) 0

0 0 1

+///
-

*...
,

x′

y′

z′

+///
-

. (9.27)

In the laboratory frame, the time-average of the TF density, Eq. (9.8), over one rotation
cycle, is simply

〈n(r′)〉 �
n0

R2
z


R2

z −
*
,

1

κ2
x

+
1

κ2
y

+
-

x′2 + y′2

2
− z′2


, (9.28)

and so the true time-averaged aspect ratio, 〈κ〉,

κ⊥ ≡ 〈κ〉 �

√
2κ2

xκ
2
y

κ2
x + κ2

y
, (9.29)

Consequently, we have computed κ⊥, as determined from Eq. (9.19), (9.20), (9.23) &
(9.29), as a function of εdd, for γ ∈ {0.1, 1, 10} andΩ � 50ω⊥. At the same values of εdd and
γ, we have also computed κ‖ as speci�ed by the real, positive roots of Eq. (9.25), which is
comparedwith κ⊥ in Fig. 9.2. Here, a high degree of agreement between the twomethod-
ologies is evident. In particular, the consequence of an e�ective anti-dipolar regime, that
when γ � 1, the condensate is �attened with respect to the z-axis, is demonstrated by the
fact that κ⊥ � 1.

9.3 Comparison to GPE simulations

To verify the stationary solutions speci�ed through Eq. (9.19) – (9.23), we also solve the
GPE, numerically, on a spatial grid. This numerical procedure is brie�y outlined as fol-
lows. At t � 0, the stationary state for εdd � 0, and �xed {Ω/ω⊥ , γ,N }, is obtained by
evolving the dipolar GPE in imaginary time [412]. For t > 0, the real-time evolution of the
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Figure 9.2: Comparison of κ⊥(Ω � 50ω⊥) (solid lines), as a function of εdd, and κ‖ (with εdd →
−εdd/2; un�lled circles). The incidence of the circles on the solid lines illustrates the high degree
of convergence of the rotating-frame stationary states to those from the time-averaged DDI when
Ω � ω⊥.

dipolar GPE is accompanied by an increase of εdd increased at a rate dεdd/dt � 10−3ω⊥,
allowing the realisation of stationary solutions at �nite values of εdd. To model random
external symmetry-breaking perturbations, which may shift the condensate state away
from the stationary state in an experimental scenario, the condensate density is modi�ed
at the initial timestep by a random, local, multiplicative perturbation of up to 5%.

Taking Ω � 3ω⊥, N � 105, and γ � 1 we simulate this adiabatic ramp of εdd. A few
select density and phase pro�les of this simulation are shown in Fig. 9.3. After t � 50ω−1

⊥

the condensate density is slightly oval in shape, and matches the quadrupolar velocity
ansatz speci�ed in Eq. 9.10. However, this state is highly unstable and undergoes large
density oscillations leading to a collapse instability around t ≈ 150ω−1

⊥
. By t � 200ω−1

⊥
the

condensate is in a highly non-equilibrium state and the Thomas-Fermi approximation is
no longer appropriate to describe the solution.

From this simulation, and a second with N � 104, we extract α as a function of εdd
and compare to the analytic solutions of Eq. (9.19) – (9.23), shown in Fig. 9.4. This �gure
demonstrates that when N � 104, the numerical solutions diverge considerably from the
analytical Thomas-Fermi predictions; we attribute this to the condensate atom number,
N , being insu�cient for the Thomas-Fermi approximation to be valid. When N � 105, the
analytical predictions for α agree closely with the numerical simulation for εdd ≤ 0.075,
but the numerical value experiences large �uctuations as the ramp procedure continues
for εdd ≥ 0.075. As εdd is ramped up beyond 0.17, the numerical solution diverges from
the analytical one entirely.

The stable, but large, �uctuations of α in Fig. 9.4may be interpreted as evidence for the
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Figure 9.3: Density (top row) and phase (bottom row) pro�les taken from a numerical simulation of
the dipolarGPE.A slow linear ramp of εdd is introduced to break cylindrical symmetry. Parameters:
Ω � 3ω−1

⊥
, γ � 1, N � 105.

existence of collective modes of the condensate [86], seeded by the random perturbations
of the numerical procedure, and the divergence of α from the analytical value as being
due to an associated dynamical instability.

9.4 Stability analysis

To investigate this notion further, we linearise the fully time-dependent hydrodynamic
equations, Eq. (9.4) and (9.5), about their stationary Thomas-Fermi solutions [413, 405].
We note that other formalisms for determining the nature of collective modes in BECs,
such as the determination of scaling perturbations to the Thomas-Fermi density [231,
414] and the solution of the Bogoliubov equations governing order parameter �uctua-
tions [415, 209], have been previously been employed. However, we are interested in a
larger class of perturbations than mere scaling of the density and phase, and have ex-
pressed our stationary solutions in terms of n and v and not ψ, and so neither of these
formalisms are used. Instead, the hydrodynamic equations themselves are linearised, a
method which has previously been utilised in the context of rotating dipolar BECs with
z-polarised dipoles [411].
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Figure 9.4: Plot of α as a function of εdd at Ω � 3ω⊥ and γ � 1, determined via (9.19) – (9.23)
(dashed line) and a numerical solution of the dipolar GPE for N � 104 (blue solid line) and N � 105

(green solid line).

We write the time-dependent density and phase as �uctuations about the respective
stationary state values

n (r, t) � nTF (r) + δn (r, t) , (9.30)

S (r, t) � (αmx y − µt)/~ + δS (r, t) . (9.31)

Subsequently, Eq. (9.30) and (9.31) are substituted into Eq. (9.4) and (9.5), which are lin-
earised by discarding all terms of order O((δn)2) and O((δS)2). This results in the fol-
lowing system of coupled, �rst-order equations

∂
∂t

*
,

δS
δn

+
-
� L *

,

δS
δn

+
-
, (9.32)

where the operator L and its components are de�ned as

L � − *
,

vc · ∇
g
~

(
1 + εddK̂

)
~
m∇ · (nTF∇) vc · ∇

+
-
, (9.33)

vc � α∇(x y) − Ω × r , (9.34)

K̂ [δn] �
−3

4π
∂2

∂x2

∫
Γ

d3r′ δn (r′, t)
|r − r′ |

− δn , (9.35)

Note that Eq. (9.35), Γ is de�ned as the domain inwhich nTF > 0, i.e. Γ �
{
r ∈ R3 : nTF > 0

}
.
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De�ning the condition nTF + δn > 0 would amount to including quadratic e�ects in δn
[380].

The solutions of Eq. (9.33) are collective oscillations, and their respective eigenvalues,
obeying

*
,

δS (r, t)
δn (r, t)

+
-
� exp(λt)W(r) : LW(r) � λW(r). (9.36)

A qualitative understanding of the stability of the condensate, with respect to collective
oscillations, may thus be found by examining the spectra of Eq. (9.36). If any collective
mode, indexed by i, features Re(λi) > 0, its amplitude will grow exponentially and ul-
timately overwhelm the stationary Thomas-Fermi solution. Within this formalism, the
stationary states are stable against perturbations only if ∀i, Re(λi) ≤ 0.

Equation (9.36) is diagonalised numerically via polynomial ansätze for the collective
modes of the form [405, 411]

W (r) ≡ *
,

δS(r)
δn(r)

+
-
�

∑
p+q+r≤Nmax

*
,

apqr

bpqr

+
-

xp yq zr . (9.37)

Fluctuations of order p + q + r � 2, 3, 4 represent quadrupolar, hexapolar and octupolar
modes respectively, and so on; a rich variety of collective modes, including breathing and
scissors modes, have been observed in several dipolar BEC experiments. Note that due to
computational constraints, we truncate the Hilbert space of available modes to Nmax � 14.
However, reducing the degree of the Hilbert space truncation, i.e. increasing Nmax, does
not have the e�ect of modifying any eigenvalues corresponding to modes with an order
less than Nmax, but merely increases the dimension of the truncated spectrum of modes
available to us. If, at a given point in parameter space, the diagonalisation of Eq. (9.36)
with respect to �uctuations of order less than Nmax yields at least one eigenvalue with a
positive real component, it is thus su�cient to claim that the condensate is dynamically
unstable up to linear order in �uctuations.

To analyse the regions of parameter space explored in Figs. 9.1 and 9.4, we compute
the spectrum of modes associated with the domain εdd ∈ [0, 1), Ω/ω⊥ ∈ [1, 6] and γ � 1.
As several modes might be unstable at a given point in parameter space, we merely work
with the eigenvalue with the largest positive, real component. In Fig. 9.5 (left), we plot
the real component of the eigenvalue, λ, with the largest positive real component, as a
function of both εdd and Ω. In addition, by taking a cross-section of this plot at a �xed
Ω � 3ω⊥, we plot max {Re(λ) : Re(λ) > 0} as a function of εdd, in Fig. 9.5(right), for the
purpose of a direct comparison with the GPE simulation. Interestingly, we always �nd
that the eigenvalues ofL are either purely real, or purely imaginary, with each eigenvalue
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Figure 9.5: False colour plot of max
{
[Re(λ/ω⊥)]1/4 : Re(λ) > 0

}
, as a function of Ω and εdd,

with γ � 1 and Nmax ≤ 14. The prevalence of real, positive eigenvalues for εdd > 0 indicates
that the stationary solutions are dynamically unstable. On the right, a cross-section is taken at
Ω � 3ω⊥, corresponding to Fig. 9.4, showing positive, real eigenvalues ∀ εdd > 0.

λ associated with another eigenvalue −λ. Thus, without loss of generality, we simply
denote the real, positive eigenvalues in Fig. 9.5 by λ.

In Fig. 9.5, we may see that as εdd → 1, more regions of parameter space become
dynamically unstable to collective modes of polynomial order less than 14. In addition,
the region that remains stable against these modes becomes smaller for largerΩ. We also
note that while a mode, associated with a real, positive eigenvalue λ, increases in am-
plitude with an associated exponential timescale equivalent to Ω/(2πλ) rotation cycles,
the formalism employed here does not provide information on the initial amplitude, and
thus cannot predict the time taken for a dynamical instability to overwhelm the conden-
sate stationary state, as observed in the GPE simulation. Nonetheless, from the inset to
Fig. 9.5, it is evident that for all non-zero εdd, withΩ � 3ω⊥ and γ � 1, the corresponding
stationary su�er one or more dynamical instabilities, with the corresponding maximum
real eigenvalue growing as εdd → 1. This result would appear to assert that the instability
observed in the GPE simulation is dynamical, and not numerical.

We have assumed that the harmonic con�nement of the condensate is axially sym-
metric about the �eld rotation axis, as a trapping anisotropy about this axis prevents the
identi�cation of a reference frame in which the GPE is separable into the density and
chemical potential contributions. However, realistic experiments often exhibit precisely
such an anisotropy [218], in which case our results cannot be applied. In addition, our for-
malism must be modi�ed substantially in order to account for an alignment of the dipole
moments at an arbitrary angle ϕ to the z-axis; for the special caseΩ � 0, stationary states
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and their associated collective modes have been previously been discussed in the litera-
ture [416].

9.5 Summary

In conclusion, we have outlined a semi-analytical formalism for obtaining Thomas-Fermi
stationary states of a dipolar BEC, with its dipoles rotating about an axis normal to their
alignment plane, in a harmonic trap that is symmetric about this axis. NumericalGPE sim-
ulations of this scenario con�rm the validity of the semi-analytically determined Thomas-
Fermi solutions which, in the high rotation frequency limit, converge to those predicted
for a dipolar BEC subject to the corresponding, time-averaged, dipolar potential. How-
ever, we also �nd that, in this limit, the stationary solutions are found to be unstable
with respect to collective oscillations induced by external perturbations. Crucially, the
timescale for the onset of these instabilities is found to be on the order of 102 rotation
cycles, suggesting that the experiments involving the rotational tuning of εdd must be
carefully designed to avoid seeding these instabilities before meaningful measurements
are taken.
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10
Quantum ferro�uid turbulence

Conventional ferro�uids, colloidal suspensions of permanently magnetised particles,
exhibit unique �uid properties due to the dipole-dipole inter-particle interaction,

such as the normal �eld instability and �ow characteristics which can be varied through
an external magnetic �eld [69]. The ability to direct the �uid usingmagnetic �elds has led
to broad applications from tribology to targeted medicine [417]. Remarkably, turbulence
in ferro�uids has been limited to only a few studies [418–420]; this may be attributed to
di�culties in achieving turbulent regimes (due to their high viscosity) and in character-
ising the �ow (due to their opacity). Typical parameters for ferro�uid experiments are a
�uid density of 800 (3500) kgm−3 forwater- (oil-) based carrier solution, �owvelocity up to
3 ms−1, system length of 2250 mm (and diameter 25 mm), a magnetic �eld dependent vis-
cosity varying from 1–12×10−3 kgm−1s−1 [421]. These parameters give a typical Reynolds
number of Re∼7000. As such themanner inwhich the anisotropic, long-range interactions
modify the turbulent state remains an open question. Nonetheless, theoretical work has
predicted that the coupling with ferrohydrodynamics leads to new turbulent phenomena
such as control over the onset of turbulence through the applied magnetic �eld [422] and
new modes of energy dissipation and conversion [423].

In combining ferrohydrodynamics with super�uidity, quantum ferro�uids embody a
prototype system for studying ferro�uid turbulence due to the absence of viscosity and
the quantisation of vorticity. As demonstrated experimentally for conventional conden-
sates, states of such quantum turbulence can be formed and imaged [136, 138, 424], and
can show both direct analogies to its counterpart in everyday viscous �uids (for example,
Kolmogorov scaling [425, 426] and the transition from the von Kármán vortex street [121])
and distinct quantum e�ects (for example, ultra-quantum regimes [425, 426] and non-
classical velocity statistics [427]), depending on the details of the turbulent state. As well
as the simpli�ed �uid characteristics, these systems have the facet that the �uid param-
eters (viz. atomic interactions) can be tuned at will. As such, quantum ferro�uids stand
to shed light on general aspects of ferro�uid turbulence, as well as phenomena speci�c to
the quantum nature of the �uid, such as quantised vortex line dynamics, reconnections
and inviscid dissipation mechanisms [127].

While various aspects of vortices in quantum ferro�uids have been theoretically ex-
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Figure 10.1: The temporal evolution of the integral distribution of particles Fk . At later times
a "shoulder" appears at low k, indicating the presence of the quasi-condensate fraction. The in-
set shows the evolution of the nk�0 mode, which at late times becomes macroscopically occupied.
(Copyright (2002) by The American Physical Society [132]).

plored, e.g. their generation, pro�les and lattice structures [269], the behaviour of quan-
tum ferro�uid turbulence remains at large. Here we study turbulence in quantum fer-
ro�uids through the scenario of a homogeneous dipolar Bose gas freely evolving from
highly non-equilibrium conditions. There are many di�erent ways to generate turbu-
lence in a condensate, e.g. stirring and shaking, but these tend to ’bias’ the turbulence
which is generated. A quench is the most favourable method since it produces essentially
randomised vortices. This scenario, representative of a sudden quench from a thermal
gas through the BEC transition, is known to generate unstructured quantum turbulence
which decays over time [132, 428]. This setting, free from boundaries and artefacts that
may be introduced by external forcing, allows us to unambiguously identify the e�ects of
the dipolar interactions.

10.1 Classical �eld method in non-dipolar gases

The seminal works on the classical �eld method were undertaken by Svistunov and co-
workers in the early 1990s [429–431]. They studied the relaxation of a highly non-equilibrium
initial state

ψ(r, t � 0) �
∑
k

ak exp (ik · r) , (10.1)

where the phases of the complex amplitudes ak are distributed randomly. The occupation
of a single k mode is nk � |ak |2.

Work by Berlo� and Svistunov [132] showed that the initially uniformly distributed nk
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evolve to a state with macroscopic population for k < kc , and low occupation for the high
k modes. This is illustrated through the cumulative density distribution Fk �

∑
k′≤k nk′

shown in Fig. 10.1. The densely occupied low-k region (k < kc) is identi�ed as the quasi-
condensate, whereas the high-k region (k > kc) is identi�ed as the thermal cloud. In
Ref. [132] they chose a dynamic value of the dimensionless cut-o� wavenumber kc � 9 −

t/1000.
Stagg, Parker and Barenghi [428] showed that the ensuing vortex tangle from the tur-

bulent initial condition does not contain coherent structures or exhibit a Kolmogorov ki-
netic energy cascade indicative of classical turbulence. Instead, the thermally quenched
turbulence has similar properties to ultraquantum turbulence, which is akin to a random
disorganised �ow.

10.2 Polarised turbulence

We adopt the classical �eld methodology of the weakly-interacting, �nite-temperature
Bose gas [432, 313, 433, 132, 434, 310, 435–437], extending it to include dipolar interac-
tions. Contrary to the presentation in the earlier parts of this thesis the gas is described
by a classical �eld ψ(r, t) (a valid assumption providing the modes are highly occupied),
describing the dynamics of the condensate density and the thermal �eld. The theory we
have established in Ch. 2 still holds, and the dynamics of this classical �eld follow the
Gross-Pitaevskii equation Eq. (2.31). Thus, in this work we solve the homogeneous 3D
dipolar GPE, stated here as

i~
∂ψ(r, t)
∂t

�

[
−
~2
∇

2

2m
+ gn(r, t) +Φdd(r, t)

]
ψ(r, t) , (10.2)

for the highly non-equilibrium initial condition ψ(r, 0) generated from Eq. (10.1).
For g > 0 and −0.5 ≤ εdd ≤ 1 the ground state of the dipolar Bose gas is the uni-

form solution ψ �
√

n0e iS0 , where n0 is the uniform density and S0 an arbitrary uniform
phase, and chemical potential µ0 � n0 g (1 − εdd). According to Bogoliubov theory (see
Sec. 2.4.1), perturbations to this state of momentum p have energy

EB(p) �
√

c2(θk ) p2 +
(
p2/2m

)2 , (10.3)

where

c2(θk ) � (gn0/m)
[
1 + εdd

(
3 cos2 θk − 1

)]
, (10.4)

and θk is that between p and the polarisation direction [67]. For small p the spectrum cor-
responds to oscillatory excitations in the form of phonons with anisotropic phase velocity
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c(θ). Note that outside of the regime of g > 0, −0.5 ≤ εdd ≤ 1, the excitations develop
imaginary energy components, signifying unstable growth (the “phonon instability") and
the instability of this homogeneous state.

We express length in units of the dipolar healing length ξ � ~/√mµ0 and time in
terms of the unit τ � ~/µ0. The GPE is evolved numerically using a split step Fourier
method [334, 335] on a 1923 periodic grid with spacing d � 0.5ξ. Our �ndings are insen-
sitive to these numerical parameters. The time step ∆t � 0.001τ is two orders of mag-
nitude smaller than the timescale of the fastest modes supported1. Following previous
approaches [132, 428] we initialise the system with the non-equilibrium state ψ (r, 0) �∑

k ak exp(ik · r), where k is the wavevector (de�ned up to the maximum amplitude al-
lowed by the numerical box [132, 310]), the coe�cients ak are uniformly valued (up to a
certain wave vector amplitude set by the choice of system parameters), and the phases are
distributed randomly2. We illustrate the key behaviours through case studies of εdd � 0.8

and εdd � −0.4, as well as the non-dipolar case εdd � 0 for comparison; the more general
behaviour will also be described.

At very early times, there is a rapid self-ordering of the �eld, akin to the non-dipolar
case [132, 310]. From the initially uniform distribution across modes, the low k modes
grow to develop macroscopic occupation, forming a quasi-condensate. The high k modes
develop low occupations and are associated with thermal excitations. Within of the order
of 100 time units, this bimodal distribution across the modes has e�ectively saturated.
Unlike the non-dipolar case, the mode occupations are anisotropic in momentum space.
The quasi-condensate has super�uid ordering and features a tangle of quantised vortices.
To visualise the super�uid vortices for t > 0, we follow Ref. [132] in de�ning a “quasi-
condensate" density nq of the low-lying modes k ≤ kc , where kc is identi�ed from the
condensate-thermal crossover in the mode distribution3. Here we identify kc � 0.46ξ−1.
Vortices are then identi�ed as tubes of low quasi-condensate density, nq < 0.05〈nq〉,
where 〈. . . 〉 denotes the ergodic average. Our results are insensitive to the precise val-
ues of kc and the density threshold.

In the non-dipolar Bose gas [Fig. 10.2 (top row)], this tangle is randomised in space,
with no large-scale structure [132, 310], and the density �uctuations, representative of the
high k component of the �eld, are isotropic in space.

For the dipolar Bose gas the spatial isotropy is broken. For εdd > 0 [εdd � 0.8, Fig. 10.2
(middle row)] the density �uctuations become columnar, aligned along the polarisation

1The maximum wavevector supported by the cubic grid has amplitude kmax �
√
3π/d ≈ 11ξ−1 [428].

From the dispersion relation, the corresponding period is of the order of 0.1τ.
2While this isotropic initial condition is an approximation to the (anisotropic) pure thermal state of the

dipolar gas, the system very rapidly evolves to an anisotropic thermal state. This occurs on much shorter
timescales than the vortex dynamics of interest.

3The identi�cation of the quasi-condensate vortices is meaningful only for t > 0. At t � 0 there is no
quasi-condensate.
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Figure 10.2: Turbulence in the quantum ferro�uid, for three values of εdd. Vortices are shown
through isosurfaces (red tubes) of the quasi-condensate density at the 0.05〈nq〉 level (angled brack-
ets denote ergodic average). The walls of the box show 2D density pro�les, corresponding to inte-
grating the density, |ψ |2, over the dimension perpendicular to their face.

direction, as seen in the integrated density pro�les. This is because these modes have
lower energy, as seen in the earlier dispersion relation EB(p), due to the lower energy
con�guration of dipoles to a head-to-tail con�guration. These �uctuations are sizeable
in amplitude, ranging from around 0.6 to 1.5 of the mean density, and are dynamic. The
vortices visibly tend to orient along z.

For εdd < 0 (viz. Cdd < 0) [εdd � −0.4, Fig. 10.2 (bottom row)] the density �uctuations
become planar, in accord with EB(p) and driven by the attraction of side-by-side dipoles,
again with a large density amplitude. The vortices in this case prefer to align in these low
density planes.

For all cases, the vortices decay in time, through reconnections, Kelvin wave decay
and thermal dissipation, and by t ≈ 2000τ only a few vortex loops are left in the gas. The
columnar (planar) density �uctuations arise generically for εdd > 0 (εdd < 0), growing in
amplitude with |εdd |. For larger |εdd | values than shown, however, the dominance of the
columnar (planar) density �uctuations makes it challenging to visualise the vortices.
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Figure 10.3: (a) Polarisation of the vortex tangle over time, shown through the area ratio of vor-
tices, Az/A⊥, for three εdd values. Lines and shaded regions represent the mean and one standard
deviation over �ve realisations with di�erent randomised initial conditions. (b) Snapshot of the
area ratio over more detailed range of εdd at t � 750τ (dotted line in (a)).

10.3 Quantifying the polarisation

We project the quasi-condensate vortex tubes in the x, y and z directions, denoting the
areas cast as Ax , Ay and Az , respectively. The ratio Az/A⊥, where A⊥ �

1
2 (Ax + Ay), then

quanti�es the axial-to-perpendicular anisotropy of the vortices. Figure 10.3(a) shows the
evolution of Az/A⊥, over �ve initial conditions for each εdd, up to t � 1500τ. By this time,
the number of vortices has decreased to the order of unity; beyond this the area ratio is no
longer ameaningful characteristic of the tangle, with the �uctuations becoming excessive.
Moreover, at this stage the dynamics are no longer multi-scaled, a key characteristic of
hydrodynamic turbulence. Due to the isotropic initial conditions, all cases begin being
isotropic with Az/A⊥ ≈ 1. For εdd � 0, the tangle remains isotropic throughout. However,
for εdd , 0 the tangle evidently becomes polarised, seen by the statistically signi�cant
deviation of Az/A⊥ from unity. For εdd � 0.8, Az/A⊥ decreases by up to 25%; for εdd �

−0.4 it increases up by 40%. In Fig. 10.3(b) a more thorough parameter sweep of εdd is
displayed, focussing on the asymptotic value of Az/A⊥ obtained at t/τ � 750, where,
within errorbars, this quantity decreases approximately with εdd.

The area ratio is plotted over longer timescales in Fig. 10.4. The �uctuations become
dominant beyond around t � 1500τ. Indeed, this is the time at which the averaged inter-
vortex spacing becomes comparable to the size of the box, in other words, when only one
or two vortices are left. We do not believe any useful information can be gleaned at these
late times, due to the excessive �uctuations, and so we limited Fig. 10.3 to t � 1500/τ.

To further understand the polarisation of the vortices, Fig. 10.5 shows the location of
the vortex lines (red isosurface tubes) and regions of high quasi-condensate density (blue
isosurface regions). It is evident that, �rstly, the system is threaded with vertical tube-like
structures of high density; the intervening regions being of low density. Secondly, the
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Figure 10.4: An extended plot of Fig. 10.3. At later times only one or two vortices remain in the
system and our adopted measure is no longer valid.

vortices avoid the high density regions; by maximising their overlap with the low density
regions they reduce their kinetic energy. For εdd < 0 the high density regions are planar
strata, with the vortices tending to locate in the intervening low density layers.

The preference of the vortices to align in the low density regions is particularly promi-
nent at the late stages of the decay, when only one or a few vortex loops remain. Here we
observe situations, for example, in which vortex loops become heavily pinned across two
planar regions of low density, as in Fig. 10.6. Considerable vortex line length lies in these
planes, while two vortex segments connect between these planes to form the overall loop.
The pinned segments move with the low density region. This large loop is metastable but
decays eventually via a reconnection, forming two small loops, each of which is heavily
pinned within each low density plane. We observe such pinning of vortices to the low
density region to be a general occurrence for moderate to large values of εdd.

0 96
0

96

x / ξ

y
/
ξ

Figure 10.5: A representative snapshot (left: top view; right: angled view) for εdd � 0.8
(t/τ � 1000) highlighting the location of the high density regions (blue isosurfaces, plotted at
0.8max(〈nq〉)) and the vortices (red isosurfaces, plotted at 0.05〈nq〉).
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Figure 10.6: Coupling between vortices and the dipolar-driven density �uctuations. One large loop
spreads across two planar density regions, which act as pinning layers. The observed dynamics are
indicative of simulations for relative dipolar strength εdd < 0 and the times of the images shown
are t/τ � 50 apart from left to right. The phase is evaluated and displayed on the quasi-condensate
density at the 0.05〈nq〉 level, the back wall of the box shows the 2D density pro�les, corresponding
to integrating the density over the dimension perpendicular to its face.

10.4 Line-length decay

Having identi�ed an additional ‘organisation’ of the vortices driven by the dipolar inter-
actions we now seek to understand how this a�ects the nature of the turbulence itself.
In contrast with classical turbulence, two distinct regimes of quantum turbulence have
been identi�ed [129]. In the quasi-classical regime, motions over a wide range of scales
are observed, and many of the statistical properties of classical turbulence (such as Kol-
mogorov’s energy spectrum) are observed [438]. However quantum�uids also give rise to
another form of turbulence, the ultraquantum or Vinen regime, which is associated with
a random tangle of quantised vortices and no large-scale structure. In the quasi-classical
regime energy dissipation is dictated by the lifetime of the largest scales of motion, and
one can construct a classical argument that the rate of the decay of the vortex line density,
L, follows a power law scaling L ∼ t−3/2. The Vinen regime can be distinguished from
the quasi-classical regime because di�erent dissipation mechanisms dominate its decay,
which leads to a di�erent power-law scaling, with L decaying as t−1.

The turbulence arising from a thermally quenched (non-dipolar) Bose gas has been
linked to ultra-quantum turbulence [428]. Here we estimate the vortex line length L as the
volume occupied by the vortex tubes divided by their typical cross-sectional area [428];
its evolution is shown in Fig. 10.7. We interpret the behaviour above the horizontal line;
below this, the number of vortices becomes of the order of unity. For εdd � 0 we recover
the t−1 behaviour of ultra-quantum turbulence. The dynamics for εdd � −0.4 also closely
follow this trend. However, what is particularly striking is that for εdd � 0.8we see a faster
decay, akin to t−3/2.
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Figure 10.7: Decay of the vortex tangles. Vortex line length L for the three εdd values shown,
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Figure 10.8: Density-
threshold regions (pink)
used to identify vortices
in the previous analyses.
Superimposed are the vor-
tex lines (green) identi�ed
using pseudo-vorticity
tracking. Image courtesy
of L. Galantucci.

We have compared our density-threshold method of calculating vortex line length to
the method of following the lines of pseudo-vorticity presented by Villois et al. [439]. An
example of this is shown in Fig. 10.8. We �nd that the methods di�er by at most around
10% throughout the vortex line decay, and improves over time. This is at odds with the
results of Villois et al. [439], who found the discrepancy to become as large as a factor
of 10 di�erence at late times. We speculate that the di�erence may be due to the di�er-
ent regimes of the GPE - the work of Villois et al. used the GPE in the zero temperature
regime whereas we are in the classical-�eld regime, where thermal dissipation and �uc-
tuations are present. Note that the density-threshold method is consistently larger than
the pseudo-vorticity method. The reason for this is that the density-threshold method
occasionally captures the low density regions between two closely-positioned vortices,
as seen in Fig. 10.8. This e�ect diminishes over time, as the vortex line density decreases.
Importantly, the di�erence between thesemethods is su�ciently small that it does not sig-
ni�cantly a�ect our calculation of vortex line length, and does not a�ect our conclusions
on the scaling of the vortex line density.
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Figure 10.9: Comparison of the inter-vortex spacing ` � 1/
√

L and the integral length scale I j ,
calculated along the r j axis. From left to right εdd � 0, 0.8,−0.4.

At �rst glance, the results in Fig. 10.7 suggest that the turbulence enters the quasi-
classical regime. To test this, we examine the lengthscale of the velocity correlations. We
�rst calculate the longitudinal velocity correlation function,

f j (r, t) � 〈v j (r, t)v j (r + rê j , t)〉/〈v j (r, t)2
〉 , (10.5)

along each direction j � x , y , z, where v is the quasi-condensate velocity and the ensemble
average is performed over positions r. From this, we calculate the integral lengthscale

I j (t) �
∫
∞

0

dr f j (r, t) (10.6)

a convenient measure of the distance over which velocities are correlated [123, 428]. The
results of this calculation are presented in Fig. 10.9. For all cases of εdd, the integral length-
scales are signi�cantly less than the average distance between vortices ` � 1/

√
L: this

con�rms that there are no large-scale motions and that the turbulence is of the ultraquan-
tum/Vinen form. Furthermore, for εdd � 0 and εdd � −0.4, we �nd that the integral
lengthscale is isotropic (Ix ≈ ly ≈ lz) to within statistically �uctuations. However, for
εdd � 0.8 we �nd that Iz ≈ 2Ix ≈ 2Iy , indicative of signi�cant extension of the velocity
correlations along the polarisation direction. This strong anisotropy in the velocity corre-
lations may be responsible for the t−3/2 scaling; however, a dimensional derivation of this
situation which con�rms this decay law remains outstanding.

10.5 Summary

To summarise, for the �rst timewe have numerically studied turbulence in a quantum fer-
ro�uid. In the absence of dipolar interactions the rapid quench of a thermal gas through
the transition temperature generates a random unstructured tangle with no signi�cant
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large scale motions, that is, ultraquantum/Vinen turbulence. We �nd that for values of
εdd approaching unity, where the dipolar atomic interaction is comparable to the isotropic
van der Waals interactions, the quantum turbulence that emerges is strongly polarised,
both in the orientation of the vortex lines and the velocity correlations of the �ow. Whereas
polarised quantum turbulence has been predicted in rotating super�uids [440], here the
origin is very di�erent, arising naturally from the inter-particle interactions without ex-
ternal forcing. In contrast for large negative values of εdd the vortices arrange into sheets;
this has the potential to lead to strati�ed quantum turbulence, which as yet is unexplored.

We believe that turbulence in a quantum ferro�uid will allow both experimental and
theoretical studies of new and interesting aspects of �uid dynamics. For example the
inverse cascade has received much attention in quantum �uids recently [441], and it is
entirely conceivable that new regimes of two dimensional turbulence can be realised by
the presence of dipolar interactions within the gas. Finally whilst numerous mechanisms
for continuously forcing three-dimensional turbulence in a BEC have been put forward
[134, 136, 424], most follow James Bond’s lead and shake, rather than stir the condensate,
generating signi�cant phonon excitations [424]. By using a time dependent external mag-
netic �eld, or changing the e�ective value of εdd (throughmodulation of the local van der
Waals force g for example) in both space and time one could stir the �uid in a method
analogous to the magnetic stirring of a classical electrically conducting �uid [442].
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11
Conclusions and future work

In this chapter, we summarise the conclusions of the work presented throughout the the-
sis, and suggest relevant directions in which the work can be extended in the future.

11.1 Conclusions

In Part I we presented a history of dilute, weakly interacting dipolar Bose-Einstein con-
densates and introduced the mean-�eld theory that allows for their accurate modelling.
We described the dipolar GPE, a nonlinear Schrödinger equation used to model conden-
sates at zero temperature, and gave a detailed account of the solutions found to date. We
assessed the stability of these systems by determining the fate of small perturbations to
the ground state solutions and showed the presence of the roton in these systems. We
also described the theory and practice of various numerical procedures we have used
throughout the thesis.

Stability of the quasi-1D dipolar condensate

In Chapter 5 we derived the quasi-1D system and assessed its stability. We found that
small scale perturbations become unstable for parameters when the interactions are dom-
inantly attractive (phonon) and for speci�c parameters allowing for roton instability. The
sensitivity of the roton was assessed for homogeneous and trapped systems. Under har-
monic con�nement the parameter regions of stability heavily reduce for σ → 1. Remark-
ably, in homogeneous systems the regions of roton instability can �ip from being 1D-like
to 3D-like for a critical measure of lengthscales σc .

Dark solitons in homogeneous dipolar condensates

In Chapter 6 the family of dark solitons supported in quasi-1D dipolar BECs were stud-
ied. The phonon and roton instabilities of the system play a key role in modifying the
density and phase pro�les of the solitons, which can deviate signi�cantly from the non-
dipolar form in these regimes. We investigated the variations in the integrals of motion
due to dipolar interactions and found signi�cant deviations from the non-dipolar values,
particularly so close to the instabilities.
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In isolation, the solitons propagate with unchanged form throughout the parameter
space. Away from the instabilities their collisions are elastic, but become dissipative via
emission of sound waves close to the instabilities. Thus, close to the instabilities these
structures are solitary waves rather than solitons, although it should be noted that the
energy dissipated in a single collision is very small.

The solitons approximate giant localiseddipoles, andhave non-local soliton-soliton in-
teractions, controllable through the direction of polarisation of the dipoles, DDI strength,
and trap ratio. When attractive, and in combination with the conventional short-range
repulsive interaction, unconventional dark soliton bound states can be realised. These
bound states are stable to centre-of-mass propagation at constant speed. Remarkably, they
act themselves like solitons during collisions, emerging with unchanged form and speed.

Dark solitons in con�ned dipolar condensates

In Chapter 7 we studied dark solitons in trapped quasi-1D dipolar BECs. The results
were presented in experimentally relevant scenarios. While dark solitons in non-dipolar
trapped BECs oscillate at a robust, characteristic ratio of the trap frequency, the oscilla-
tions in dipolar condensates become strongly dependent on the atomic interactions, and
remarkably more sensitive than the collective surface modes.

Analytical models derived from previously successful methods do not capture the
interaction-dependent behaviour. The dark soliton is strictly an extended excitation, not
amenable to analytical treatment as a (local) particle, decomposable from the background.

Dipolar bright solitons

In Chapter 8 we found bright soliton solutions and dynamics of the quasi-1D dipolar GPE
and undertook a full three-dimensional stability analysis. The bright soliton solutions
obtained from the dipolar GPE exhibit a number of novel features, including collisions
which have regimes of elastic behaviour, bound state formation and soliton fusion. These
regimes were shown to depend sensitively on the dipolar interactions and the presence
of noise, which modify the phase shifts of the solitons. We quanti�ed the collisional be-
haviour in terms of the coe�cient of restitution.

To better quantify the inelasticity of the solitons dynamics, we computed the coef-
�cient of restitution, �nding that the solitons exhibited sensitive bound-state dynamics,
whichwas found to increase with the strength of the dipole-dipole interaction in the pres-
ence of noise. The origin of the variation of the coe�cient of restitutionwith dipole-dipole
interaction strength stems accordingly from the presence of the dipolar interactionswhich
modify the phase shifts of the solitons.

The stability of the full three-dimensional dipolar system was explored; in particular
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it emerged that the dipolar interactions can destabilise the bright soliton in two distinct
ways, either through a traditional collapse, or instead through a runaway expansion along
the axis.

Stability analysis of a rotationally tuned dipolar BEC

In Chapter 9we outlined a semi-analytical formalism for obtaining Thomas-Fermi station-
ary states of a dipolar BEC, polarised perpendicularly to the rotation axis, in a harmonic
trap that is symmetric about the rotation axis. Numerical GPE simulations of this scenario
con�rm the validity of the semi-analytically determined Thomas-Fermi solutions which,
in the high atom number limit, converge to those predicted for a dipolar BEC subject to
the corresponding, time-averaged, dipolar potential. However, we also �nd that, in this
limit, the stationary solutions are found to be unstable with respect to collective oscilla-
tions induced by external perturbations. Crucially, the timescale for the onset of these
instabilities is found to be on the order of 102 rotation cycles, suggesting that the experi-
ments involving the rotational tuning of εdd must be carefully designed to avoid seeding
these instabilities before meaningful measurements are taken.

Quantum ferro�uid turbulence

In Chapter 10 we numerically studied turbulence in a quantum ferro�uid. In the absence
of dipolar interactions the rapid quench of a thermal gas through the transition tempera-
ture generates a random unstructured tangle with no signi�cant large scale motions, that
is, ultraquantum/Vinen turbulence. We �nd that for values of εdd approaching unity,
where the dipolar atomic interaction is comparable to the isotropic van derWaals interac-
tions, the quantum turbulence that emerges is strongly polarised, both in the orientation
of the vortex lines and the velocity correlations of the �ow. In contrast for large negative
values of εdd the vortices arrange into sheets; this has the potential to lead to strati�ed
quantum turbulence, which as yet is unexplored.

11.2 Further work

The work we have completed opens many avenues that could be explored in the future.
In homogeneous quasi-1D dipolar systems we could investigate the breakdown of su-

per�uidity. In non-dipolar quasi-1D systems it has been shown that a �owpast an obstacle
induces solitons into the system [116] (similarly, 2D �owpast a cylinder nucleates vortices,
in 3D the �ow past a sphere nucleates vortex rings). In dipolar systems these excitations
still arise, however there is also the added nucleation of the roton, which may occur at
lower critical velocities than necessary for the generation of solitons.
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In two component systems, where both components are dipolar in nature, there exist
two distinct roton minima, kc1 and kc2. At the point of a roton instability we have seen
that a dipolar system undergoes a phase transition into a series of droplets, separated by a
distance λc j � 2π/kc j , for each component j � 1, 2. If the critical wavelength ratio λc1/λc2

is irrational then the spacing between the droplets will be in a quasi-crystalline structure
- with no repeating pattern in any region of space.

Our work on quantum ferro�uid turbulence was undertaken in an in�nite homoge-
neous system. Unfortunately, real experimental conditions limit us to �nite-sized con-
densates con�ned in traps. As previously discussed, recent experiments have employed
box-like traps, which would allow for quasi-homogeneity, and our results will only be
changed by the inclusion of a barrier. However, inclusion of a trapping potential will also
induce a roton minimum in the excitation spectrum, which may change the dynamics we
observe.
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A
Derivation of the dipolar
Bogoliubov-de Gennes equations

In 1947 Bogoliubov proposed splitting the mean-�eld wavefunction into two contribu-
tions: the macroscopically occupied condensate described by a complex mean-�eld ψ0(r)
andweakperturbations describing small-scale excitations to the background δψ j (r, t) [36],
a theory later applied to superconductivity of metals by de Gennes [252]. This gives a trial
wavefunction

ψ j (r, t) �
[
ψ0(r) + δψ j (r, t)

]
e−iµt/~ . (A.1)

Substitution of (A.1) into the dipolar GPE (2.31) evaluates as

i~
∂ψ j

∂t
�

(
µψ0 + µδψ j + i~

∂δψ j

∂t

)
e−iµt/~ (A.2)

for the left hand side, and the right hand side becomes

(Ĥ0 + g |ψ j |
2 +Φdd[ψ])ψ �

{
Ĥ0(ψ0 + δψ j) + g

[
|ψ0 |

2(ψ0 + 2δψ j) + ψ2
0δψ

∗

j

]

+Φdd[ψ0](ψ0 + δψ j) +X(ψ∗0δψ j + ψ0δψ
∗

j)
}

e−iµt/~ ,

(A.3)

where only linear terms in δψ j remain, the operator X is de�ned as

X f (r) � ψ0(r)
∫
∞

−∞

d3r′Udd(r − r′) f (r′) (A.4)

for test function f (r), and Ĥ0 is the single-particle Hamiltonian Eq. (2.28).
Identifying that ψ0 is the groundstate solution to the stationary dipolar GPE with

chemical potential µ the linearised governing equation for the �uctuations is

i~
∂δψ j

∂t
� (Ĥ0 + 2g |ψ0 |

2
− µ)δψ j + gψ2

0δψ
∗

j +Φddδψ j +X(ψ∗0δψ j + ψ0δψ
∗

j) . (A.5)
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The �uctuations are decomposed according to

δψ j (r, t) � u j (r)e−iω j t − v∗j (r)e iω j t , (A.6)

where the amplitude functions u j (r) and v j (r) are complex and the perturbation is time-
dependent with characteristic frequency ω j . Inserting Eq. (A.6) into (A.5) gives two equa-
tions, identi�ed by equating terms in e−iω j t

ε j u j � Ĥ0u j + 2g |ψ0 |
2u j + gψ2

0v j +Φdd[ψ0]u j +X(u j + v j) , (A.7)

and terms in e iω j t

−ε j v j � Ĥ0v j + 2g |ψ0 |
2v j + gψ2

0u j +Φdd[ψ0]v j +X(u j + v j) , (A.8)

where ε j � ~ω j is the eigenenergy of the jth excitation. In matrix form these read

*
,

Ĥ + g |ψ0 |
2 +X g |ψ0 |

2 +X

−g |ψ0 |
2
− X −Ĥ − g |ψ0 |

2
− X

+
-

*
,

u j

v j

+
-
� ε j *

,

u j

v j

+
-
, (A.9)

where we de�ne Ĥ � Ĥ0 + g |ψ0 |
2 +Φdd[ψ0] as the ground-state Hamiltonian. These are

the Bogoliubov-de Gennes equations for the dilute dipolar Bose gas. Solutions to these
equations are found by diagonalising the matrix, however in a dipolar gas analytical so-
lutions are limited. Solutions to the homogeneous system are discussed in Ch. 2. In a
homogeneous system with background density |ψ0(r) |2 � n0, V (r) � 0 and µ � n0 g the
eigenenergies are continuous, i.e. ε j → ε(k) and after taking Fourier transforms of both
Eq.s (A.7) and (A.8) the eigenvalues can be found analytically as

ε(k) �

√
~2k2

2m

(
~2k2

2m
+ 2n0(g + Ũdd(k))

)
. (A.10)

For the general case solutionsmust be foundnumerically, however �rst the equationsmust
be rewritten in a spectral basis. Following the derivation from [327] we de�ne ψ±j (r) �

u j (r) ± v j (r) and adding or subtracting Eqs. (A.7) and (A.8) and making the assumption
that the groundstate is real gives

[Ĥ − µ]ψ+
� ε jψ

− (A.11)

[Ĥ + 2gψ2
0 + 2X − µ]ψ− � ε jψ

+ . (A.12)
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Sequentially applying (A.11) and (A.12) leads to the decoupled equations

[Ĥ + 2gψ2
0 + 2X − µ][Ĥ − µ]ψ+

� ε2
jψ

+ (A.13)

[Ĥ − µ][Ĥ + 2gψ2
0 + 2X − µ]ψ− � ε2

jψ
− . (A.14)

Choosing the dipolar GPE spectral basis with orthonormal modes φ j (r) and energies εGP
j

de�ned by

[Ĥ − µ]φ j � ε
GP
j φ j . (A.15)

The excited GPmodes are used, with the condensate mode removed, so that quasiparticle
modes constructed from such a basis are automatically orthogonal to the condensate. The
basis modes are obtained by diagonalising Eq. (A.15) using the matlab function eigs for
the smallest amplitude NG eigenenergies.
Making the expansion

ψ+
j (r) �

∑
α

c j
αφα (r) , (A.16)

multiplying Eq. (A.13) on the left by φ∗γ (r) then integrating gives the matrix equation

∑
α

∫
d3rφ∗γ (r)[Ĥ − µ︸ ︷︷ ︸

εGP
α δγα

+2gψ2
0 + 2X] [Ĥ − µ]φα (r)︸           ︷︷           ︸

εGP
α φα (r)

c j
α �

∑
α

ε2
j

∫
d3rφγφα︸         ︷︷         ︸
δγα

c j
α , (A.17)

which simpli�es to ∑
α

Hγαc j
α ≡

∑
α

[εGP
α δγα + 2Mγδ]ε

GP
α c j

α � ε2
j c j
γ , (A.18)

where

Mγα � g
∫

d3rφ∗γψ2
0φα +

1

(2π)3

∫
d3kϕ∗γ (−k)Udd(k)ϕα (k) , (A.19)

with ϕ j (k) � F [φ j (r)ψ0(r)].
Thus, the algorithm to �nd the excitation spectrum is as follows

1. Solve the dipolar GPE in imaginary time to �nd the groundstate ψ0.

2. Calculate the �rst NG spectral basis modes φ j (r) and energies εGP
j through diago-

nalisation of Eq. (A.15).

3. Form the exchange matrix Mγα.
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4. Construct Hγα and diagonalise to �nd ε2
j and coe�cients c j

α, and accept some NB <

NG modes as correct.

5. Reconstruct u j (r) and v j (r) through

u j (r) �
1

2

∑
α

[
1 +

εGP
α

ε j

]
c j
αφα (r) , (A.20)

v j (r) �
1

2

∑
α

[
1 −

εGP
α

ε j

]
c j
αφα (r) . (A.21)

6. The obtained eigenvalues are only sorted in ascending order, so we sort them based
on |k|, so the momentum of the jth eigenvalue is

k j �

√√∫
d3k k2(|ũ j (k) |2 + |ṽ j (k) |2)∫
d3k |ũ j (k) |2 + |ṽ j (k) |2

. (A.22)
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B
Convolution theorem

The convolution of two well behaved functions, f and g, can be de�ned as

( f ∗ g)(x) �
∫

dx′ f (x − x′)g(x′) �
∫

dx′ f (x′)g(x − x′) . (B.1)

Consider the quasi-1D dipolar potential integral

Φ1D �

∫
∞

−∞

dx′V (x − x′)n(x′) � (V ∗ n)(x) . (B.2)

This integral can be more readily calculated in momentum space. We de�ne the Fourier
transform, F [·], and inverse Fourier transform, F −1[·], respectively, as follows

f̂ (k) � F [ f (x)] �
∫

dx f (x)e ikx (B.3)

f (x) � F −1[ f̂ (k)] �
∫

dk
2π

f̂ (k)e−ikx (B.4)

By inputting these relations into our dipolar potential equation we can rewrite this as∫
dx′V (x − x′)n(x′) �

∫
dx′

(∫
dk
2π

V̂ (k)e−ik(x−x′)
) (∫ dq

2π
n̂(q)e−iqx′

)
�

∫
dk
2π

∫ dq
2π

V̂ (k)e−ikx n̂(q)
∫

dx′e−i(q−k)x′

�

∫
dk
2π

∫
dqV̂ (k)e−ikx n̂(q)δ(q − k)

�

∫
dk
2π

V̂ (k)n̂(k)e−ikx .

Therefore, the convolution of V and n has been reduced down to the inverse Fourier trans-
form of the product of the function’s Fourier transforms, or mathematically∫

dx′V (x − x′)n(x′) � F −1
[
V̂ (k)n̂(k)

]
. (B.5)
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C
Derivation of the Gross-Pitaevskii
equation

In this appendix we apply the Heisenberg equation of motion to the second quantised
Hamiltonian (2.27), stated again here as

Ĥ �

∫
d3r Ψ̂†(r)Ĥ0Ψ̂(r) +

1

2

∫
d3r

∫
d3r′ Ψ̂†(r)Ψ̂†(r′)Vint(r, r′)Ψ̂(r′)Ψ̂(r) , (C.1)

where Vint(r, r′) is the two-body interaction potential, and

Ĥ0 � −
~2

2m
∇

2 + Vext(r) , (C.2)

is the single-particle Hamiltonian, and Vext(r) is the external potential. The Bose �eld
operators follow the commutation relations

[
Ψ̂(r), Ψ̂†(r′)

]
� δ(r − r′) , (C.3)

[
Ψ̂(r), Ψ̂(r′)

]
� 0 , (C.4)

[
Ψ̂†(r), Ψ̂†(r′)

]
� 0 . (C.5)

Note that the Bose �eld operators also depend on time, Ψ̂(r) ≡ Ψ̂(r, t), which is sup-
pressed throughout this derivation for legibility. Now we state and use the Heisenberg
equation of motion to derive the system’s dynamics, this equation describes a system
where the state vector remains stationary and the operators evolve in time, giving

i~
∂Ψ̂(r)
∂t

�

[
Ψ̂(r), Ĥ

]
,

� Ψ̂(r)Ĥ − ĤΨ̂(r) ,

� Ψ̂(r)Ĥ −
∫

d3r′ Ψ̂†(r′)Ĥ0Ψ̂(r′)Ψ̂(r)

−
1

2

∫
d3r′

∫
d3r′′ Ψ̂†(r′)Ψ̂†(r′′)Vint(r′, r′′)Ψ̂(r′)Ψ̂(r′′)Ψ̂(r) .
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The commutation relations allow us to move the Ψ̂(r) term to the left-hand side of the
integrals by using the following two rules:

Ψ̂(r′)Ψ̂(r) � Ψ̂(r)Ψ̂(r′) and Ψ̂†(r′)Ψ̂(r) � Ψ̂(r)Ψ̂†(r′) − δ(r − r′). (C.6)

i~
∂Ψ̂(r)
∂t

� Ψ̂(r)Ĥ −
∫

d3r′
[
Ψ̂(r)Ψ̂†(r′) − δ(r′ − r)

]
Ĥ0Ψ̂(r′)

−
1

2

∫
d3r′

[(
Ψ̂(r)Ψ̂†(r′′) − δ(r′′ − r)

)
Ψ†(r′) −Ψ†(r′′)δ(r′ − r)

]
Vint(r′, r′′)Ψ̂(r′)Ψ̂(r′′) ,

� Ψ̂(r)Ĥ − Ψ̂(r)
[ ∫

d3r′ Ψ̂†(r′)Ĥ0Ψ̂(r′)

−
1

2

∫
d3r′

∫
d3r′′ Ψ̂†(r′)Ψ̂†(r′′)Vint(r′, r′′)Ψ̂(r′)Ψ̂(r′′)

]

+

∫
d3r′Ĥ0Ψ̂(r′)δ(r′ − r) +

∫
d3r′

∫
d3r′′ Ψ̂†(r′′)δ(r′ − r)Vint(r′, r′′)Ψ̂(r′)Ψ̂(r′′)

� Ψ̂(r)Ĥ − Ψ̂(r)Ĥ + Ĥ0Ψ̂(r) +

∫
d3r′′ Ψ̂†(r′′)Vint(r, r′′)Ψ̂(r′′)Ψ̂(r) .

Finally after reinserting the time dependence this gives Eq. (2.29),

i~
∂Ψ̂(r, t)
∂t

� Ĥ0Ψ̂(r, t) +

∫
d3r′ Ψ̂†(r′, t)Vint(r, r′)Ψ̂(r′, t)Ψ̂(r, t) . (C.7)

After applying themean-�eld approximation Ψ̂→ ψ, and applying the pseudo-potential,

Vint(r, r′) → U (r, r′) � gδ(r − r′) +
Cdd
4π

(
1 − 3 cos2 θ

|r − r′ |3

)
, (C.8)

leads to the dipolar Gross-Pitaevskii equation, Eq. (2.31),

i~
∂ψ(r, t)
∂t

�

(
−
~2
∇

2

2m
+ Vext(r, t) + gn(r, t) +Φdd(r, t)

)
ψ(r, t) . (C.9)

157



D
Probing quasi-integrability of the
Gross-Pitaevskii equation in the
harmonic oscillator potential

Previous simulations of the one-dimensional Gross-Pitaevskii equation (GPE)with repul-
sive nonlinearity and a harmonic-oscillator trapping potential hint towards the emergence
of quasi-integrable dynamics – in the sense of quasi-periodic evolution of a moving dark
soliton without any signs of ergodicity – although this model does not belong to the list
of integrable equations. To investigate this problem, we replace the full GPE by a suitably
truncated expansion over harmonic oscillator eigenmodes (the Galerkin approximation),
which accurately reproduces the full dynamics, and then analyse the system’s dynami-
cal spectrum. The analysis enables us to interpret the observed quasi-integrability as the
fact that the �nite-mode dynamics always produces a quasi-discrete power spectrum, with
no visible continuous component, the presence of the latter being a necessary manifesta-
tion of ergodicity. This conclusion remains true when a strong random-�eld component
is added to the initial conditions. On the other hand, the same analysis for the GPE in
an in�nitely deep potential box leads to a clearly continuous power spectrum, typical for
ergodic dynamics.

This work is presented as a standalone Chapter, and is based on the work published
in Ref. [202].

D.1 Introduction

Integrability, relaxation, and thermalisation of many-body systems are intricately-linked
key topics of themodern theory of non-equilibriumdynamical systems. Although, strictly
speaking, a closed quantum system should exhibit no thermalisation in the usual sense,
non-integrable closed systems can nonetheless mimic relaxation to thermal equilibrium
through dephasing occurring within the eigenstate thermalisation hypothesis [443, 444].

The investigation of these issues has recently become a core activity in studies of dy-
namics of ultracold gases [445], due to the uniquely precise experimental control achieved
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in this �eld. Such settings can be engineered in bothweak- and strong-interaction regimes,
the e�ectively one-dimensional (1D) realisations being of particular relevance, as the re-
spective model equations may be able to support integrable dynamics. In this context,
pioneering experiments with ultracold atoms in the e�ectively 1D regime have revealed
evidence for a long-term absence of thermalisation [446], attributed to the expected inte-
grability of the underlying (Lieb-Liniger)model of strong interactions. Subsequentworks,
however, have predicted timescales for the breakdown of integrability in experimentally
relevant geometries, with thermalisation possible through virtual excitation of higher ra-
dial modes [447, 448]. These �ndings were reported to be consistent with both the pre-
vious experiments [446] and other relevant observations [449], subsequent work also ad-
dressing the emergence of pre-thermalisation [450], in which a closed system loses part
of its initial information.

In the idealised setting described by an integrable equation, which possesses an in�-
nite number of conserved quantities, the trajectories are weakly sensitive to initial condi-
tions, lying on invariant tori in the phase space, realistic systems often exhibit “weak inte-
grability breaking", in the sense that one can construct and probe “quasi-conserved" quan-
tities. One should here distinguish between two di�erent issues: the perceived presence
of (quasi-)integrability of a given physical system as probed in experiments, and the emer-
gence of integrability in the equations believed to accurately describe the physical system,
which is usually probed through numerical simulations. The fundamental equation de-
scribing ultracold atoms in the weakly-interacting regime is the nonlinear Schrödinger
equation (NLSE), with cubic nonlinearity arising from inter-atomic collisions, alias the
Gross-Pitaevskii equation (GPE). This equation is the workhorse of the theoretical studies
of ultracold atoms, with an impressive portfolio of successes in predicting experimental
phenomena to high accuracy, including the static characteristics of the ultracold gases,
their modes, nonlinear waves, dynamical instabilities, etc. [44, 45, 451]. The most com-
mon case to which we limit our study here is when the e�ective interactions are repulsive
(i.e., the respective nonlinearity is defocusing). Such an equation is known to be integrable
in the 1D free space (including the case of periodic boundary conditions) [177, 452–454],
but not in the presence of the harmonic oscillator con�ning potential, which is relevant for
modelling actual experiments. Even in this case, however, long-time simulations of the 1D
GPE have revealed no conclusive evidence of chaotisation [455, 456], which is believed to
originate in the experiment from the coupling to transverse degrees of freedom, beyond
the limits of the 1D approximation [448]. On the other hand, a single particle in the har-
monic oscillator trap is commonly known to be integrable. The question then arises under
what conditions, and to what extent, features of the integrability may be approximately
preserved in many-body systems trapped by this potential.

The closest many-body state which exhibits some particle-like properties is a soli-
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tonic excitation – speci�cally, a dark soliton in the case of repulsive interactions, which
is thus a natural candidate to use as a probe of the integrability. Importantly, previous
studies of the motion of dark solitons in the harmonic oscillator-trapped 1D GPE lead
to a quasi-periodic evolution, revealing no evidence of chaotisation (ergodicity) in the
evolution of the mean-�eld wavefunction, unlike certainly non-integrable settings, cor-
responding to other (anharmonic) probed trapping potentials [457, 458]. This observa-
tion suggests an “apparent quasi-integrability" of the 1D GPE in the harmonic oscillator
trap, with regard to the motion of a dark soliton, which was predicted to perform shuttle
motion, as a classical particle, with a well-de�ned oscillation amplitude and frequency
[384, 459, 179, 370, 375, 147, 379]. This behaviour is consistent with experiments which
have generated dark solitons and demonstrated their motion in elongated quasi-1D BECs
[181, 182, 113, 115, 183, 116, 184–189]. However, the presence of any potential, including
the harmonic oscillator trap, is known to break the integrability of the underlying GPE,
and, in particular, to trigger the emission of small-amplitude excitations (“sound waves")
from dark solitons moving with acceleration [179, 370, 379, 457, 373, 460, 461]. This mech-
anism of the decay of dark solitons into radiation is similar to that known for optical dark
solitons governed by the NLSE [462, 178, 344].

To reconcile these apparently contrasting predictions, one implying the presence of
the e�ective quasi-integrability, and the other referring to the non-integrability of the
GPE with the harmonic oscillator potential, it was proposed that the emission of sound
waves might be reversible, i.e., that the dark soliton may reabsorb the emitted waves,
thus stabilizing itself against the systematic decay [458, 379, 460]. This e�ect may even
be employed to preferentially stabilise dark solitons in states with selected energies [463].
The reversibility e�ect has been shown to be crucial over timescales shorter than those
imposed by other non-integrability factors (for example, those related to thermal dissi-
pation and coupling to the transverse dimensions) in harmonic oscillator-trapped BECs
[384, 459, 344, 464, 366, 357, 465–471]. In turn, the sound-emission reversibility suggests
that the harmonic oscillator potential maymaintain quasi-integrability of the system. Fur-
ther evidence to support this conjecture comes from simulations which reveal a system-
atic decay when the harmonic oscillator potential is altered, and the quasi-integrability is
clearly broken, e.g., by the addition of dimple traps [179, 379], an optical lattice [457, 472],
or a localised obstacle [473, 344]. Another sign of the quasi-integrability in the presence
of the harmonic oscillator con�nement is an essentially elastic character of collisions be-
tween two trapped dark solitons, observed in direct simulations and veri�ed experimen-
tally [187, 367].

To gain insight into the presumably quasi-integrable dynamics, we here develop a
�nite-mode approximation for the 1D GPEwith the harmonic oscillator potential, known
as the Galerkin approximation [474]: the wave �eld is expanded over the full set of eigen-
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modes of the linear Schrödinger equation with the harmonic oscillator potential, thus
replacing the underlying cubic GPE by a chain of nonlinearly coupled ordinary di�er-
ential equations for the evolution of amplitudes of the eigenmode expansion. The chain
is truncated for a �nite set of M modes, su�cient to provide an accurate approximation
for the global evolution of the mean-�eld wave function governed by the GPE, includ-
ing relevant features such as the above-mentioned sound emission and absorption by the
dark soliton. A similar expansion approach was developed for various nonlinear models
[475–477], including multi-component and multi-dimensional GPE systems [478, 479].

The �nite-modeGalerkin expansion is also at the heart of the projectedGross-Pitaevskii
equation (PGPE) [437], which has been extensively applied to model Bose gases at �nite
temperatures. However, there are several contextual di�erences between our study and
those using the PGPE. Speci�cally, we seek to approximate the zero-temperature GPE
wave �eld, not a thermal �eld, with the key point being that we can very accurately cap-
ture the soliton dynamics and aspects of quasi-integrability by employing M � 16 modes.

The aim of our analysis, performed in the framework of the suitably truncated �nite-
mode dynamical system, is to highlight the degree of the quasi-integrability of the under-
lying cubic GPE including the harmonic oscillator potential. Speci�cally, we �nd, with
high numerical accuracy, that the power spectrum of all dynamical trajectories remains
quasi-discrete in the course of the inde�nitely long evolution, corresponding to a quasi-
periodic motion, rather than to chaotic dynamics. This observation strongly suggests that
the Galerkin-approximation system with a �nite number of the degrees of freedom has
almost all its trajectories spanning invariant tori, in accordance with the Kolmogorov-
Arnold-Moser theorem [480, 481]. Such a �nding provides an adequate explanation of
the e�ective quasi-integrability featured by the underlying harmonically-trapped GPE in
the previously reported direct simulations [379].

Although the analysis reveals strong evidence of the repeated reversible cycles of the
emission/absorption of radiation from/by the dark soliton, there is no straightforward
way to isolate the soliton and sound modes through the Galerkin approximation in the
condensate trapped in the harmonic oscillator potential. To demonstrate the role of this
process in a more explicit form, we also develop a similar analysis for the GPE in a po-
tential box with zero boundary conditions (i.e., an in�nitely deep rectangular potential,
which can be experimentally realised using electromagnetic �elds [50–53], although the
box walls in the experiment are softer than the ideal impenetrable ones). The Galerkin ap-
proximation for the potential box can be naturally built on the basis of the underlying sine
and cosine eigenfunctions [482]. Systematic simulations of the GPE in the in�nitely deep
box show that a moving dark soliton shuttles back and forth in a stable manner (although
the soft walls may cause an instability and sound emission [483]). Interestingly, and per-
haps somewhat unexpectedly, we �nd in this case that the power spectrum of generic
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trajectories is continuous, in direct contrast to the quasi-discrete spectrum found in the
harmonic oscillator potential, which clearly suggests chaotisation (ergodicity) of the dy-
namics in the box, rather than evolution guided by invariant tori. Such behaviour is also
wholly captured by our �nite-mode expansion (without the need for using the known
exact box eigenstates of the nonlinear equation [484]).

It is relevant to mention that, strictly speaking, the NLSE in a �nite interval with
zero boundary conditions belongs to the class of integrable equations [485–488]. This
fact seems to be in contradiction with the above-mentioned ergodicity revealed by the
Galerkin approximation for the potential box. However, it is known that there are two
types of integrability, strong and weak [489]. The contradistinction between them is based
on the relation between the numbers of degrees of freedom and dynamical invariants. In-
deed, a Liouville-integrable dynamical systemwith a �nite number of degrees of freedom
must have it equal to the number of dynamical invariants [490]. In the limit of the in�nite
number of degrees of freedom (integrable PDEs), the set of dynamical invariants is also
in�nite, but in the case of weak integrability the set is incomplete (not “su�ciently in�-
nite"), which allows the system to feature non-integrable dynamics, such as �ssion and
merger of solitons in the weakly integrable three-wave system [491, 492], another known
example of weak integrability being provided by the Kadomtsev-Petviashvili-I equation.
Models of this type, in spite of their formal integrability, readily admit chaotic dynam-
ics – in particular, in the form of wave turbulence in the free space [489]. Of course, the
�nite-mode truncation most plausibly breaks the strong and weak integrability of the
underlying partial di�erential equation alike, but the concept of the weak integrability
suggests a possible explanation to the fact that the truncation, derived for a weakly inte-
grable model, may feature ergodicity: if the underlying model admits chaotic dynamics,
the truncated version may feature it too. Concerning the GPE in the �nite-size box, the
issue of its strong/weak integrability is not explored yet, to the best of our knowledge.
This issue may be a subject for a separate study, which is de�nitely beyond the scope of
the present work.

The rest of the Chapter is organised as follows. In Sec. D.2, we summarise the Galerkin
approximation for both the harmonic oscillator and box traps and demonstrate its suc-
cess in capturing both the ground-state solutions and dark-soliton motion, with only a
small number of modes in the truncation. This �nding enables us to use the motion of
the dark soliton, Sec. D.3 as a probe for the quasi-integrability of the 1D harmonically-
con�ned GPE, focusing in Sec. D.4 on the distinction between the quasi-discrete and con-
tinuous spectra of the evolution of complex amplitudes of the Galerkin truncation, which
are found, respectively, in the harmonic oscillator and box traps. Our �ndings are sum-
marised in Sec. D.5.
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D.2 The Galerkin approximation and its validity

Our analysis starts from the well-known 1D GPE, written in the presence of an arbitrary
time-independent potential, V (x) [44, 45],

i~
∂Ψ
∂t

� −
~2

2m
∂2Ψ

∂x2
+ g |Ψ|2Ψ+ V (x)Ψ . (D.1)

Here Ψ(x , t) is the mean-�eld wave function of the BEC, normalised to the number of
particles N �

∫
|Ψ|2 dx, and g is the coe�cient of the cubic nonlinearity, induced by the

van der Waals interactions between atoms which make up the BEC. The characteristic
energy, length and time scales are the chemical potential µ of the BEC, the healing length
ξ � ~/√mµ, and τ � ξ/c, where c �

√
µ/m is the speed of sound, and m is the atomic

mass. Using these scales to de�ne dimensionless energy, position and time variables,
Eq. (D.1) can be rewritten as

i
∂ψ

∂t̃
� −

1

2

∂2ψ

∂x̃2
+ σ |ψ |2ψ + Ṽ (x̃)ψ , (D.2)

where ψ �
√

2|as |/ξ2Ψ and σ � +1 and −1 corresponds to the repulsive and attractive
nonlinearities, respectively. The dimensionless wave function ψ ≡ ψ(x̃ , t̃) is subject to
normalisation N �

∫
|ψ |2 dx̃, where N � µξN/g. Thus, for typical experimental param-

eters the atom number will correspond to N ∼ 104N . From this point on, we drop the
tilde notation for dimensionless variables; the exception is in �gures, where x and t are
presented in the dimensional form.

In this work, we are interested in repulsive interactions which admit dark solitons
trapped in the external potential [179], therefore we �x σ � 1. We consider harmonic
oscillator and box potentials, which are de�ned, respectively, as

V (x) �
1

2
ω2

x x2 , ωx ≡ 1 , or V (x) �



0 , at 0 < x < L ,
∞ , elsewhere.

(D.3)

In the former case, ωx ≡ 1 is �xed by rescaling. It is relevant to note that the in�nite-box
potential, which gives rise to zero boundary conditions, ψ(x � 0) � ψ(x � L) � 0, directly
applies, in addition to BEC, as the model of a metallic conduit for microwaves [493].

The Galerkin approximation takes two di�erent forms, depending on the potential
considered. In each case, the wave �eld is approximated by an M-mode linear combi-
nation of time-dependent eigenmodes of the corresponding linear Schrödinger equation,
with each eigenmode subject to the unitary normalisation. In the harmonic oscillator case,
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the corresponding ansatz is

ψGA(x , t) �
M−1∑
n�0

an (t) exp

(
−

x2

2
− i

(
1

2
+ n

)
t
)

Hn (x)

π1/4
√

2n n!
, (D.4)

where an (t) are complex amplitudes, which are slowly varying functions of time, in com-
parison with exp

(
−i

(
1
2 + n

)
t
)
, and Hn (x) are the Hermite polynomials. In the case of

the box potential, the expansion is built as

ψGA(x , t) �
M−1∑
n�0

an (t)

√
2

L
sin

( (n + 1) πx
L

)
e−iEn t , (D.5)

with En � π2 (n + 1)2 /2L2, and amplitudes an (t) being slowly varying functions in com-
parison with exp (−iEn t).

Note that it would also be possible to conduct the expansion using the nonlinear
modes of the system. However, while the nonlinear solutions in the 1D box potential
are known [484], they are not known in analytical form for the harmonic potential. More-
over, the nonlinear box solutions would give rise to extremely cumbersome di�erential
equations. Hence for the purpose of this work we focus on expansion into linear modes,
which are clearly demonstrated to capture the key features of the underlying GPE they
are approximating.

Evolution equations for amplitudes an can be readily derived by means of the varia-
tional principle [494, 495]. To this end, we use the Lagrangian of Eq. (D.2),

L �

∫ +∞

−∞

*
,

iψ∗
∂ψ

∂t
−

1

2

�����
∂ψ

∂x

�����

2

−
σ
2
|ψ |4 − V (x) |ψ |2+

-
dx . (D.6)

The substitution of ansätze de�ned by Eqs. (D.4) and (D.5) into the Lagrangian leads to
the following result,

L � i
M−1∑
n�0

a∗n
dan

dt
− H , (D.7)

where the Hamiltonian is

H � f (a0 , ..., aM−1 , a∗0 , ..., a
∗

M−1 , t) , (D.8)

and function f is a combination of quartic terms, depending on the number ofmodes kept
in the Galerkin approximation. Accordingly, the dynamics are governed by the Euler-
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Lagrange equations derived from the Lagrangian,

dan

dt
� −i

∂H
∂a∗n

. (D.9)

This is a mechanical system with M degrees of freedom and two dynamical invariants, H
and the total norm,

N �

M−1∑
n�0

|an |
2 . (D.10)

D.2.1 The four-mode truncated Hamiltonian and dynamical equations

An explicit form of the Hamiltonian and dynamical equations for the Galerkin approxi-
mation with M � 4 are given below. Similar equations have been explicitly derived up to
M � 16 (they are not included here, as they seem too cumbersome, but, nevertheless, they
are tractable, for the purposes of the current analysis.) The Hermite polynomials required
to construct the corresponding Galerkin approximation ansatz are

H0(x) � 1, H1(x) � 2x , H2(x) � 2(2x2
− 1), H3(x) � 4x

(
2x2
− 3

)
.
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Calculation of the quartic term in the corresponding Lagrangian (D.6) leads to Hamilto-
nian (D.8) in the following form:
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Finally, substituting this Hamiltonian in Euler-Lagrange equations (D.9), we arrive at the
following dynamical system with four degrees of freedom:
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D.2.2 Exploring the accuracy of the Galerkin approximation

We employ a Crank-Nicolsonmethod to �nd stationary and dynamic solutions to theGPE
inMATLAB. Typical simulation parameters are (in the scaled units): spatial discretisation
∆x � 0.05, simulation-box length L � 20, and time step ∆t � 0.001. The �nite-mode
dynamical system based on Eq. (D.9) was also solved with the help of MATLAB. The
largest mode number considered in this work is M � 16, the consideration of still larger
M being technically possible, but not really necessary, as shown by the results presented
below.

Here we characterise the ability of the Galerkin approximation to capture the station-
ary ground state of the system, as a function of themode number M and norm N . Using a
stationary solution ψGPE of the GPE (obtained by means of the imaginary-time propaga-
tion [451]), Galerkin approximation amplitudes a j (see Eqs. (D.4) and (D.5)) are calculated
by projecting ψGPE onto the set of eigenstates of the respective linearised Schrödinger
equation,

a j (0) �
∫
V

dx ψ j (x)ψGPE(x), (D.11)

where V is the actual range of x for the harmonic oscillator potential, and interval 0 <

x < L for the box. Using the amplitudes given by Eq. (D.11) to construct the Galerkin
approximation wave function ψGA(x , 0), as per Eqs. (D.4) and (D.5), we de�ne the �delity
F of the approximation as

F �
1

N

∫
V

dx ψGA(x , 0)ψGPE(x), (D.12)

where F � 1 (F � 0) corresponds to two identical (mutually orthogonal) wave functions.
Figure D.1 (top row) shows how the number of modes a�ects the �delity of the initial

Galerkin approximationwave function, for di�erent norms N . In the case of the harmonic
oscillator trap and M � 16, the �delity is virtually exactly F � 1, implying an almost
perfect GPE-Galerkin approximation overlap for all norms considered. For the box trap,
the �delity is still good but poorer than for the harmonic oscillator; even in the case of N �

1 (weak nonlinearity), ψGPE for the box is not perfectly approximated by the truncation
with M < 10.

Finally we explore the validity of the Galerkin model for recreating dynamical simu-
lations of the GPE. Figure D.1 (bottom row) explores the role of the mode truncation in
the Galerkin approximation, by direct comparison of dark soliton oscillation frequencies
(see Sec. D.3), extracted from the GPE simulations, and their counterparts, predicted by
the Galerkin approximation, as a function of the total norm. The results clearly show that
the increasing number of modes, M, improves the Galerkin approximation accuracy for
all norms considered.
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Figure D.1: (Top row) Fidelity of the ground-state wave function vs. the number of modes, M,
kept in the Galerkin approximation, shown for the harmonic oscillator (left) and box (right) traps,
with di�erent values of norm N . (Bottom row) E�ect of the increasing number of modes in the
Galerkin approximation on its accuracy, estimated by the comparison of the frequency of the shuttle
oscillations of the dark soliton with results of the GPE simulations (see Sec. D.3). Other parameters
used here are the same as in Fig. D.2.

D.3 Dark-solitondynamics as the testbed for the validity of theGalerkin
approximation

Next we test the validity of the Galerkin approximation for the dark soliton through its
comparison to the numerically exact GPE solution. In the case of the repulsive nonlinear-
ity (σ > 0), which we deal with in this work, the free-space GPE (no trap) has a commonly
known family of dark-soliton solutions, written here in the unscaled units [177],

ψds(x , t) �
√

n0

[
β tanh

( x − x0 + vt
ξ

β
)

+ i
( v

c

)]
e−iµt/~. (D.13)

Here β �
√

1 − v2/c2, x0 is the initial position and v the soliton’s velocity. Stationary (alias
black) solitons, with v � 0, have a zero-density notch with a phase slip of π across it.
The soliton’s energy decreases with increasing speed [178], emulating a particle with a
negative e�ective mass [179].

Figure D.2 shows oscillations of a dark soliton in the harmonic oscillator and box trap-
ping potentials (left and right columns, respectively). The �rst row displays the evolution
predicted by the Galerkin approximation, as produced by the solution of Eq. (D.9), with
M � 16 modes. In the box trapping potential, the soliton trajectory closely approximates
a triangular wave, as would be expected. In the harmonic oscillator potential, one might
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Figure D.2: Themotion of an initially o�-center black soliton (v � 0) in the harmonic oscillator (left
column) or gray soliton (v � 0.6) in the box (right column) traps. Panel (a) depicts the evolution
of the complex amplitudes as per the Galerkin approximation for the ansatz with 16 modes, with
similar results for the box trap shown in (d). Panels (b) and (e) display the corresponding center-
of-mass oscillations of the dark soliton, as produced by simulations of the GPE (blue solid lines)
and by the Galerkin approximation (red dashed lines), while their Fourier transforms are shown in
(c) and (f). Parameters are N � 15, v � 0 and x0 � 1 (see Eq. (D.13)) for the harmonic oscillator
trap; N � 5, L � 20, v � 0.6 and x0 � 10 for the box.

expect that the soliton would closely follow a sinusoidal trajectory; however, the interac-
tion of the soliton with the dynamical background condensate signi�cantly distorts the
trajectory. The deformation of the background �eld reveals evidence for the interaction
of the soliton with the sound (propagating excitations), whereas, in the potential box, we
observe chaotisation of the soliton dynamics at very long evolution times.

It is relevant to mention that the above-mentioned oscillations of the background con-
densate trapped in the harmonic oscillator potential (panel (a)) are excited by the sound
emission from the accelerating soliton. The wavelength of the sound is comparable to the
system size, hence it becomes visible as a dipole oscillation of the cloud (note that the di-
rect visualisation of the sound pulse is challenging due to the immediate re�ection of the
sound from boundaries and re-interaction with the soliton, motivating the use of dimple
traps elsewhere to overcome this issue [458, 379]). A quasi-steady state is thus established,
wherein the background modes and soliton maintain constant average amplitude. This
equilibrium is attributed to the balance between emission and reabsorption of sound by
the soliton [458, 379]. Fluctuations in this energy balance are evident in the quasi-periodic
acceleration and deceleration of the soliton, visible in the panel (a).

Figures D.2(b) and (e) display the soliton’s center-of-mass motion, with overlaid re-
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sults produced by the predictions of the Galerkin approximation with M � 16 and GPE
simulations. The Fourier transform of these center-of-mass oscillations is displayed in
Figs. D.2(c) and (f), where the oscillation frequency of the soliton, ωs , is highlighted, along
with frequency ωd [in panel (b)] corresponding to the dipole mode of small excitations
of the condensate as a whole. The latter mode, with

ωd � ωx ≡ 1, (D.14)

[see Eq. (D.3) for the de�nition of ωx], is excited by the motion and sound emission of the
dark soliton traversing the condensate [379].

The dark soliton in the harmonic oscillator potential is known to oscillate at frequency

ωs � ωx/
√

2, (D.15)

as shown theoretically [179] and experimentally [187], deep in the Thomas-Fermi limit,
corresponding to large N in our notation. The role of the total number of modes, M, of
the Galerkin approximation is addressed in Fig. D.1, demonstrating perfect dynamical
accuracy of the approximation for M � 16 modes. Moreover, the dark soliton’s oscillation
frequency in the harmonic oscillator potential indeed approaches, as expected, the value
ωx/
√

2 as N increases.

D.4 Probing quasi-integrability in the 1D harmonic oscillator poten-
tial

In this section, we address the challenging issue of detecting quasi-integrability of theGPE
with the harmonic oscillator potential, which is the main reason why the above analysis
was undertaken. As is well known, in strictly integrable dynamical systems the power
spectrum of the time dependence of dynamical variables (the complex amplitudes, in
the present case), ã j (ω) � F [|a j (t) |2], where F stands for the Fourier transform, is truly
discrete, corresponding to the generic quasi-periodic motion on a surface of an invariant
torus, while non-integrable systems feature a conspicuous continuous component in the
spectrum, as a result of destruction of the tori [480, 496]. We have applied this criterion of
the integrability, by analysing themotiondisplayed in Fig.D.2, extending the computation
of the spectra to a hundred oscillations of the dark soliton. Figure D.3 depicts our main
�ndings, both for the evidently discrete spectrum in the harmonic oscillator trap, and the
case of the box potential (left and right images, respectively). The results are represented
by power spectra ã0(ω) [top panels] and ã1(ω) [bottom panels] of the �rst and second
amplitudes of the Galerkin expansion, which are overlaid on the corresponding results of
the GPE simulations. The GPE spectra were produced by computing the corresponding
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Figure D.3: Generic examples of power spectra for the �rst (top row) and second (bottom row)
amplitudes of the Galerkin expansion in the models with the harmonic oscillator (left) and box
(right) potentials. Parameters are the same as in Fig. D.2with M � 16. In each case, the simulations
comprised 100 full periods of shuttle oscillations of the dark soliton. As in Figs. D.2(b,c,e,f), we
show results produced by both the GPE simulations (solid blue lines) and Galerkin approximation
with 16 modes (red dashed lines), which reveals excellent agreement between both.

amplitudes as per Eq. (D.11), and then calculating their power spectra. In both cases, the
agreement between the Galerkin approximation and full GPE simulations is impressive,
a feature which is also true for higher-order ã j (ω) coe�cients (not shown here).

A crucial �nding is the stark di�erence in the results for the dark soliton’s motion in
the two potentials: In the harmonic oscillator case (left) we obtain a spectrum consist-
ing of extremely sharp peaks, which may be de�nitely categorised as a practically discrete
spectrum, thus representing quasi-integrable dynamics. The tallest peaks in the spectrum
can be immediately identi�ed as located at the above-mentioned frequencies ωd and ωs

of the dipole mode of the excitations of the condensate as a whole [see Eq. (D.15)], and
shuttle oscillations of the dark soliton [see Eq. (D.14)]. The surrounding peaks can be
readily identi�ed as combinational frequencies produced by mixing of these two modes.
In stark contrast to this, the spectrum in the box trap exhibits a broad peak, which clearly
represents a continuous spectrum, typical to non-integrable systems, that give rise to dy-
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namical chaos and ergodicity [496]. Simulations of the dynamical Galerkin system for the
potential-box model with M < 16 produce a similar behaviour, but with a growing noise
component.

The �nite width of the peaks representing the harmonic oscillator potential is at-
tributed to numerical accuracy, the inherent frequency resolution of the discrete Fourier
transform for total simulation time T being ∆ω � 2π/T. In the present case, ∆ω ≈ 0.0005,
and, indeed, the width of the peaks is equal to 2∆ω.

A physically relevant situation, when a random initial condition is generated for each
coe�cient j � 1, . . . ,M such that a j (0) � x j exp

(
i y j

)
, where x j is an observation from

the random variable X ∼ U (−1, 1) and y j from Y ∼ U (0, 2π) (taking care to renormalise
according to Eq. (D.10)), has been tested too. Typical examples of power spectra found in
this case are displayed, for both the harmonic oscillator and box traps, in Fig. D.4. It is
seen that both models keep the character of their dynamics, corresponding to the quasi-
discrete and continuous spectra, respectively, in the presence of the strong random com-
ponent in the input. Thus, the quasi-integrability of the GPE with the harmonic oscillator
potential is a robust property. Figure D.4 also shows the density and phase pro�les of the
initial condition for both wave-�elds. This initial condition is akin to a soliton-gas con�g-
uration, generated by summation of several dark soliton solutions with random position,
phase and velocity. Using this comparisonwe can describe the nature of the arising peaks.
Considering the dynamics in the harmonic oscillator case, shallow (fast) solitons have an
oscillation frequency close to ωs ≈ ωx , whereas deep (slow) solitons near the condensate
centre have an oscillation frequency near to ωs ≈ ωx/

√
2, as shown previously. In the dy-

namics ensuing from this highly nonequilibrium initial state the power spectra displays
a complicated mixing of these modes, with an envelope of spectra centred around their
average, ω ≈ 0.85ωx . Similar to Fig. D.3 the envelopes at larger ω are due to mixing of
these frequencies.

D.5 Summary

Previous numerical simulations based on the 1D GPE have revealed shuttle oscillations
of dark solitons in the harmonic oscillator potential. In the course of the periodic motion,
the dark soliton reversibly emits small-amplitude waves (“sound"), being able to fully re-
absorb them. No chaotisation was observed in the course of inde�nitely long simulations
of this model. On the contrary to that, GPE simulations with other types of trapping
potentials exhibit irreversible evolution and an eventual trend to the onset of dynamical
chaos (wave-function “turbulence") [458, 483]. To explain this phenomenology, we have
�rst derived a �nite-mode dynamical system, in the form of the Galerkin approximation,
based on the truncated expansion of the wave function, governed by the GPE (Gross-
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Figure D.4: The �rst amplitude of the Galerkin expansion, with a set of random-�eld amplitudes
generated for the initial condition in both models, with the harmonic oscillator (left) and box (right)
trapping potentials. The power spectra are produced by the projection of the GPE simulations (blue)
onto the �rst eigenmode of the Galerkin basis. Simulations of the the Galerkin system produced
similar results, which are consistent with the �ndings produced by the full GPE simulations(red).
Other parameters are the same as in Fig. D.3.

Pitaevskii equation) with the repulsive cubic nonlinearity, over the set of eigenmodes of
the corresponding linear Schrödinger equation. The comparison of results produced by
the Galerkin approximation to those of full GPE simulations shows that the Galerkin ap-
proximation for the model with the harmonic oscillator potential, with M � 16 modes,
reproduces the full solutions virtually exactly (with �delity indistinguishable from 1, see
Fig. D.1) for inde�nitely long evolution times. In the case of the box potential, the Galerkin
approximation with M � 16 also provides a high accuracy, although, eventually, there
emerges a deviation from the GPE solutions at large evolution times. The main �nding
is that generic trajectories of the Galerkin approximation derived for the model with the
harmonic oscillator potential produce a discrete power spectrum (up to the accuracy of
the numerically implemented Fourier transform), which is a remarkable manifestation of
the conjectured quasi-integrability. This �nding (which remains true in the presence of
a strong random-noise component in the input) strongly suggests that, in the underlying
dynamical system, virtually all trajectories wind upon invariant tori, only an extremely
small share of the tori (if any) being destroyed. It remains a challenge to understand the
quasi-integrability of the GPE with the harmonic oscillator potential at a deeper mathe-
matical level than the explanation o�ered by the present analysis.

On the other hand, both direct simulations of theGPE and theGalerkin approximation
for the model with the box potential produce a continuous power spectrum, in the form
of a very broad peak, which clearly implies that the latter system is subject to the (rather
slow) onset of chaotisation. Thus, thiswork puts forward an open question concerning the
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nature of the non-integrable dynamics in the truncated version of the formally integrable
system [485–488].

It may also be interesting to perform a similar analysis to the one performed here for
the case of attractive nonlinearity (σ � −1 in Eq. (D.6)) focussing on shuttle oscillations of a
trapped bright soliton (see also the related work in Ref. [169]), as well as for recurrent col-
lisions between two (or several) solitons (the latter setting was experimentally realised in
the self-attracting BEC [164]). Furthermore, for both cases of the self-repulsion and attrac-
tion, the analysis may be extended to a two-component GPE with equal strengths of the
self- and cross-interactions, which, in the free space, corresponds to the integrable Man-
akov’s system [497]. This system remains integrable too if it includes the Rabi coupling,
i.e., linear interconversion between the components [498], which is thus also an appropri-
ate subject for the consideration. The Manakov’s system �nds the well-known realisation
in terms of the two-component BEC mixtures [45].

Interesting questions are also expected to arise in the development of the Galerkin
approximation for the two-dimensional (2D) GPE with an isotropic harmonic oscillator
potential (see also Ref. [479] formultidimensional Schrödinger equationswith generalised
nonlinearities and damping). In particular, it is known that the 2D model with the attrac-
tive nonlinearity and harmonic oscillator trapping potential makes the trapped funda-
mental solitons completely stable (against the critical collapse in the 2D space [499, 500]),
and provides for partial stabilisation of vortex solitons with topological charge 1 against
the collapse and splitting [501–505]. The investigation of the 2Dmodel may be interesting
also for the reason that the 2D GPE in the free space is not integrable, the question being
if the harmonic oscillator con�nement may induce a quasi-integrability in this case.
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