
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:

Dansereau, Donald G., Wood, David, Montabone, Sebastian, & Williams,
Stefan B.
(2014)
Exploiting parallax in panoramic capture to construct light fields. In
Proceedings of Australasian Conference on Robotics and Automation,
Australian Robotics & Automation Association ARAA, Melbourne, Aus-
tralia, pp. 1-9.

This file was downloaded from: http://eprints.qut.edu.au/82580/

c© Copyright 2014 [please consult the authors]

Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Queensland University of Technology ePrints Archive

https://core.ac.uk/display/33499144?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://eprints.qut.edu.au/view/person/Dansereau,_Donald.html
http://eprints.qut.edu.au/82580/


Exploiting Parallax in Panoramic Capture to Construct Light Fields

Donald G. Dansereau1∗, David Wood2, Sebastian Montabone2, Stefan B. Williams1

1Australian Centre for Field Robotics; Aerospace, Mechanical and Mechatronic Engineering

University of Sydney, NSW, Australia {d.dansereau; s.williams}@acfr.usyd.edu.au
2Ocular Robotics, Sydney, Australia {d.wood; s.montabone}@ocularrobotics.com

Abstract

We show that the parallax motion resulting
from non-nodal rotation in panorama cap-
ture can be exploited for light field construc-
tion from commodity hardware. Automated
panoramic image capture typically seeks to ro-
tate a camera exactly about its nodal point, for
which no parallax motion is observed. This can
be difficult or impossible to achieve due to limi-
tations of the mounting or optical systems, and
consequently a wide range of captured panora-
mas suffer from parallax between images. We
show that by capturing such imagery over a reg-
ular grid of camera poses, then appropriately
transforming the captured imagery to a com-
mon parameterisation, a light field can be con-
structed. The resulting four-dimensional image
encodes scene geometry as well as texture, al-
lowing an increasingly rich range of light field
processing techniques to be applied. Employ-
ing an Ocular Robotics REV25 camera point-
ing system, we demonstrate light field capture,
refocusing and low-light image enhancement.

1 Introduction

Light field (also “plenoptic”) imaging and signal process-
ing are emerging as powerful alternatives to conventional
imaging. By capturing a rich four-dimensional represen-
tation of the light permeating a scene, light field im-
agery encodes three-dimensional scene geometry as well
as texture. Recent advances in light field processing have
spanned enhanced low-light imaging [Dansereau et al.,
2013], refocussing [Fiss et al., 2014], labeling [Wanner
et al., 2013], video stabilisation [Smith et al., 2010] and
depth estimation [Bishop and Favaro, 2011].

Light field capture is typically carried out using either
multiple-camera arrays [Wilburn et al., 2005] or through
the installation of a lenslet array in the optical path of
a conventional camera [Ng et al., 2005]. Gantry-based

(a) (b)

(c)

Figure 1: (a) Ideal panoramic rotation is about the nodal
point of the camera, resulting in zero translation between
images; (b) Even a slight optical misalignment can re-
sult in rotation off the nodal point, resulting in trans-
lation between frames of the panorama; (c) If images
are collected over a regular grid of poses, the resulting
frames can be transformed into a light field by reproject-
ing images into a common two-plane parameterisation –
a co-planarity approximation simplifies this process.



systems are also employed, in which a single camera is
translated over a regular grid of poses [Dansereau and
Bruton, 2003]. All these methods capture the same form
of information, encoding light rays in terms of both po-
sition and direction, in a 2D array of 2D images. Crucial
to the measurement of a light field is the spatial baseline,
the distance between camera poses, or virtual apertures
in the case of lenslet-based cameras. This baseline yields
parallax motion in the captured imagery which is ulti-
mately the source of depth information in the light field.
Panoramic imaging systems are typically designed to

avoid parallax. As such, these devices seek to rotate an
optical system about its nodal point – the point for which
there is no parallax motion, as depicted in Fig. 1(a). Mis-
alignment in such systems, depicted in Fig. 1(b), yields
parallax which is seen as undesirable. In this work we
show that the parallax encountered in such systems can
be exploited to build light field images, opening the col-
lected imagery to an increasingly wide range of plenoptic
processing algorithms. Though focused on panoramic
imaging systems, this idea applies equally well in any
multiple-image collection scheme for which parallax is
conventionally considered a detriment.
The following section provides background on light

field capture and parameterisation as well as the
panoramic image capture devices we employ for light
field construction. Section 3 describes the reparameteri-
sation process employed to construct the light fields, and
Section 4 shows results typical of the method. Finally,
Section 5 gives conclusions and indicates directions for
future work.

2 Background

2.1 Light Field Parameterisation

A planar grid of cameras is a light field camera. It cap-
tures a 2D array of 2D images, which can be parame-
terised according to the two-plane parameterisation de-
picted in Fig. 2. Note that each pixel captured by such
an array corresponds to a unique ray in the scene, the
position and direction of which is entirely described by
its points of intersection with the two reference planes.
An s, t plane, by convention coincident with the planar

grid of cameras as shown in Fig. 2, describes the position
of the camera that captures each image. A u, v plane at
distance D describes the orientations of the rays cap-
tured in each image. The continuous-domain light field
signal L(s, t, u, v) describes all light rays passing through
the s, t and u, v planes. Although other parameterisa-
tions exist, most recent plenoptic signal processing work
deals with two-plane-parameterised light fields.

2.2 Light Field Capture

Two straightforward methods for light field capture are
the camera array and the lenslet-based camera. The first

Figure 2: Two-plane parameterisations of light rays:
The points of intersection of a ray with two parallel
planes completely describes its position and orientation
in space.

Figure 3: The 100-camera Stanford array[Wilburn et al.,
2005].

of these arranges discrete sensors and apertures into a
grid, as in the Stanford multi-camera array shown in
Fig. 3 [Wilburn et al., 2005]. These systems have the
ability to capture extremely high-pixel-count light fields,
even from low-resolution base cameras – for example an
array of 100 VGA-resolution (640 × 480 pixel) cameras
generates a 30 MPix light field. These systems capture a
large amount of information, but require significant out-
lay for both the camera array and the capture hardware
capable of handling the large amounts of data produced.

The lenslet-based approach, following the work
of [Adelson and Wang, 2002; Ng et al., 2005; Lumsdaine
and Georgiev, 2009] and commercialised by companies
such as Lytro and Raytrix GMBH, installs an array of
microlenses in the optical path of a conventional, single-
sensor camera. Though more compact and cost-effective,



these systems feature shorter baselines and therefore
weaker depth resolutions than array-based cameras.

Closely related to the camera array is the gantry-based
approach, in which a single camera is translated over a
regular grid of poses [Dansereau and Bruton, 2003]. This
reduces costs in both camera and acquisition hardware,
but presents the disadvantage of capture time, typically
requiring on the order of minutes or tens of minutes to
capture a light field.

Another approach that has not been well-explored is
to use a high-resolution camera system coupled with a
high-precision pointing system. By rotating the camera
about a point other than the optical centre of the imag-
ing system, parallax information is gathered and forms
the basis for light field construction.

This approach has the advantage of yielding high-
resolution, multi-megapixel light fields from a single sen-
sor. It also results in an extremely flexible system, with
field of view and spatial resolution being on-the-fly re-
configurable to suit the scene and application. There are
however three distinct disadvantages to this approach:
Firstly the accuracy of camera pointing using traditional
pan-tilt or gimbal systems is generally not comparable
to the pixel resolution of the image sets being collected.
Image arrays captured from these traditional systems
therefore require substantial post-processing for image
alignment, at an associated computational cost. Poor
repeatability of the pointing system means realignment
must be performed for each captured light field, and the
resulting irregular array spacing can significantly com-
plicate processing and impact performance.

The second issue with the camera pointing approach is
the limited baselines possible. Camera pointing devices
are typically designed for panoramic capture, generat-
ing arrays of images with minimal parallax. An example
of such a system is the Gigapan EPIC Pro, shown in
Fig. 4. An obvious option for light field capture is to in-
tentionally displace the camera from the centre of rota-
tion of the device, increasing the effective baseline of the
capture. This may result in a mechanically imbalanced
system, yielding reduced lifetime, increased sensitivity
to shock and vibration, and longer capture times due to
the increased moment of inertia of the imaging system.

The third issue with camera pointing systems is the
time required to capture the image sets. Systems such as
the Gigapan EPIC Pro require from ten to twenty min-
utes to grab a typical panorama of 21 by 11 images. This
level of time commitment precludes the use of such de-
vices in many real-world applications, particularly where
dynamic scene elements and variations in illumination
can corrupt the light field.

Figure 4: The Gigapan EPIC Pro panorama capture
stage for digital SLR cameras (www.gigapan.com).

2.3 Steerable Mirror Systems

Although the technique developed in this work apply to
panoramic image capture systems in general, we focus in
particular on imagery captured using a steerable mirror-
based camera pointing device. These devices, by virtue
of moving a lightweight mirror rather than the entire
camera, can operate at much higher speeds, partially ad-
dressing the temporal limitations described above. Fur-
thermore, the stable mechanics of these systems mean
significant baselines can be obtained without increased
mechanical stress. Finally, their high degree of repeata-
bility simplifies image alignment, requiring only a one-
time calibration, rather then per-acquisition recalibra-
tion.

For the purposes of this work we employed an Ocular
Robotics REV25 camera pointing system, depicted in
Fig. 5. This high-performance camera pointing system
steers a 25 mm aperture using a “RobotEye” pointing
device, effectively steering the field of view of a camera
mounted on the back end of the device. The camera
we employed was an AVT Prosilica 2450GC-C colour
camera, the basic parameters of which are summarised
in Table 1. This camera has a pixel count of 5 MPix over
a field of view of approximately 30 deg.

The RobotEye pointing system is a high-performance
alternative to traditional pan-tilt and gimbal-based opti-
cal pointing systems. The performance statistics for the
REV25 relevant to this work are shown in Table 2. The
primary advantages are in the reporting accuracy of the
eye and the array capture speed. In fact, the light field
capture rate is practically limited by the integration time
of the imaging sensor rather than the movement speed
of the pointing system. Even allowing for long exposure

www.gigapan.com
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Figure 5: The Ocular Robotics REV25 system, (a) out of
its enclosure and (b) in cutaway, showing the camera, op-
tical path and steerable mirror (www.ocularrobotics.
com)

Table 1: Relevant parameters of the GC2450-C camera.

Sensor Resolution 2448× 2050
Sensor Size Type 2/3 (2/3 inch)

Cell Size 3.45 µm
Interface Gigabit Ethernet

times due to poor indoor lighting, arrays on the order of
hundreds of images can be captured in tens of seconds.
Poses are reported with an accuracy of 0.01◦, simpli-

fying calibration by providing near-optimal initial pose
estimates for each of the captured images. Repeatability
is sufficiently high that calibration need only be carried
out once – poses need only be estimated once for a given
grid configuration, greatly simplifying the light field con-
struction process.
Finally, the REV25 system provides an extremely sta-

ble offset between the centre of rotation and the optical
centre of the camera system. The optical centre effec-
tively takes on a constant distance behind the mirror
independent of pointing direction. REV25’s with differ-
ent optical configurations are available to suit various
applications. This allows the offset between mirror and
optical centre to be specified without impacting the dy-
namics or stability of the pointing system.

Table 2: Relevant parameters of the REV25 mirror-
based camera pointing system.

Peak Aperture Speed 10,000 ◦/s
Peak Aperture Acceleration 100,000 ◦/s2

Pointing Accuracy ±0.05◦

Reporting Accuracy ±0.01◦

Capture Speed: Arbitrary 10 locations/s max
Capture Speed: Grid 25 locations/s max

3 Light Field Construction

The REV25 system is extremely flexible, and can be pro-
grammed to point the camera over arbitrary collections
of poses. As a starting point we explore light field con-
struction from images captured over a regular grid of
azimuths and elevations. Given each azimuth Az and
elevation El, the optics of the system effectively yield
images with the following transformations:

φ = -Az + C, (1)

θ = -El, (2)

ψ = -Az, (3)

taking [φ, θ, ψ] as roll, pitch and yaw, respectively, and
C as a constant rotational offset determined by the cam-
era’s mounted rotation.
Some of the complexity in what follows is due to the

unknown rotation C, which must be compensated for,
and our use of a regular sampling of azimuth and eleva-
tion, which yields aperture positions that deviate from
an ideal grid. We discuss as future work the possibility
of optimising the camera’s poses to simplify light field
construction.

3.1 Planar Approximation

The effective aperture positions lie on a sphere, as de-
picted in Fig. 1(b), and so a direct approach to light
field construction is to begin with a spherical light field
parameterization, from which a two-plane light field
can be interpolated. However, aperture positions typ-
ically occupy narrow subsets of the sampling sphere and
are therefore approximately co-planar, as depicted in
Fig. 1(c). As such, a simplification may be employed
in which the transformation to a planar light field is well
described by 2D per-image affine transformations.
This simplification effectively reduces the light field

construction process to one of registering each image in
the array with the central image. There is a close par-
allel to earlier work dealing with co-linear sets of im-
ages [Dansereau and Williams, 2011], except here the
image poses are more tightly controlled, and they oc-
cupy a full 2D grid rather than a single co-linear set of
poses. As in earlier work, the key issues to address are

www.ocularrobotics.com
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establishing the appropriate image transformations, and
dealing with misalignment and skew between the result-
ing light field axes.

3.2 Calibration

Under the planar approximation, each image in the cap-
tured grid is individually transformed into registration
with the central image. This process is best carried out
on a dataset of a distant scene, in order to minimise
the impact of parallax on the registration. The high
predictability of the REV25 allows a closed-form initial
estimate of the per-image registrations to be derived.
Conventional image registration techniques are then em-
ployed to refine the transformations [Lowe, 2004]. The
repeatability of the system means the estimated poses
are stable between acquisitions, and calibration need
only be carried out once.

3.3 Alignment

Once the images are co-registered, the complication
arises that the u, v images are rotated relative to the
s, t grid axes, due to the unknown camera rotation C
and azimuth-dependent roll term (1). A further compli-
cation stems from our use of a regular grid in azimuth
and elevation, rather than in pose, resulting in a skewed
pose grid. These issues are both illustrated in the Re-
sults section in Fig. 6.
To address these two forms of misalignment, both

a rotational offset and a degree of grid skew are esti-
mated from the calibrated per-image affine transforma-
tions. From these, a rotation is applied to every image
in u, v, correcting for the rotational offset and bringing
the u, v axes in line with the s, t axes – this is a close
parallel to the procedure introduced in [Dansereau and
Williams, 2011].
Skew is similarly addressed through 2D per-image

transformations, either in s, t or in u, v. For the pur-
poses of this work we compose the skew compensation
with the rotation correction in u, v, which is itself com-
posed with the affine transformation bringing the images
into a co-registered light field. The result is that only
a single per-subimage affine transformation is required
which composes registration, rotation and skew correc-
tion.
In summary, light field construction consists of two

stages: 1) a one-time calibration yielding a single 2D
affine transformation per u, v sub-image; and 2) a run-
time construction phase which applies these transforma-
tions.

4 Results

We employed the REV25 to measure a 7 × 7 grid of
5 MPix images over the period of about 20 seconds. Be-
cause the scene was indoor and poorly lit, the limiting

factor on the capture rate was the exposure time of the
camera. Starting from initial estimates derived from the
optical pointing equations (1–3), we found the optimal
affine transformation required to bring each image into
registration with the central image in the array. The pro-
jected 2D pose estimates corresponding to the estimated
affine transformations are visualised in Fig. 6(a).

To bring the image axes into alignment with the sam-
pling grid, we estimated the s, t grid alignment from
the mean orientation of the best-fit lines for each grid
row and column. We then composed the inverse rota-
tion into each affine image transformation, yielding an
axis-aligned array of transformations – the resulting pro-
jected poses are visualised in Fig. 6(b). Per-subimage
rotations include correction for the azimuth-dependent
roll term (1).

Note the skew present in this new grid of poses: the
horizontal axes are all horizontal, but the vertical axis
slopes towards the right. Estimating the skew from the
average orientation of the best-fit column and row lines,
we composed the inverse skew into the affine transforma-
tions, yielding the final set of transformations visualised
in Fig. 6(c). Note that the final grid of transformations
is a close match to an ideal grid, but it is not perfect due
to the small error introduced by the small-angle approx-
imation.

With calibration complete, light field construction is
carried out by measuring a set of 7×7 frames and apply-
ing the calibrated 2D transformations. Each light field
is 7× 7× 2448× 2050, about 240 MPix, though only the
overlapping portions of the image are useful. There are
tradeoffs in selecting the grid spacing, field of view, im-
age overlap, and spatial sampling resolution. In the light
fields we captured the image overlap was about 80%, and
the useful image region was around 7× 7× 2048× 1650,
or about 165 MPix.

Fig. 7(a) shows a slice of the light field in t, v – this
is a slice through the printed resolution test pattern in
the background, and ribbon cable in the foreground, as
seen in Fig. 7(b) – and it is clear from the inset that
the difference in slopes between foreground and back-
ground elements is on the order of tens of pixels over the
seven spatial light field samples. The ribbon cable in the
foreground spans about 20 pixels in v, while the back-
ground elements span close to zero pixels. This confirms
that the light field has captured parallax motion and
therefore significant depth information, opening the light
field to a wide range of processing techniques including
depth estimation and filtering [Bishop and Favaro, 2011;
Dansereau et al., 2013].

Fig. 7(b) depicts a u, v slice of one of the captured
light fields, while (c) and (d) show the output of a simple
refocus algorithm based on [Ng et al., 2005], focused on
foreground and background scene elements, respectively.
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Figure 6: A visualisation of the poses of the u, v sub-
images based on estimated per-image transformations
relative to the central image of the array: (a) The
measured sub-images are misaligned with the pose grid;
(b) A per-subimage rotation brings them into alignment
with the pose grid, but the pose grid is skewed; and
(c) Adding a per-subimage skew yields an approximately
orthogonal grid of aligned images.

The insets clearly show a significant amount of defocus
blur for out-of-focus elements, while desired scene ele-
ments stay sharply focused.
One complication associated with the application of

skew correction in u, v rather than s, t, is that, although
the light field has aligned and orthogonal u, v and s, t
axes, the output slices in u, v are skewed. As such, each
of the outputs in u, v shown here have had a single, 2D
inverse skew correction applied.
As a demonstration of light field filtering, we selected

a low-light region from the light field depicted in Fig. 7,
and adjusted its contrast to enhance the dark regions of
the image. A slice of the resulting input light field is
shown in Fig. 8(a), and the filtered light field is shown
in (b). The filter in this case is the same refocussing filter
depicted in Fig. 7 – as in optical focus, virtual refocus has
the advantage of rejecting noise. Notice how the finger-
prints on the computer case, clearly visible in the filtered
image, are nearly entirely obscured by noise in the input
image. With the addition of synthetic Gaussian noise,
the input and filtered light fields in Figs. 8(c) and (d)
depict a more extreme low-light scenario, again showing
significant gains through filtering. For applications re-
quiring a wider depth of field, volumetric focus might
be applied to reduce noise without impacting depth of
field [Dansereau et al., 2013].

5 Conclusions and Future Work

We have demonstrated that panoramic image capture
suffering from parallax presents an opportunity for
light field construction. By building light fields from
panoramic sequences, we have shown that, rather than
a detriment, parallax motion can represent an advan-
tage. We demonstrated post-capture refocus and noise
reduction from our measured light fields. By employ-
ing a high-performance mirror-steering camera pointing
device, we were able to capture hundred-megapixel light
fields in tens of seconds. Due to the high repeatability of
this device, calibration needed only be carried out once,
with subsequent light field construction reduced to a set
of per-image affine transformations. Though the trans-
formations took about two minutes to execute in Matlab,
affine transformations can be straightforwardly and sig-
nificantly accelerated on GPU, and might be skipped al-
together by employing algorithms that deal directly with
raw sub-images and transformation estimates.
We have not addressed lens distortion or other optical

aberrations introduced by the optical pointing system.
Near the edges of the refocused images, and in particu-
lar when interacting with the light fields live, it is evi-
dent that significant radial distortion is present in each
of the images making up the light field. One question
for future investigation is in the potential interplay be-
tween the optical pointing system and lens distortion.
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Figure 7: (a) A slice in t, v of the input light field, showing the multiple-pixel difference in slope between foreground
and background elements; (b) A slice in u, v of the input light field and (c,d) light fields focused on foreground and
background elements, respectively, showing significant depth selectivity.



(a) Input (b) Filtered

(c) Input with added noise (d) Filtered

Figure 8: (a) Contrast-adjusted input and (b) focused light fields showing how virtual focus, like optical focus,
improves signal-to-noise ratio; Notice the fingerprints on the computer case, top-right, hidden by the noise in the
input but appearing clearly in the filtered image; (c) A different part of the scene with synthetic Gaussian noise
added to emulate a more extreme low-light imaging scenario, and (d) the filtered image; Note the improvement in
legibility of the numbers on the test pattern.



The calibration and rectification required to reverse this
distortion is unclear.
When constructing the light field, we corrected for ro-

tation between the camera and grid, as well as skew in
the grid, by transforming the individual images in u, v.
It should be possible, instead, to perform a one-time
optimisation of the grid itself, the idea being to mea-
sure a grid of images that is already rotation- and skew-
adjusted to yield an orthogonal and aligned light field.
The repeatability of the pointing system should allow
these elements of the calibration to be carried out en-
tirely through manipulation of the capture grid.
One of the strengths of the REV25 camera steering

device is its flexibility. It would be interesting to dy-
namically adjust the parameters of the sampling grid –
say changing the number of samples or the grid spacing
– to suit the dynamic needs of a real-world application
such as low-light imaging or 3D target tracking.
Finally, we have demonstrated light field construction

from a specific device, the REV25, but the underly-
ing concept of this work applies wherever parallax is
introduced in a multiple-image acquisition system. It
should therefore be possible to generalise the technique
described here over many similar devices.
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