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## Abstract

Historically at the core of thermodynamics and information theory, entropy's use in quantum information extends to diverse topics including high-energy physics and operator algebras. Entropy can gauge the extent to which a quantum system departs from classicality, including by measuring entanglement and coherence, and in the form of entropic uncertainty relations between incompatible measurements. The theme of this dissertation is the quantum nature of entropy, and how exposure to a noisy environment limits and degrades non-classical features.

An especially useful and general form of entropy is the quantum relative entropy, of which special cases include the von Neumann and Shannon entropies, coherent and mutual information, and a broad range of resource-theoretic measures. We use mathematical results on relative entropy to connect and unify features that distinguish quantum from classical information. We present generalizations of the strong subadditivity inequality and uncertainty-like entropy inequalities to subalgebras of operators on quantum systems for which usual independence assumptions fail. We construct new measures of non-classicality that simultaneously quantify entanglement and uncertainty, leading to a new resource theory of operations under which these forms of non-classicalty become interchangeable. Physically, our results deepen our understanding of how quantum entanglement relates to quantum uncertainty.

We show how properties of entanglement limit the advantages of quantum superadditivity for information transmission through channels with high but detectable loss. Our method, based on the monogamy and faithfulness of the squashed entanglement, suggests a broader paradigm for bounding non-classical effects in lossy processes. We also propose an experiment to demonstrate superadditivity.

Finally, we estimate decay rates in the form of modified logarithmic Sobolev inequalities for a variety of quantum channels, and in many cases we obtain the stronger, tensor-stable form known as a complete logarithmic Sobolev inequality. We compare these with our earlier results that bound relative entropy of the outputs of a particular class of quantum channels.
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## List of Commonly Used Symbols

## Basic Mathematics

$\mathbb{N}, \mathbb{Z}, \mathbb{R}^{+}, \mathbb{R}, \mathbb{C}$ - natural numbers, integers, non-negative real numbers, real numbers, and complex numbers
$\log _{\alpha}, \log$ - the logarithm with base $\alpha$, and the natural logarithm, respectively
$\exp (\cdot) \quad$ - the natural exponential
$\equiv \quad$ - equivalence presented as a definition
$\cong \quad$ - isometry for normed spaces, and isomorphism for algebraic sets

## Vector \& Matrix Spaces

$\mathcal{H}$ - a Hilbert space
$S^{\alpha}(\mathcal{H})$ - the $\alpha$-normed operators on Hilbert space $\mathcal{H}$
$\mathbb{B}(\mathcal{H}) \quad$ - the $(\infty$-normed) bounded operators on Hilbert space $\mathcal{H}$
$S(\mathcal{H}) \quad$ - the densities defined on the Hilbert space $\mathcal{H}$, given by 1-normed functionals or GNS construction
$U(\mathcal{H}) \quad$ - the unitaries on $\mathcal{H}$
$\mathbb{M}_{d} \quad$ - the space of $d$-dimensional matrices
$l_{\alpha}^{d}(\mathbb{R}), l_{\alpha}^{d}(\mathbb{C})$ - the $\alpha$-normed $d$-dimensional Banach space over real or complex numbers
$S_{\alpha}^{d}(\mathbb{R}), S_{\alpha}^{d}(\mathbb{C})$ - the $\alpha$-normed $d$-dimensional spaces of matrices, equivalent to $S_{\alpha}\left(l_{2}^{d}(\mathbb{R})\right)$ and $S_{\alpha}\left(l_{2}^{d}(\mathbb{C})\right)$
$L^{\alpha}(S, B, \mu)$ - the $\alpha$-normed space of continuous functions, where $S$ is the space on which these functions are defined, $B$ is the space to which they map, and $\mu$ is the integration measure with respect to which the norm is defined
$\left(l_{\alpha}^{d}\right)^{*},\left(S_{\alpha}^{d}\right)^{*}, S(\mathcal{H})^{*}, \ldots \quad$ - the Banach space duals of normed spaces
$A ; \mathcal{H}_{A}, S_{1}(A), S(A), \mathbb{B}(A), U(A)$ - system $A$; the Hilbert space, 1-normed operators, states, bounded operators, and unitaries on $A$
$A^{c} \quad$ - the complement of subsystem $A$
$|A|,\left|\mathcal{H}_{A}\right|,|S(A)|, \ldots$ - the dimension of system $A$, equal to that of its Hilbert space, states, etc.
$A \times B \quad$ - the setwise tensor product of pairs $(a, b): a \in A, b \in B$, or occasionally denotes multiplication
$\otimes_{i=1}^{n} A_{i}, \otimes_{i=1}^{n} a_{i}$ - the tensor product of spaces $A_{1}, \ldots, A_{n}$ or matrices/operators $a_{1}, \ldots, a_{n}$ $A^{\otimes n}, a^{\otimes n}-n$ copies of space $A$ or matrix/operator $a$ in tensor product
$\oplus \quad$ - the direct sum

## Vectors \& Matrices

$\vec{\psi}=\left(\psi_{1}, \ldots, \psi_{d}\right)-$ a vector with entries $\psi_{1}, \ldots, \psi_{d}$ in dimension $d$
$\rho^{A}, \rho_{A} \quad$ - equivalent notations for restriction of a matrix or operator $\rho$ to subsystem $A$
$\hat{1}$ - the identity matrix or operator, where sometimes a subscript denotes the system or dimension
$\hat{i} \quad-$ the $i$ th basis element of a vector space, where $i \in 1 \ldots d$ in dimension $d$
$\|\rho\|_{\alpha} \quad$ - the $\alpha$-norm of vector or matrix $\rho$
$\operatorname{tr} \quad$ - the matrix or operator trace
$\operatorname{tr}_{A} \quad$ - the partial trace over subsystem $A$, for a tensor space $A \otimes B$
$a^{\dagger} \quad$ - the adjoint of matrix or operator $a$, equivalent to its Hermitian conjugate in finite dimension
$a^{*} \quad$ - the complex conjugate of a matrix, operator or number
h.c. - the Hermitian conjugate or adjoint of the previous expression
$[a, b] \quad$ - the commutator of matrices or operators $a$ and $b$
$\{a, b\}$ - the anticommutator of matrices or operators $a$ and $b$, though the $\{\ldots\}$ notation can also be used to define a set of elements, e.g. $\{f(i): i \in 1 \ldots n\}$ for some function $f$

## Quantum States \& Operations

$|\psi\rangle,|\phi\rangle, \ldots$ - vectors in Hilbert space, via braket notation
$\langle\psi|,\langle\phi|, \ldots$ - dual vectors in Hilbert space, via braket notation
$\langle\psi \mid \phi\rangle \quad$ - the Hilbert space antilinear inner product of $|\psi\rangle$ and $|\phi\rangle$
$|\psi\rangle\langle\phi| \quad$ - the matrix given by the outer product of vectors $|\psi\rangle$ and $\langle\phi|$
$M_{|i\rangle} \quad$ - measurement in the basis given by $\{|i\rangle\}$
$\langle\mathcal{O}\rangle_{\rho} \quad$ - the expectation value of operator $\mathcal{O}$ with state or density $\rho$

## Algebras

$\mathcal{N} \subseteq \mathcal{M}-\mathcal{N}$ is a subset of $\mathcal{M}$, or a subalgebra if both are algebras
$\mathcal{N} \subset \mathcal{M}-\mathcal{N}$ is a strict subset or subalgebra of $\mathcal{M}$
$\mathcal{N} \cap \mathcal{M}$ - the intersection of sets or algebras $\mathcal{M}$ and $\mathcal{N}$
$\mathcal{N} \vee \mathcal{M}$ - the algebra generated by the union of $\mathcal{M}$ and $\mathcal{N}$
$\mathcal{E}_{\mathcal{N}}$ - the conditional expectation to subalgebra $\mathcal{N}$
$\mathcal{N}^{\prime}, \mathcal{N}_{\mathcal{M}}^{\prime}$ - the commutant of algebra $\mathcal{N}$, in the latter case explicitly specifying the larger algebra $\mathcal{M}$ (such that $\mathcal{N} \subseteq \mathcal{M})$ in which the commutant is taken
$\mathcal{E}_{G^{\prime}} \quad$ - the conditional expectation to subalgebra that commutes with group $G$ of unitaries
$\mathcal{E}_{\rho^{\prime}} \quad$ - the conditional expectation to subalgebra that commutes with matrix $\rho$
$\mathbb{C}, \mathbb{C} \hat{1}$ - the algebra of complex numbers, where $\mathbb{C}$ may implicitly refer to complex multiples of the identity, while $\mathbb{C} \hat{1}$ does so explicitly
$M_{\mathcal{N}} \quad$ - the conditional expectation to $\mathcal{N}$ with measurement of $\mathcal{N}$ 's center
$\langle a, b, c, \ldots\rangle$ - the algebra generated by matrices or operators $a, b, c, \ldots$ (order does not matter)
$\mathcal{A}, \mathcal{B}, \ldots \quad$ - script capital letters near the beginning of the alphabet usually denote the algebras of operators on systems $A, B, \ldots$, or in infinite dimension highlight that these algebras are factors in the von Neumann algebra sense, which are analogous to quantum subsystems
$X, Y, Z \quad$ - the Pauli matrices in dimension 2, unless noted to denote more general matrices or operators
$\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ - equivalent respectively to $\langle X\rangle,\langle Y\rangle,\langle Z\rangle$, shorthand for algebras generated by these operators

## Entropy

Note: I may omit the subscript density matrix in denoting information quantities, especially if it is either obvious from context or unnecessary. By default, entropies are with the natural logarithm.

$$
D(\rho \| \sigma) \text { - relative entropy between } \rho \text { and } \sigma
$$

$D_{\alpha}(\rho \| \sigma)$ - sandwiched Rényi relative $\alpha$-entropy between $\rho$ and $\sigma$
$D^{\mathcal{N}}(\rho)$ - relative entropy with respect to subalgebra $\mathcal{N}$, equivalent to $D\left(\rho \| \mathcal{E}_{\mathcal{N}}(\rho)\right)$
$H(\rho) \quad$ - von Neumann entropy of density $\rho$
$H(A)_{\rho} \quad$ - entropy $\rho$ 's restriction to subsystem $A$
$H_{\alpha}(\rho), H_{\alpha}(A)_{\rho}-\alpha$-Rényi entropy of $\rho$ and its restriction to subsystem $A$
$H(A \mid B)_{\rho}$ - conditional entropy of $\rho$ 's restriction to subsystem $A$ conditioned on subsystem $B$
$H_{\alpha}(A \mid B)_{\rho}$ - sandwiched conditional Rényi $\alpha$-entropy
$H(\mathcal{N})_{\rho} \quad$ - entropy of $\rho$ 's restriction to subalgebra $\mathcal{N}$, equivalent to $H\left(\mathcal{E}_{\mathcal{N}}(\rho)\right)$
$I(A: B)_{\rho}$ - mutual information between subsystems $A$ and $B$ for density $\rho$
$I(A: B \mid C)_{\rho}$ - conditional mutual information on $C$
$I(\mathcal{S}: \mathcal{T} \subseteq \mathcal{M})_{\rho}$ - generalized conditional mutual information for algebras $\mathcal{S}, \mathcal{T} \subseteq \mathcal{M}$
$I(\mathcal{S}: \mathcal{T})_{\rho}$ - equivalent to $I(\mathcal{S}: \mathcal{T} \subseteq \mathcal{M})_{\rho}$
$I_{\mathcal{L}}(\rho) \quad$ - Fisher information of matrix or operator $\rho$ for Lindbladian generator $\mathcal{L}$

## Time-Evolution

$\mathfrak{H}$ - a Hamiltonian generator
$\mathcal{L} \quad$ - a Lindbladian generator (not a Lagrangian)
$a d_{\mathcal{L}}(\rho), \mathcal{L}(\rho)$ - Lindbladian $\mathcal{L}$ applied to density $\rho$
$\Phi, \Psi \quad$ - generally used to denote quantum channels
$\left\{\Phi^{t}\right\} \quad$ - the family of quantum channels parameterized by $t$, usually assumed to form a semigroup
$\Phi^{c} \quad$ - the complementary channel of $\Phi$
$A, A^{\prime}, B, E$ - in the context of a channel, usually $A$ denotes a (possibly held-back) input system, $A^{\prime}$ the input sent into the channel, $B$ the channel's output, and $E$ the environment
$\Phi^{\dagger} \quad$ - the adjoint of channel $\Phi$ with respect to the matrix or Hilbert space inner product
$R_{\sigma, \Phi} \quad$ - the Petz recovery map parameterized by density $\sigma$ for channel $\Phi$
$Z_{\lambda}, Z_{k} \quad$ (specifically in Chapter 6) - erasure channel with success rate $\lambda$ and $k$-success heralded channel

## Shannon \& Resource-Theoretic Measures

$$
\begin{array}{cl}
E_{s q} & \text { - squashed entanglement } \\
I_{s q} & \text { - squashed mutual information for subalgebras } \\
I_{c o n v} & \text { - convex-minimized mutual information } \\
\chi(\Phi) & \text { - the Holevo information of channel } \Phi \\
\left.I_{c}(A\rangle B\right)_{\rho} & \text { - the coherent information of a bipartite density } \rho^{A B} \\
C(\Phi) & \text { - the classical capacity of channel } \Phi \\
Q(\Phi) & \text { - the quantum capacity of channel } \Phi
\end{array}
$$

## Chapter 1

## Introduction

I thought of calling it 'information,' but the word was overly used, so I decided to call it 'uncertainty.' When I discussed it with John von Neumann, he had a better idea. Von Neumann told me, 'You should call it entropy, for two reasons. In the first place your uncertainty function has been used in statistical mechanics under that name, so it already has a name. In the second place, and more important, no one really knows what entropy really is, so in a debate you will always have the advantage.' - Claude E. Shannon quoted in Scientific American (1971), v225, p180, accessed via https://en.wikiquote.org/wiki/Claude_Elwood_Shannon on 3/12/20.

Quantum information (QI) fuses math, physics, computer science, electrical engineering, a bit of chemistry, and probably more research areas. Ideas from coding theory help us understand fundamental theories of the universe [1], paradigms inspired by thermodynamic conversions model resources for quantum computing [2], and deep questions about operator algebras manifest in the theory of quantum correlations [3].

Traditional theory of computation separates the computational process from its underlying physics, hiding the mechanical, thermal, electronic and other processes underlying the computer from the abstractions of circuits, complexity, programming, etc. This separation of scales has been immensely successful, and many believe that error reduction and correction will make quantum computing follow the same trajectory. An alternate perspective views the intertwining of physical and informatic concepts as one of the most promising features of quantum information theory. Wheeler's "It from Bit" hypothesis [4, 5] posits that information fundamentally underlies physics, and some thermodynamic ideas [6, 7] suggest that physical consequences are unavoidable for information processing. The culmination of "It from Bit" is however not essential to the value of the connections that inspire it. Whether or not information is at the root of physics, or physics at the root of information, theoretical connections and parallels present an immense opportunity. By studying information and computation, we discover results in physics and mathematics.

Claude Shannon's choice to call his primary quantity of study "entropy" rather than "information" seems prescient in hindsight. As noted by Shannon, connotations of the word "information" may have interfered with the purpose of the theory. Colloquially, information often necessarily involves a person learning or transmitting, automatically assuming some anthropic component. Even in taking humans out of the story, one often cannot escape putting in computers or media. See for instance the following abridged definition:

1. (a) knowledge obtained from investigation, study, or instruction (b) intelligence, news (c) facts, data
2. the attribute inherent in and communicated by one of two or more alternative sequences or arrangements of something (such as nucleotides in DNA or binary digits in a computer program) that produce specific effects

- Merriam-Webster Online, https://www.merriam-webster.com/dictionary/information, accessed on 3/18/20.

The intuition from computer bits was undoubtedly valuable, and early concepts of binary encoding probably helped inspire the idea that one could meaningfully separate the statistics of information from its semantics. Shannon's introduction of the concept was rejected from the math journal to which he had originally submitted largely because of its close ties to digital computing, which the reviewer (incorrectly in hindsight) believed to be a field with limited potential [8] * Information theory instead first appeared in Bell Systems Technical Journal [9, and the new field found its first home in electrical engineering. Entropy nonetheless exists in natural systems and manifests in physical processes, independently from human engineering.

With its many applications and manifestations, entropy carries a wide variety of continuing mysteries. Quantum Shannon theory is notorious for intractable calculations [10, 11, and even apparently simple processes can show exotic effects that confound traditional methods of calculation [12]. The same properties that make quantum computing so potentially powerful also confound extrapolations from microscopic, qubit-byqubit descriptions to their collective dynamics or time-evolution when coupled with unknown environments. The most computationally useful properties of quantum systems are almost by definition hard to simulate classically, and often arise from strong, non-perturbative interactions. Hence there is strong motivation to develop new analytical techniques.

The rest of this introduction describes some of the more specific themes of this thesis, and then summarizes the main chapters within.

### 1.1 Relative Entropy, Asymmetry and Subalgebras

The primary mathematical objects of study in this thesis are forms of relative entropy. Its finite dimensional form for a pair of density matrices $\rho, \sigma$ is given by

$$
D(\rho \| \sigma)=\operatorname{tr}(\rho \log \rho-\rho \log \sigma)
$$

[^0]As described in more detail in Chapter 2, relative entropy is mathematically central to information theory (also see [13]). Many other forms of entropy are special cases of relative entropy, and it bounds norm distances between quantum densities. Hence results for relative entropy often apply to many circumstances. Conceptually, relative entropy is a good example of a crossing point between disciplines. Key features of relative entropy include:

1. Relative entropy is extensive in the number of independent copies of a system. In conventional thermodynamics, quantities such as volume, total energy, particle number, and entropy are extensive, as they scale with the total amount of matter under consideration. This contrasts them with intensive quantities, such as temperature and density, which are constant in the amount of matter. In mathematical form,

$$
D(\rho \otimes \omega \| \sigma \otimes \eta)=D(\rho \| \sigma)+D(\omega \| \eta)
$$

The extensiveness of relative entropy first implies that resources it quantifies scale with the number of copies, which is often physically reasonable. Second, it often allows us to use information-theoretic techniques that repeat random processes many times and quantify typical outcomes, spreading the effects of rare outliers such that they become ignoreable.
2. Data processing: physical operations satisfying certain basic independence notions do not increase relative entropy. Mathematically, when $\Phi$ is a completely positive, trace-preserving map on matrices (in physical terms a quantum channel or open process),

$$
D(\rho \| \sigma) \geq D(\Phi(\rho) \| \Phi(\sigma))
$$

for all densities $\rho$ and $\sigma$. Variants of data processing lead to its use in quantifying resources, such as correlations, entanglement, asymmetry, and quantum coherence, under sets of operations that use but do not create these resources.
3. While the conventional von Neumann entropy diverges in infinite-dimensional quantum field theories, relative entropy may remain finite and maintain useful properties even where basic ideas such as subsystems no longer have meaning. Though relative entropy can be infinite even in finite dimension, many of the cases we study automatically enforce finiteness. In particular, we often study relative entropy with respect to a von Neumann subalgebra, which seems to be a fundamentally useful form.
4. The quantum form of relative entropy reduces gracefully to its classical cases. Meanwhile, measures of non-classicality based on relative entropy have proven faithful indicators of quantum properties.

In Section 2.4.1. I review several (often equivalent) formulations, from coding theory, from modular theory (a branch of operator algebra theory that has become popular in high-energy physics), and as a derivative of Banach space norms. The key ideas of this thesis arise largely from the interplay between different perspectives on relative entropy.

The relative entropy with respect to a subalgebra is given by

$$
D^{\mathcal{N}}(\rho) \equiv D\left(\rho \| \mathcal{E}_{\mathcal{N}}(\rho)\right)=H\left(\mathcal{E}_{\mathcal{N}}(\rho)\right)-H(\rho)
$$

where $H(\rho)$ is the von Neumann entropy as described in Section 2.4.2. In discussed Section 4.2, this is a common form in constructing quantum resource theories, and we may generally interpret this form as relative entropy of asymmetry. $D^{\mathcal{N}}$ may have a complete interpretation as an asymmetry measure, though this might be a stretch from the original intention of the resource theory of asymmetry. Nonetheless, asymmetry is a broad concept that can subsume ideas from coherence, conditional entropy, and many other areas of information theory. It also links to concepts that do not require any quantum underpinning, such as more traditional formulations as in Noether's theorem, and ideas on the tradeoffs between generality and precision in modeling. The aim of Chapter 5 is to show how these ideas are compatible and connected.

Nearly equivalent to the data processing inequality is the subadditivity of relative entropy for subalgebras. For this, we must introduce the idea of a von Neumann subalgebra, which is a particular kind of subset of matrices or operators I describe in detail in Section 2.3 . Examples of subalgebras include bases of quantum systems, subsystems (up to an often trivial tensoring with complete mixture), and the invariant algebras of symmetry groups. Every von Neumann subalgebra has associated to it a map restricting to that subalgebra, called a conditional expectation. Given a pair of subalgebras $\mathcal{M}$ and $\mathcal{N}$ with commuting conditional expectations $\mathcal{E}_{\mathcal{N}}$ and $\mathcal{E}_{\mathcal{M}}$, the well-known subadditivity of relative entropy for subalgebras states that

$$
\begin{equation*}
D\left(\rho \| \mathcal{E}_{\mathcal{N}}(\rho)\right)+D\left(\rho \| \mathcal{E}_{\mathcal{M}}(\rho)\right) \geq D\left(\rho \| \mathcal{E}_{\mathcal{N} \cap \mathcal{M}}(\rho)\right) \tag{1.1}
\end{equation*}
$$

where $\mathcal{N} \cap \mathcal{M}$ is the intersection of subalgebras. This inequality also underlies forms of the uncertainty principle, as discussed in Chapter 3, and is a form of the strong subadditivity inequality for quantum entropy. In Section 3.1. I show that when $\mathcal{E}_{\mathcal{N}}$ and $\mathcal{E}_{\mathcal{M}}$ do not commute, but $\mathcal{N} \cap \mathcal{M}$ is a physically trivial algebra, we still obtain an inequality of the form

$$
D\left(\rho \| \mathcal{E}_{\mathcal{N}}(\rho)\right)+D\left(\rho \| \mathcal{E}_{\mathcal{M}}(\rho)\right) \geq \alpha D(\rho \| \hat{1} / d)
$$

in dimension $d$ for some $\alpha>0$ (see Theorem 3.2). This inequality has applications described in Section 7.2 .1 to estimate the decay of relative entropy under continuous-time Markov processes. It further adds a general form of entropy inequality to the repertoire of quantum information, which is likely to have future applications. I also note some extensions of the conditional mutual information for commuting $\mathcal{E}_{\mathcal{N}}$ and $\mathcal{E}_{\mathcal{M}}$, as well as to pairs of compatible quantum channels, largely derived with Li Gao and Marius Junge.

### 1.2 Quantum vs. Classical Entropy

As this thesis focuses on quantum entropy, a key theme is how entropy reveals the difference between a quantum and classical universe. Since Einstein and his contemporaries [14, 15, physicists have wondered at results in quantum theory that seem to clash with classical understanding. The nature of this discourse has shifted from primarily challenging the validity of quantum theory to seeking applications that would be impossible in a classical world [16. Entanglement and the uncertainty principle are two of the quintessential cases of quantum phenomena that one can formulate in terms of entropy [17, 18, 19, and ultimately in terms of relative entropy.

One basic notion of quantumness is coherence, which refers to the extent that a quantum system can have more entropy in a given basis than it does in its basis of minimal entropy. The concept is rooted in ideas like wave-particle duality: when a particle exhibits wavelike properties, it may overall be in a state of very low entropy due to its characterization in terms of a single frequency, but a measurement in the position basis shows a random outcome. Coherence is fundamentally linked to the uncertainty principle, as its existence depends on having multiple bases. It further distinguishes between quantum superpositions, which have definite phases between possible states, and probabilistic mixtures, which lose this phase information. When the subalgebra $\mathcal{N}$ corresponds to a measurement basis, $D^{\mathcal{N}}$ becomes the relative entropy of coherence, a resource-theoretic measure of quantum coherence (see Section 4.2).

When $\mathcal{N}$ and $\mathcal{M}$ are two bases, subadditivity and adjusted subadditivity become entropic uncertainty relations that are equivalent to subadditivity inequalities for coherence. When $\mathcal{N}$ and $\mathcal{M}$ are subsystems, $D^{\mathcal{N}}(\rho)-D^{\mathcal{N}}\left(\mathcal{E}_{\mathcal{M}}(\rho)\right)$ becomes a form of generalized mutual information as described in detail in Chapter 3 .

Several entanglement measures, including the squashed entanglement and entanglement of formation, have mathematical forms in terms of conditional mutual information and ultimately differences of relative entropies. Hence the subalgebra generalizations from Chapter 3 extend to these entanglement measures, and we can for instance quantify the entropic non-classicality present between two bases in an uncertainty principle. Studying these measures leads to a new resource theory, joining entanglement with uncertainty-
based non-classicality, in which the two are interconvertible under free operations. We obtain the conversion:

$$
\begin{equation*}
2 \mathrm{UCR} \leftrightarrow \mathrm{EPR} \tag{1.2}
\end{equation*}
$$

which exchanges two copies of a non-classical, single-qubit configuration for one maximally entangled pair of qubits. The ultimate result of this work, described in Chapter 4 and originally based in a joint project with Li Gao and Marius Junge, is a conceptual and operational unification of entanglement with uncertainty.

Non-classical aspects of quantum information show potential to enhance processing and communication, even when the inputs and outputs are entirely classical. A dramatic example is the superadditivity of transmission rates as discussed in depth in Chapter 6. Such effects are also evident in quantum games, scenarios in which several parties must generate correlated responses to inputs, usually with no or limited communication [20. Most schemes for quantum computing also involve mapping classical problems to classical solutions using an internally quantum process. Superadditivity, quantum games, and quantum computers all contain indirect signatures of quantum processes. Were we to treat each such process as a black box, we would not directly receive any external quantum objects, but we would observe statistics or outcomes that could not plausibly arise from classical internals.

Studying what features of systems and entropies signal underlying quantum mechanisms also helps us understand cases that do not require quantum mechanics. Most of the results in Chapters 3 and 7 hold for classical stochastic systems. For instance, Theorem 3.2 gives an uncertainty-like bound on relative entropies with respect to classical subsystems when conditional expectations fail to commute. These results are usually less striking for classical relative entropy, in which calculations generally do not require the same level of non-commutative mathematical tools. Nonetheless, as noted in Chapter 5 the Rényi relative $\alpha$-entropy of asymmetry as discussed in Chapter 3 probably has some interpretations in classical statistics and modeling.

Quantumness of information appears fundamentally connected to secrecy. Classically, secrecy of information fundamentally involves references to competing agents. Private classical transmissions almost necessarily involve a sender, a receiver, and some number of eavesdroppers. In contrast, information displaying fundamentally quantum aspects often requires privacy, related to the no cloning theorem for quantum states. An operation that perfectly copies a quantum state in one basis completely destroys coherence with respect to that basis - applying concepts discussed in Section 2.6 , one can model a coherence-destroying operation as a copying channel. Similarly, the monogamy of quantum entanglement (used heavily in Chapter 6) implies some mutual exclusivity, implying that for a state to be highly entangled between two systems, it must not be highly entangled or even highly correlated between either and any other system. The in-
herent privacy required by quantum information underpins quantum cryptography, as any eavesdropper making extra copies of quantum data ultimately changes the statistics of the original. Importantly, these notions of quantum secrecy apply between systems and subalgebras, not requiring any anthropic agent as an eavesdropper. Quantum processes mapping an input to an output state generally include a complementary process that replaces output by the system's environment. In particular, Theorem 3.4 in this thesis shows a strong correspondence between correlations in quantum subalgebras and those of certain complementary algebras. Chapter 6uses entanglement monogamy to bound quantum advantages when a larger number of randomly-selected subsystems are lost to the environment.

### 1.3 Decay and Decoherence

The downside of quantum information's obligatory secrecy is its apparent fragility. It is well-understood that a measurement converting quantum information to classical form eliminates or consumes the quantum power of resources. Unfortunately, the fact that copying need not involve an intentional agent means that most quantum systems constantly lose resources such as entanglement and coherence over time. Interactions that leak information to any part of the environment, such as the circuits controlling an apparatus, the walls of a sealed chamber, the dust in open air, or even other qubits in a quantum computer reduce the entanglement a quantum system maintains with any particular other. In quantum computing, this manifests in various forms of decoherence, which include passive decay of qubits toward equilibrium and errors introduced in quantum operations. Decoherence is one of the main challenges to scalable quantum technology. Though quantum error correction and encoding/decoding may ultimately enable quantum algorithms and communications that ignore decoherence, the reality of quantum experiments is even leading some theorists to consider what quantum advantages may appear in the presence of uncorrected noise [21].

The primary information-theoretic model of time-evolution, the quantum channel, is actually a general model of physical processes involving interactions with an initially uncorrelated environment. When the backaction of the system on the environment is sufficiently small or dissipates sufficiently quickly, we may use the more specialized model known as the quantum Markov semigroup. A quantum Markov semigroup is a family of quantum channels parameterized by time, modeling a continuous process. Quantum Markov semigroups usually appear to induce exponential decay toward a subspace of invariant fixed point states. For example, random transformations from a group appear to ultimately cause decay of a quantum state toward states that are invariant under the group's actions, even when the probability distribution on transitions is biased. Exponential decay of relative entropy with respect to a fixed point state or subspace is known as a
modified logarithmic Sobolev inequality (MLSI), given mathematically as

$$
D\left(\Phi^{t}(\rho) \| \Phi^{\infty}(\rho)\right) \leq e^{-\alpha t} D\left(\rho \| \Phi^{\infty}(\rho)\right),
$$

where $\Phi^{t}$ is the time-parameterized quantum channel, $\Phi^{\infty}$ is the infinite-time limit of that process, and $\alpha>0$ controls the decay rate. Related problems include estimating decoherence times and rates of quantum resource preservation or information transmission, including quantum analogs of Shannon's communication capacity. Relative entropy's centrality in quantum information make it a powerful target for decay bounds, which then usually apply to a wide variety of tasks and resources.

Exponential decay of relative entropy need not pose any fundamental barrier to quantum computing. The same forms of bound technically apply to classical systems. A single bit, stored in conventional electronic memory, technically has some probability to randomly flip states. While this implies exponential decay, the rate constant is also heavily suppressed by the large number of physical constituents maintaining that state. The advantage of classical information is that many classical systems almost trivially implement large-scale repetition codes, using an enormous number of physical degrees of freedom to encode small computational degrees of freedom. This is an advantage of separating physical from computational scales. Quantum error correction promises to do the same in the quantum realm, though it seems much harder for current technology.

Beyond its practical value to quantum technology, studying decoherence may help reveal how quantum information differs fundamentally from its classical analogs. The structure of quantum error correcting codes has inspired hypotheses on possible quantum structures underlying spacetime [1]. Structures that allow quantum properties to persist over long times and distances at high state complexity are a new frontier in physical sciences [22]. Chapter 7 , which primarily describes the results of collaborations to theoretically understand relative entropy decay, also summarizes applications of complex interpolation, transference, and measure change techniques to quantify effects of collective decoherence and to analyze systems that can be arbitrarily entangled with an external auxiliary. How systems with strong quantum properties interact differently with their environments suggests ways in which being quantum changes the external nature of a system, and it may reveal natural constraints on the power of non-classicality.

### 1.4 Summary Outline of the Main Sections and Results

Most of the theorems, lemmas, corollaries, proofs, and examples in this thesis appear in publications or preprints. I have marked in each such result the original source, and whether the result has been substantially
modified or updated in its thesis version. Results from co-authored papers may come from joint work, and often involved discussions with those co-authors. The emphasis of this thesis has however been selected to highlight the contributions and research interests of its author. Theorems that are not cited from a specific source may not appear in any current publication but could appear in future papers or upcoming versions of existing preprints. When quoting theorems from papers on which I was not a co-author, the authors are specifically identified.

- Chapter 2 is a review of mathematical concepts used throughout the paper, such as von Neumann algebras, quantum entropies, and quantum channels. There is no new research in Chapter 2. In addition to recalling some of the definitions and classic results needed to understand this thesis, Chapter 2 is intended to convey some of the intuition underlying results therein. A particular theme is to connect approaches to similar ideas originating in different fields, such as operator algebras, physics of open systems, and quantum computer science.
- Chapter 3 collects results primarily from [23, 24, 25, 26] on generalizations of the previously known and ubiquitous strong subadditivity inequality from subsystems to subalgebras, and ultimately to quantum channels. This chapter contains the central mathematical ideas of the thesis, which lead to further results described in Chapters 4. 5. and 7. The first major result in this chapter, appearing in Section 3.1 is the "adjusted subadditivity" (Theorem 3.2) that more fully extends the subadditivity of relative entropy with respect to subsystems to subalgebras, going beyond the known cases in which subalgebraic restrictions commute. This is based on a new technical inequality that multiplicatively compares relative entropies. The second big result of this chapter is the commutant duality (Theorem 3.4) appearing in Section 3.2. This chapter also includes an extension of generalized mutual information to more than two constituent algebras, and from subalgebras to some quantum channels.
- Chapter 4 describes results primarily from [23], connecting quantum entanglement with the nonclassicality found in quantum uncertainty relations. This gives physical interpretation to mathematical ideas of Chapter 3. We show that replacing subsystems by subalgebras in bipartite system decompositions yields a resource theory of bipartite non-classicality, in which non-classical entropy found in entangled states converts freely to and from that in qubits split between mutually unbiased bases. We also note some links to resource-theoretic coherence and asymmetry monotones.
- Chapter 5 records an answer to a question I had posed when planning this thesis: how does the resource theory of asymmetry relate to the notion one obtains by extending Noether's theorem, and to symmetry in dynamical modeling? While not based on any current paper or preprint, this chapter
fills in gaps in intuiting the relative entropy of asymmetry $D^{\mathcal{N}}$ as described in Section 4.2
- Chapter 6 describes results from [27] and from an ongoing collaboration [28] on the superadditivity of information transmission rates and non-classicality of quantum games, both entanglement-based advantages of quantum over classical methods. Superadditivity is a classic example of how quantum effects change information theory. The main theme of [27] is on how monogamy of entanglement limits quantum advantages under random subsystem loss. The thesis version of these results leverages a more recent continuity bound on a key entanglement measure to strengthen bounds from the original paper. The main bound is on superadditivity of classical bit transmission. Similar techniques bound the quantum advantages in multiplayer games, another well-known way in which the quantum nature of the universe can manifest even in the performance of an ultimately classical task. The goal of [28] is an experimental demonstration of superadditivity.
- Chapter 7 summarizes and combines a mix of results from [29, 30, 31, 32, 25, 33, 26] and an upcoming paper with Marius Junge and Haojian Li on decay of quantum states toward equilibrium. The focus of this chapter is on how entropy measures the decay of quantum systems exposed to their environments. This is a slew of papers with several technical ideas and many collaborators. Hence the chapter does not go to into full technical depth on every mentioned result, seeking instead to collect and link the results of different projects as they relate to main themes of this thesis. The first set of results, in Section 7.1. additively (in some cases perturbatively) bound relative entropy of a particular class of quantum channels with respect to the output of conditional expectations, which are maximally mixing channels in this class. These are primarily based on joint work with Marius Junge and Li Gao. The second main class of results, appearing in Section 7.2 shows exponential decay of relative entropy in continuously time-evolving quantum systems with respect to their fixed points. These results are pieces in a set of projects driven largely by Marius Junge to show general decay estimates for quantum Markov processes.


## Chapter 2

## Background \& Review of Mathematics for Quantum Information

The purpose of this section is to convey some intuition at the interface between the mathematical and physical sides of quantum information theory. None of the ideas in this section are new, and most would be common knowledge in their respective communities. Over the years in which this thesis formed, I saw many examples of how approaches to quantum information consider the same range of basic phenomena in wildly different ways.

I assume familiarity with basic linear algebra and calculus, including complex numbers, vectors, matrices, Cartesian tensor products, the trace and partial trace functions, diagonalization, integrals, etc. I also assume that the reader has seen undergraduate level quantum mechanics, including braket notation. Much of the formalism I use is based on that of Strocchi's "An Introduction to the Mathematical Structure of Quantum Mechanics [34," which I found immensely useful when shifting to a more mathematical form of quantum information.

### 2.1 Banach Spaces, Hilbert Spaces, Probabilities \& Amplitudes

In finite dimension $d$, a $p$-normed Banach space $l_{p}^{d}(\mathbb{C})$ is a space of vectors $\vec{\psi}=\left(\psi_{1}, \ldots, \psi_{d}\right)$ such that $\psi_{i} \in \mathbb{C}$ for each $i \in 1 \ldots d . \quad l_{p}^{d}(\mathbb{R})$ is defined correspondingly over the real numbers. The $p$-norm is the norm for $l_{p}^{d}$ and given by

$$
\|\vec{\psi}\|_{p}=\left(\sum_{i=1}^{d}\left|\psi_{i}\right|^{p}\right)^{1 / p}
$$

If $p=\infty$, then the norm is given by the maximum vector entry, as $\lim _{p \rightarrow \infty} \sqrt[p]{\left(\psi_{1}^{p}, \ldots, \psi_{d}^{p}\right)}=\max _{i} \psi_{i}$.
The $p$-norm extends to spaces of countably infinite dimension, with the caveat that states are not assured to be normalizable in $l_{p}^{\infty}$ unless $p=\infty$ or the vector's infinite tail is a convergent and finite series. In uncountably infinite dimension, it sometimes suffices to replace the sum by an integral. For example, given a set or interval $S$ and measure $\mu$ on it, we may denote by $L^{p}(S, \mathbb{C}, \mu)$ the functions $\psi: S \rightarrow \mathbb{C}$ with norm
given by

$$
\|\psi\|_{p}=\left(\int_{x \in S}|\psi(x)|^{p} d \mu(x)\right)^{1 / p}
$$

As a canonical example, we may consider $S=[0,1]$, the unit interval on the reals, with uniform measure.
Each Banach space $l_{p}^{n}$ or $L^{p}$ has a dual space given by linear functionals on it and denoted $\left(l_{p}^{d}\right)^{*}$ or $\left(L^{p}\right)^{*}$. For $1<p<\infty$, the dual space to the $p$-normed Banach space is a $q$-normed Banach space, and the space is reflexive in that the dual of the dual is the original space.

We may interpret the spaces $l_{1}^{d}$ and $L^{1}$ as probability spaces, where a probability is a non-negative, real vector or function with 1-norm equal to 1 . For example, the probability space for a (potentially biased) coin would be $l_{1}^{2}(\mathbb{R})$, which is the space of normalized vectors $\vec{\psi}=\left(\psi_{1}, \psi_{2}\right)$ over $\mathbb{R}$. The space $L^{1}([0,1], \mathbb{R}, \mu)$ may have the interpretation of the space of probability distributions over position on a finite line segment of unit length. Technically, $l_{1}^{d}$ is not just a space of probabilities, because it contains unnormalized vectors and vectors with negative entries. We will often ignore this distinction, and when we refer to probability spaces, assume we restrict our attention to probabilities.

Usual models of quantum mechanics start in Hilbert space, which in the settings considered so far is a Banach space such that $p=2$. A Hilbert space $\mathcal{H}$ has an inner product $\langle\cdot \mid \cdot\rangle: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{C}$ denoted $\langle\phi \mid \psi\rangle$ for elements $\phi$ and $\psi$. In the finite-dimensional Hilbert space $l_{2}^{d},\langle\phi \mid \psi\rangle=\sum_{i=1}^{d} \phi_{i}^{*} \psi_{i}$, where "*" denotes the complex conjugate. In the space $L^{2}(S, \mathbb{C}, \mu)$,

$$
\langle\phi \mid \psi\rangle=\int_{x \in S} \phi^{*}(x) \psi(x) d \mu(x)
$$

For the Hilbert space norm, $\|\psi\|_{2}=\langle\psi \mid \psi\rangle$. We may denote a vector $\vec{\psi} \in l_{2}^{d}$ or function $\psi \in L^{2}(S, \mathbb{C}, \mu)$ by the "ket" notation $|\psi\rangle$ or a vector in the dual space by $\langle\psi|$ as in standard bra-ket notation. Any Hilbert space $\mathcal{H}$ (which might be $l_{2}^{d}, L^{2}$, or any of many other infinite-dimensional Hilbert spaces) is self-dual in that $\mathcal{H}^{*}=\mathcal{H}$.

In $l_{2}^{d}$, we interpret normalized vectors as containing quantum amplitudes for particular configurations. For example, we may consider normalized vectors in $l_{2}^{2}(\mathbb{C})$ given by $|\psi\rangle=\left(\psi_{1}, \psi_{2}\right)$ to represent the amplitudes of a spin- $1 / 2$ particle's "up" and "down" states along a given axis. In analogy to $L^{1}([0,1], \mathbb{R}, \mu)$ as a space of probability distributions on positions, we may consider $L^{2}([0,1], \mathbb{C}, \mu)$ to be the space of quantum amplitudes over positions on a line segment.
$l_{2}^{d}$ and $L^{2}$ are not the only Hilbert spaces of physical relevance, but we defer construction of other examples until the Subsection 2.3.3 addressing infinite-dimensional von Neumann algebras.

### 2.2 Densities \& Observables

We denote by $S_{p}^{d}$ the Schatten class of $p$-normed, $d \times d$ matrices. The $p$ th Schatten norm of a $d \times d$ matrix $\rho$ is given by

$$
\|\rho\|_{p}=\left(\sum_{i=1}^{d}\left|\rho_{i i}\right|^{p}\right)^{1 / p}=\operatorname{tr}\left(|\rho|^{p}\right)^{1 / p}
$$

By $S^{p}(\mathcal{H})$ we denote the class of infinite-dimensional operators on Hilbert space $\mathcal{H}$ with norm given by the analogous integral in functional calculus.

A density matrix or density operator combines classical probability with quantum amplitudes. A density matrix is a normalized element of $S_{1}^{d}$ with real, non-negative eigenvalues. These are by their nature Hermitian. We may interpret the eigenvalues of a density matrix as probabilities of observing pure quantum states corresponding to its eigenvectors. In the usual methods of linear algebra, every density matrix has such a diagonalization via unitary matrices. By diagonalization, a density matrix can always be written in the form

$$
\rho=\sum_{i} \rho_{i i}|i\rangle\langle i|
$$

where $|i\rangle\langle i|$ denotes the $i$ th eigenvector in ket-bra form. Hence we may think of a density matrix/operator as a probability density over a space of quantum amplitude vectors. For any quantum state $|\psi\rangle$, we may write $|\psi\rangle\langle\psi|$ to denote a density matrix that assigns probability 1 to eigenvector $|\psi\rangle$ and probability 0 to all other vectors. In general, we could imagine a density as modeling a quantum state that has been selected according to some random process. We will hence denote $S_{1}^{d}=S\left(l_{2}^{d}\right)$. More broadly, we will denote the densities over an arbitrary Hilbert space $\mathcal{H}$ by $S(\mathcal{H})$. When $\mathcal{H}$ is infinite-dimensional, we refer to density operators rather than density matrices.

Dual to $S_{1}^{d}$ is $S_{\infty}^{d}$, the space of matrices with norm given by maximum eigenvalue (in analogy to the $\infty$-normed Banach spaces). We may alternatively denote this space $\mathbb{B}\left(l_{2}^{d}\right)$, emphasizing that it is the space of bounded operators on $d$-dimensional Hilbert space. In dimension $d$, these are just matrices with finite eigenvalues. In infinite dimension, the boundedness of operators is often more subtle, but $\mathbb{B}(\mathcal{H})$ will be a useful construction in many contexts.

We formalize a complete, finite-dimensional von Neumann measurement by a basis $\{|i\rangle\}_{i=1}^{d}$ and a map $M_{\{|i\rangle\}}: \mathcal{H} \rightarrow S(\mathcal{H}) \otimes l_{1}^{d}$ such that

$$
\begin{equation*}
M_{\{|i\rangle\}}(|\psi\rangle)=M_{\{|i\rangle\}}\left(\sum_{i=1}^{d} \psi_{i}|i\rangle\right)=\sum_{i=1}^{d}\left|\psi_{i}\right|^{2}|i\rangle\langle i| \otimes \hat{i}, \tag{2.1}
\end{equation*}
$$

where the final $\hat{i}$ is a single-entry unit vector in the probability space $l_{1}^{d}$ labeling the $i$ th coordinate. By
linearity, we may extend $M_{\{|i\rangle\}}$ to densities in $S_{1}^{d}$. The measurement loses any phase information contained in the amplitudes $\left(\psi_{i}\right)$, which some interpretations describe as a collapse from quantum amplitude to classical probability. Replacing the sums in Equation 2.1 by integrals for continuous spaces, we construct an analogous operation.

Every operator $X$ on Hilbert space $\mathcal{H}$ has an adjoint defined by $\langle\psi \mid X \phi\rangle=\left\langle X^{\dagger} \psi \mid \phi\right\rangle$ for all $\phi, \psi \in \mathcal{H}$. For finite-dimensional operators, this is equivalent to the Hermitian adjoint given by the complex conjugate of the matrix transpose. We may interpret self-adjoint (Hermitian) operators as observables, in that we may construct a measurement for a basis of eigenvectors. For observables with degenerate eigenvalues, we must broaden the notion of measurement to include subspaces in which distinct eigenvectors would not be distinguished. This will be easier to formalize in Section 2.3.1.

The expectation value of an observable $\mathcal{O}$ on a given density $\rho$ usually has the form

$$
\langle\mathcal{O}\rangle_{\rho} \equiv \operatorname{tr}(\mathcal{O} \rho)
$$

We construct higher-order moments, such as variance, from expectations of powers and powers of expectations. For a pure state $|\psi\rangle\langle\psi|$,

$$
\langle\mathcal{O}\rangle_{|\psi\rangle\langle\psi|}=\operatorname{tr}(\mathcal{O}|\psi\rangle\langle\psi|)=\langle\psi| \mathcal{O}|\psi\rangle
$$

recovering the usual formula from introductory-level quantum mechanics. The expectation is equivalent to the value obtained by averaging measurement outcomes over an asymptotically large ensemble of identical trials. The set of expectations over all observables completely fixes a density matrix.

## 2.3 von Neumann and C* Algebras

Readers with less mathematical background may wish to first read Subsection 2.3 .2 to gain some intuition for the simplest cases.

An associative algebra has the structure of an algebraic ring, including addition and multiplication operations, and is also a vector space. A $C^{*}$-algebra $\mathcal{M}$ is an associative algebra over the real or complex numbers that is also a Banach space with a norm $\|\cdot\|: \mathcal{M} \rightarrow \mathbb{R}^{+}$such that $\|X Y\| \leq\|X\|\|Y\|$ for any $X, Y \in \mathcal{M} . \mathrm{A}^{*}$-algebra is closed under:
(1) Linear combinations: $\alpha a+\beta b \in \mathcal{M}$ if $a, b \in \mathcal{M}$ and $\alpha, \beta \in \mathbb{C}$
(2) Composition: $a b \in \mathcal{M}$ if $a, b \in \mathcal{M}$
(3) Hermitian conjugation: $a^{\dagger} \in \mathcal{M}$ if $a \in \mathcal{M}$

If we take a set of matrices with any Schatten norm, we may generate its $C^{*}$-algebraic closure under the above operations. Such algebras of matrices are relatively intuitive and familiar examples of finite-dimensional $C^{*}$ algebras. In general, infinite-dimensional $C^{*}$ algebras may support exotic phenomena [35] and remain an area of active research.

A linear functional on a $C^{*}$-algebra $\psi: \mathcal{M} \rightarrow \mathbb{C}$ with norm 1 is called a state. The Gelfand-Naimark-Segal (GNS) construction allows us to take a $C^{*}$ algebra $\mathcal{M}$ and state $\rho$, and from these construct a $*$-representation $\pi$ on a Hilbert space $\mathcal{H}$ with a cyclic, unit vector $\xi \in \mathcal{H}$ such that $\rho(a)=\langle\pi(a) \xi, \xi\rangle$ for any $a \in \mathcal{M}$. While traditional formulations of quantum mechanics usually start in Hilbert space, the GNS construction allows us to go the other way, obtaining a Hilbert space given an algebra and state. The word "state" is sometimes analogous to what we would normally think of as a density, though in other cases mathematical physicists refer to a vector in Hilbert space as a state. We will generally refer to potentially mixed states as densities in this dissertation.

A von Neumann algebra ( vNa ) is a $C^{*}$-algebra that is also closed in the weak operator topology. Equivalently, a vNa is a $C^{*}$-algebra that is the dual of some Banach space. One may also define a vNa as a subalgebra of the bounded operators on a Hilbert space that is closed under Hermitian conjugation. The additional properties of von Neumann algebras make them more common in physical models.

A finite dimensional von Neumann algebra is a direct sum of matrix algebras with multiplicities. Namely, any finite-dimensional von Neumann algebra $\mathcal{N}$ has the form

$$
\begin{equation*}
\mathcal{N}=\oplus_{i}\left(\mathbb{M}_{n_{i}} \otimes \mathbb{C} 1_{m_{i}}\right) \tag{2.2}
\end{equation*}
$$

where $i$ indexes the diagonal blocks, $\mathbb{M}_{n_{i}}$ is the algebra of $n_{i}$-dimensional matrices, and $m_{i}$ is the multiplicity of $\mathbb{M}_{n_{i}}$ within $\mathcal{N}$. Here $\mathbb{C} 1_{m_{i}}$ is the physically trivial algebra of scalar multiples of an $m_{i}$-dimensional identity matrix. We note that this form is always block diagonal. We may begin to interpret it physically. The outer direct sum acts like a classical random variable, splitting the algebra into diagonal blocks. Within each of these blocks, we have a copy of the matrix algebra $\mathbb{M}_{n_{i}}$ that acts like it's tensored with a trivial algebra containing scalar multiples of the $m_{i}$-dimensional identity matrix.

### 2.3.1 Subalgebras, Subsystems \& Measurements

A key aspect of von Neumann algebras is that they may contain subalgebras. Associated to any von Neumann subalgebra $\mathcal{N} \subseteq \mathcal{M}$ is a unique conditional expectation $\mathcal{E}_{\mathcal{N}}: \mathcal{M} \rightarrow \mathcal{N}$. In tracial algebras, the conditional
expectation is formally defined as the operator with the property that

$$
\operatorname{tr}\left(\mathcal{E}_{\mathcal{N}}(a) b\right)=\operatorname{tr}\left(\mathcal{E}_{\mathcal{N}}(a) \mathcal{E}_{\mathcal{N}}(b)\right) \forall a, b \in \mathcal{M}
$$

This property follows immediately from the fact that a conditional expectation is both self-adjoint and idempotent. One can easily derive that in tracial settings, any self-adjoint and idempotent operator is conversely a conditional expectation. Intuitively, the conditional expectation is the restriction from $\mathcal{M}$ to $\mathcal{N}$. Explicitly, we may write finite-dimensional conditional expectations in the form

$$
\begin{equation*}
\mathcal{E}_{\mathcal{N}}(\rho)=\oplus_{i}\left(\operatorname{tr}_{m_{i}}\left(P_{i} \rho P_{i}\right) \otimes \frac{\hat{1}_{m_{i}}}{m_{i}}\right) \tag{2.3}
\end{equation*}
$$

where $\rho$ is an input density. Here $P_{i}$ is the projection on to the $i$ th block with $P_{i} \rho P_{i} \in M_{n_{i}} \otimes M_{m_{i}}$, $\operatorname{tr}_{m_{i}}$ is the partial trace on $M_{m_{i}}$ and $\hat{1}_{m_{i}}$ is the identity matrix in $M_{m_{i}}$. We denote by $\mathcal{N}^{\prime}$ the commutant of the subalgebra, which is another von Neumann algebra consisting of all $a \in \mathcal{M}$ such that $[a, b]=0$ for all $b \in \mathcal{N}$. A finite-dimensional commutant has explicit form

$$
\mathcal{N}^{\prime}=\oplus_{i}\left(\mathbb{C} 1_{n_{i}} \otimes \mathbb{M}_{m_{i}}\right)
$$

with conditional expectation given by

$$
\mathcal{E}_{\mathcal{N}^{\prime}}(\rho)=\oplus_{i}\left(\frac{\hat{1}_{n_{i}}}{n_{i}} \otimes \operatorname{tr}_{n_{i}}\left(P_{i} \rho P_{i}\right)\right)
$$

The center of a von Neumann algebra is the subalgebra that commutes with all elements in the original algebra. This corresponds to the block sum in $i$ in Equation 2.2. When a von Neumann algebra has a trivial center such that there is only one value of $i$ in Equation 2.2, it is called a factor. Physically, we will often associate a factor with the operators on a quantum system, and a commutative algebra as a classical system modeled as a probability space.

Given two von Neumann subalgebras $\mathcal{S}, \mathcal{T} \subseteq \mathcal{M}$, we denote by $\mathcal{S} \vee \mathcal{T}$ the joint algebra generated by the union of their elements, which is itself a von Neumann algebra. We denote by $\mathcal{S} \cap \mathcal{T}$ the intersection of elements, again a von Neumann algebra. It is generally true that $\mathcal{S} \cap \mathcal{T} \subseteq \mathcal{S}, \mathcal{T} \subseteq \mathcal{S} \vee \mathcal{T} \subseteq \mathcal{M}$. In Chapter 3. we will explore the consequences of whether $\left[\mathcal{E}_{\mathcal{S}}, \mathcal{E}_{\mathcal{T}}\right]=0$, a condition known as a commuting square.

A simple and canonical example of subalgebras is that of tensor products between two systems. Let $A, B$ denote a pair of quantum systems, associated respectively with the Hilbert spaces $\mathcal{H}_{A}, \mathcal{H}_{B}$, Schatten

1-norm classes $S(A) \equiv S\left(\mathcal{H}_{B}\right), S(B) \equiv S\left(\mathcal{H}_{B}\right)$, and bounded operator sets $\mathbb{B}(A) \equiv \mathbb{B}\left(\mathcal{H}_{A}\right), \mathbb{B}(B) \equiv \mathbb{B}\left(\mathcal{H}_{B}\right)$. We denote by $\mathcal{A}=\mathbb{B}(A)$ the algebra of operators on $A$, and by $\mathcal{B}=\mathbb{B}(B)$ the corresponding algebra on $B$. Here the joint algebra $\mathcal{A} \vee \mathcal{B}$ corresponds to $\mathbb{B}(A \otimes B) \equiv \mathbb{B}(A) \otimes \mathbb{B}(B)$. The conditional expectation $\mathcal{E}_{\mathcal{A}}$ is such that

$$
\mathcal{E}_{\mathcal{A}}(\rho)=\operatorname{tr}_{B}(\rho) \otimes \frac{\hat{1}^{B}}{|B|},
$$

assuming that the algebra supports a partial trace. Similarly, $\mathcal{E}_{\mathcal{B}}$ traces out $A$ and replaces it by complete mixture. Even in infinite-dimensional settings that lack a finite trace (or in some cases any trace), conditional expectations to subfactors may have the interpretation of restriction to spatially or otherwise separated subsystems.

The other main example of a conditional expectation is given by a possibly incomplete measurement. First, we recall the form of von Neumann measurement $M_{\{|i\rangle\}}$ as defined in Equation 2.1) and note that this is a conditional expectation followed by a classical copying operation. It restricts to the commutative algebra of diagonal matrices in the given $\{|i\rangle\}$ basis. A more general notion of measurement first applies an arbitrary conditional expectation, and then copies the diagonal part indexed by " $i$ " in Equation 2.2) to a classically probabalistic bit as stored in a classical register. Formally, we define $M_{\mathcal{N}}: \mathcal{M} \rightarrow \mathcal{N} \otimes l_{1}^{c}$ for a subalgebra $\mathcal{N} \subseteq \mathcal{M}$ by

$$
M_{\mathcal{N}}(\rho) \equiv \oplus_{i}\left(\operatorname{tr}_{m_{i}}\left(P_{i} \rho P_{i}\right) \otimes \frac{\hat{1}_{m_{i}}}{m_{i}} \otimes|i\rangle\langle i|\right)
$$

where $i=1 \ldots c$, and $c$ is the number of possible outcomes of the classical register. When $\mathcal{E}_{\mathcal{N}}$ is direct sum of projectors to the eigenspaces of a given observable operator, we refer to it as a pinching map. Equivalently, pinching removes the off-diagonal elements of a density matrix, and it is an example of a complete dephasing process. Unlike measuring in a complete basis, this form of measurement allows us to leave some subspaces untouched, as though we measure a subset of the system's aspects, and then decide based on those outcomes whether to measure more. It also allows for conditional partial traces, which go beyond the usual concept of a "measurement." $\mathcal{M}_{\mathcal{N}}$ is still not the most general form of measurement considered in the mainstream quantum information literature, which is the positive operator-value measurement (POVM). $M_{\mathcal{N}}$ will however suffice for almost all measurements considered in this thesis, and it fits the subalgebra theme.

Conditional expectations commonly arise as uniform averages over groups. Let $\mu$ be the Haar measure for a unitary subgroup $G \subseteq U(\mathcal{H})$. The Haar measure is the unique measure that is invariant under any group action. In many settings, it is a uniform measure that assigns equal weight to each group element.

By $G^{\prime}$ we denote the matrices that commute with all $u \in G$, which form a von Neumann algebra. Then

$$
\begin{equation*}
\mathcal{E}_{G^{\prime}}(\rho)=\int_{g \in G} g \rho g^{\dagger} \mu(g) \tag{2.4}
\end{equation*}
$$

The prior example of the partial trace is a uniform average over the unitary group on the traced subsystem. Likewise, the pinching map is a uniform average over the unitaries applying a state-dependent phase in one basis. As discussed further in Section 4.2, when $G$ is a symmetry group (or a representation of one), we may interpret $\mathcal{E}_{G^{\prime}}$ as the projection to the symmetric subalgebra.

### 2.3.2 von Neumann Algebras on Zero, One or Two Bits or Qubits

To gain some intuition for von Neumann algebras, we will examine some of the simplest cases.
The complex numbers, denoted $\mathbb{C}$, form a one-dimensional von Neumann algebra, which is equivalent to the algebra of complex, $1 \times 1$ matrices, $\mathbb{M}_{1}(\mathbb{C})$. We may think of this as the algebra of operators on a one-dimensional Hilbert space $l_{2}^{1}$, containing a single state. Physically, it represents the usually trivial transformations of applying a global phase to states, and scaling the eigenvalues of observables (e.g. changing units). We may also think of $\mathbb{C}$ as the algebra generated by the identity matrix, $\hat{1}$, in any dimension. As all finite-dimensional von Neumann algebras contain the identity, $\mathbb{C}$ often appears when we take an operation or intersection that reduces all observables to the trivial case of full degeneracy, and reduces all states to the trivial case of complete mixture. We may think of $\mathbb{C}$ as the algebra of operators on zero qubits. While we might try to imagine $\mathbb{R}$ as the algebra on zero bits, this analogy is not useful enough to carry on further. We will generally use $\mathbb{C}$ to denote an algebra that is physically trivial.

We next consider an algebra of commuting $2 \times 2$ matrices. We may denote

$$
\hat{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), Z=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

where $\hat{1}$ is the identity matrix, and $Z$ is the Pauli $Z$ matrix. This algebra contains densities of the form

$$
\rho=\left(\begin{array}{cc}
\rho_{11} & 0 \\
0 & \rho_{22}
\end{array}\right) \cong\binom{\rho_{11}}{\rho_{22}}
$$

where $\rho_{11}, \rho_{22} \geq 0$, and $\rho_{11}+\rho_{22}=1$. As shown, we may identify densities in this algebra with probabilities in $l_{1}^{2}$. This is the mathematical representation of one stochastic bit. The algebras generated by the different Pauli matrices are isometric, so $\langle X\rangle \cong\langle Y\rangle \cong\langle Z\rangle$. By convention, the $Z$ eigenbasis is usually considered the
computational basis, or the default basis for writing qubit states.

$$
\begin{aligned}
& \text { Classical Random Variables } \\
& {\left[Z_{1}, Z_{2}\right]=Z_{1} Z_{2}-Z_{2} Z_{1}=0} \\
& \mathrm{Z}_{1} \quad Z_{1} Z_{2}=Z_{1} \otimes Z_{2}
\end{aligned}
$$



Figure 2.1: Left: In classical systems, a pair of observables $Z_{1}, Z_{2}$ will always commute. We can visualize the state of a single, probabalistic, binary variable as a point on the line $[0,1]$, its position corresponding to the probability of observing each outcome. An uncorrelated state of two such observables is a point in the square formed by two such lines. We may weight multiple points to express correlated states, which are convex combinations of product states. Right: the Bloch sphere visualizes the space of quantum states. Here we take two observables that anticommute. The spherical geometry extends into three dimensions but removes the corners, which would represent points of impossibly high certainty in both incompatible observables. We are restricted to single points - a convex combination of points merely reduces to their midpoint. This reflects the fact that there is no classical notion of a correlated state between bases of the same qubit. Bloch sphere image by Smite-Meister - Own work, CC BY-SA 3.0, https://commons.wikimedia.org/w/index. php?curid=5829358

There are two basic ways to extend from $\langle Z\rangle$ to an algebra with two generators. The first of these is to take a pair of commuting generators $Z_{1}, Z_{2}$, which we may represent on $\mathbb{M}_{4}$ by

$$
\hat{1}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), Z_{1}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right), Z_{2}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right) .
$$

We may associate densities in $\left\langle Z_{1}, Z_{2}\right\rangle$ with probabilities in $l_{1}^{4}$, corresponding to two stochastic bits. These algebras naturally support correlated states. For example, we may interpret the probability vector $(1 / 2,0,0,1 / 2)$ as representing a random bit pair that is either in state 00 or 11, each with $50 \%$ probability, but definitely not in state 01 or 10 . We have that $\left\langle X_{1}, X_{2}\right\rangle \cong\left\langle Y_{1}, Y_{2}\right\rangle \cong\left\langle Z_{1}, Z_{2}\right\rangle$.

Alternatively, we may take the algebra $\langle X, Z\rangle$, where $X$ is the Pauli matrix given by

$$
X=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

$\langle X, Z\rangle$ is $\mathbb{M}_{2}(\mathbb{C})$, the algebra of $2 \times 2$ complex matrices. It is equivalent to $\mathbb{B}\left(l_{2}^{2}\right)$, the algebra of bounded operators on 2-dimensional Hilbert space. $\langle X, Z\rangle$ is a factor in the von Neumann algebra sense. Compared with the classical case, we replace the commuting operators $\left[Z_{1}, Z_{2}\right]=0$ by the anticommuting operators $\{X, Z\}=0$. Instead of adding another stochastic bit, adding $X$ turns our original stochastic bit into one qubit. In Figure 2.1. we visualize the algebras $\left\langle Z_{1}, Z_{2}\right\rangle$ and $\langle X, Z\rangle$. A key feature of the quantum algebra $\langle X, Z\rangle$ is the uncertainty principle: because $X$ and $Z$ neither commute nor contain any non-trivial, noncommuting sub-blocks, they cannot simultaneously have definite values when measured. This restricts the space of densities: it is for instance impossible to encode a state like $(1,0,0,0) \in l_{1}^{4}(\mathbb{R})$ within a qubit density $\rho \in S_{1}^{2}$. On the other hand, $X Z$ generates the Pauli $Y$. As visualized, $\langle X, Z\rangle$ therefore also contains states that would not appear in $\left\langle Z_{1}, Z_{2}\right\rangle$. In general, we may neither faithfully re-encode one qubit in two classical bits, nor compress two classical bits to one qubit.

A pinching in the eigenbasis of the Pauli $Z$ operator projects $\langle X, Z\rangle$ to $\langle Z\rangle$. In this eigenbasis, it removes the off-diagonal elements of density matrices, transforming

$$
\rho=\left(\begin{array}{ll}
\rho_{11} & \rho_{12} \\
\rho_{21} & \rho_{22}
\end{array}\right) \rightarrow\left(\begin{array}{cc}
\rho_{11} & 0 \\
0 & \rho_{22}
\end{array}\right)
$$

Similarly, pinchings in the Pauli $X$ and $Y$ eigenbases project to corresponding stochastic bit algebras.
We may combine commuting with non-commuting operators, such as in the algebra $\left\langle X_{1}, X_{2}, Z_{1}, Z_{2}\right\rangle=$ $\mathbb{M}_{4}(\mathbb{C})$, where $\left[X_{1}, X_{2}\right]=\left[Z_{1}, Z_{2}\right]=\left[X_{1}, Z_{2}\right]=\left[Z_{1}, X_{2}\right]=0$, and $\left\{X_{1}, Z_{1}\right\}=\left\{X_{2}, Z_{2}\right\}=0 .\left\langle X_{1}, X_{2}, Z_{1}, Z_{2}\right\rangle$ is the algebra $\mathbb{B}\left(l_{2}^{4}\right)$ of bounded operators on two qubits, and it is a factor in the von Neumann algebra sense. In tensor product notation, $\left\langle X_{1}, X_{2}, Z_{1}, Z_{2}\right\rangle=\left\langle X_{1}, Z_{1}\right\rangle \otimes\left\langle X_{2}, Z_{2}\right\rangle=\mathbb{B}\left(l_{2}^{2}\right) \otimes \mathbb{B}\left(l_{2}^{2}\right) .\left\langle X_{1}, X_{2}, Z_{1}, Z_{2}\right\rangle$ is the minimal algebra capable of supporting quantum entanglement between subsystems.

A partial trace may project the algebra $\left\langle X_{1}, X_{2}, Z_{1}, Z_{2}\right\rangle$ back to $\left\langle X_{1}, Z_{1}\right\rangle$ or $\left\langle X_{2}, Z_{2}\right\rangle$. A pinching in both coordinates may yield $\left\langle Z_{1}, Z_{2}\right\rangle,\left\langle X_{1}, X_{2}\right\rangle$, or $\left\langle Y_{1}, Y_{2}\right\rangle$. We may also consider a $Z$-basis pinching in the 1 st coordinate, yielding the algebra $\left\langle Z_{1}, X_{2}, Z_{2}\right\rangle=\left\langle Z_{1}\right\rangle \otimes\left\langle X_{2}, Z_{2}\right\rangle$, which contains a stochastic bit and a qubit. $\left\langle Z_{1}, X_{2}, Z_{2}\right\rangle$ supports correlated states as does $\left\langle Z_{1}, Z_{2}\right\rangle$, but not entanglement. Densities in $\left\langle Z_{1}, X_{2}, Z_{2}\right\rangle$
have the form

$$
\rho=\left(\begin{array}{cccc}
\rho_{11} & \rho_{12} & 0 & 0 \\
\rho_{21} & \rho_{22} & 0 & 0 \\
0 & 0 & \rho_{33} & \rho_{34} \\
0 & 0 & \rho_{43} & \rho_{44}
\end{array}\right)
$$

which is a non-trivial example of the block diagonal form of von Neumann algebras.
Following [36], we may define an $n$-qubit algebra as any generated by operators $X_{1}, \ldots, X_{n}, Z_{1}, \ldots, Z_{n}$ such that $\left\{X_{i}, Z_{i}\right\}=0$ for any $i \in 1 \ldots n$, and such that all other pairs commute. We may exchange any $X_{i}$ or $Z_{i}$ for $Y_{i}$ while generating the same algebra. This algebraic construction of an $n$-qubit system is equivalent to the usual $n$-fold tensor product $\otimes_{i=1}^{n} \mathbb{B}\left(l_{2}^{2}(\mathbb{C})\right) \cong \mathbb{B}\left(l_{2}^{2^{n}}(\mathbb{C})\right)$. Finite-dimensional factors are always algebras of bounded operators on finite-dimensional Hilbert space. The idea of constructing algebras first, however, turns out to be important for infinite-dimensional systems.

### 2.3.3 A Brief (P)review of Types of von Neumann Algebras

So far, we have mostly considered finite-dimensional algebras of bounded operators on Hilbert space, $\mathbb{B}\left(l_{2}^{d}\right)$. Many basic examples of quantum systems are however infinite-dimensional, including the particle in potential well, and the harmonic oscillator. I will not directly address the case of the free particle, but for this I refer the reader to Strocchi's text [34. Infinite-dimensional quantum systems are also at the heart of quantum field theory, which connects information theory to the physics of spacetime and matter. Different ways to construct infinite-dimensional von Neumann algebras result in distinct algebras and physical predictions. Classifying infinite-dimensional von Neumann algebras remains an area of active research. In this section, I briefly review a few of the constructions, highlighting cases in which unexpected physics may emerge. I roughly follow the treatment of Witten [37.

All finite-dimensional von Neumann algebras are type I. We refer to von Neumann algebras containing a trace (generalizing the matrix trace from linear algebra) as tracial, all of which are of type I or II. Type III von Neumann algebras are necessarily infinite-dimensional and lack a trace. While algebras of type III may appear bizarre from a traditional information theory perspective, they appear relevant and physically motivated in quantum field theory.

## Type I

The von Neumann algebra community refers to finite-dimensional factors as type $I_{d}$, where $d$ is the dimension of the underlying Hilbert space. These are always of the form $\mathbb{B}\left(l_{2}^{d}\right)$. Algebras of type $I_{\infty}$ arise by taking
$d \rightarrow \infty$. In type $I_{\infty}$, the identity operator has infinite trace. The eigenvalues of an operator should form a convergent series for that operator to have finite trace, and similarly, elements of $l_{2}^{\infty}$ must have a convergent series of entries to be normalizable. As they have discrete energy spectra, the particle in a potential well and quantum harmonic oscillator yield algebras of type $I_{\infty}$.

## Type II

VNas of type $I I$ may have a finite trace but are not limit points of type $I$ algebras. Formally, they are distinguished from type I by the lack of minimal projections. In type $I$, we may project to subspaces (e.g. of dimension 1) having no smaller, non-zero subspaces. This fails in type $I I$. Unlike their type $I_{\infty}$ counterparts, a type $I I$ vNa may have a trace that is finitely-valued on the identity element. Type $I I$ algebras can be more specifically of type $I I_{1}$ or of type $I I_{\infty}$, where the latter is a type $I I_{1}$ algebra tensored with the algebra of bounded operators on another infinitely-dimensional Hilbert space. Quantum systems described by type $I I$ algebras generally don't support decompositions into tensored subsystems, Schmidt decompositions of pure states, or other common constructions from finite-dimensional quantum information.

Instead of taking $d \rightarrow \infty$ for a $d$-dimensional Hilbert space, one could take a tensor product of Hilbert spaces $\mathcal{H}_{1} \otimes \ldots \otimes \mathcal{H}_{k}$ and the limit $k \rightarrow \infty$. Naively, this produces a vector space of uncountably infinite dimension containing non-normalizable vectors, and it will not yield a von Neumann algebra.

A modification of the infinite tensor product yields the algebra known as the hyperfinite $I I_{1}$ factor, as shown by Araki [38] and later summarized by Witten [37. The matrix algebra $\mathbb{M}_{2}$ is a Hilbert space $\mathcal{H}$ with $\langle a \mid b\rangle=\operatorname{tr}\left(a^{\dagger} b\right)$ for any $a, b \in \mathbb{M}_{2}$. Let $\mathcal{M} \cong \mathbb{B}\left(l_{2}^{2}\right)$ be the algebra of left matrix multiplications, and $\mathcal{M}^{\prime} \cong \mathbb{B}\left(l_{2}^{2}\right)$ be that of right multiplications, noting that $\mathcal{M}$ and $\mathcal{M}^{\prime}$ indeed commute. $\mathcal{H} \cong l_{2}^{2} \otimes l_{2}^{2}$, where $\mathcal{M}$ and $\mathcal{M}^{\prime}$ act respectively on each qubit. The identity $\hat{1} \in \mathbb{M}_{2}$ plays the role of the completely entangled state between qubit Hilbert spaces. We then take vectors of the form

$$
\begin{equation*}
v_{1} \otimes v_{2} \otimes \ldots \otimes v_{k} \otimes \ldots \in \mathcal{H} \otimes \mathcal{H} \otimes \ldots \tag{2.5}
\end{equation*}
$$

such that $v_{i}=\hat{1}$ for all $i>k$. Given two such vectors $v, w$, there will be some $k$ satisfying the aforementioned condition for both. This allows us to define the inner product via truncation, as $\langle v \mid w\rangle=\operatorname{tr}\left(\left(v_{1} \otimes \ldots v_{k}\right)^{\dagger} w_{1} \otimes\right.$ $\left.\ldots w_{k}\right)$ in $\mathcal{H}^{\otimes k}$, which is unaffected if $k$ is taken larger than needed. With the inner product defined, we may complete the Hilbert space formed by limit points of the linear span of these vectors. Construction of operators in the corresponding algebra follows a similar pattern. We start with operators of the form

$$
a_{1} \otimes \ldots \otimes a_{k} \otimes \ldots \in \mathcal{M} \otimes \mathcal{M} \otimes \ldots
$$

such that $a_{i}=\hat{1}$ for all $i>k$. We then take combinations and limits of such operators, which form a von Neumann algebra $\mathcal{A}$. There is a corresponding algebra $\mathcal{A}^{\prime}$ formed analogously from tensor products of operators in copies of $\mathcal{M}^{\prime}$. The trace of an element $a \in \mathcal{A} \mathcal{A}^{\prime}$ is given by $\operatorname{tr}(a)=\langle\hat{1}| a|\hat{1}\rangle$, where $a=\hat{1} \otimes \hat{1} \otimes \ldots$. Here we see that the identity has trace 1 . Hence we have constructed the hyperfinite $I I_{1}$ factor.

The word "hyperfinite" comes from the fact that the aforementioned $I I_{1}$ factor arises as an infinite limit of finite-dimensional constructions. There are non-hyperfinite $I I_{1}$ factors. The Connes Embedding Problem asked how $I I_{1}$ factors in general would relate to the hyperfinite $I I_{1}$ factor, and turned out to be equivalent to whether correlations that might exist between sets of observables in (infinite-dimensional) commuting algebras would all be limit points of finite-dimensional correlation sets [3. A group recently claimed to resolve the Connes Embedding problem in the negative 39 using complexity-theoretic methods.

## Type III

Type III vNas lack a (non-trivial) trace, and in this sense they are the furthest from matrix algebras. One may construct a hyperfinite type $I I I_{\lambda}$ algebra for $\lambda \in(0,1), \lambda \neq 1 / 2$ by a simple modification of the hyperfinite type $I I_{1}$ algebra: instead of requiring all $v_{i}$ in Equation 2.5 for $i>k$ to be $\hat{1}$, we require them to approach some normalized, $2 \times 2$, diagonal matrix with eigenvalues proportional to $\lambda$ and $1-\lambda$. In fact, we may think of the hyperfinite type $I I_{1}$ factor as what we would obtain if we took a hyperfinite $I I I_{\lambda}$ construction with $\lambda=1 / 2$. Hyperfinite type $I I I_{1}$ algebras arise from cycling between several values of $\lambda$ with several distinct limit points.

One way to intuit type $I I I_{\lambda}$ algebras is that the object replacing a trace has some exponentially decaying weighting. We may relate the parameter $\lambda$ to the temperature of a thermal state. The absence of a trace blocks many standard, linear-algebraic techniques for proving inequalities. Classifying type III algebras remains open and complicated, and these algebras have many properties that would seem exotic to quantum information theory. Like algebras of type $I I$, algebras of type $I I I$ generally do not decompose into tensored subsystems, and correlation measures such as entanglement entropy diverge. Nonetheless, quantum field theory appears to take place in type $I I I_{1}$. For more on the field theory applications of type $I I I$, we refer the curious reader to Witten's review [37].

### 2.4 Entropy

Entropy is the building block of information theory. The thermodynamic origin of entropy first connected information with physics, even before Shannon's work on communication 9] created the field of information
theory as it is known today. Traditional treatments of entropy often assume a large number of events with identical statistical properties. This assumption will turn out to be of great value in what I call the Shannontheoretic methods, which use the assumption of many trials to reduce deviations. Thermodynamically, this has an analog in the ergodic principle, which assumes that a thermal system will sample all or most possible configurations. Sometimes, the practical implications of Shannon-theoretic methods become questionable, as one cannot always rely on an asymptotically large number of instances without accepting the costs of scaling. Other ways of arriving at entropy appear in the norms of Banach spaces and in operator algebra theory. I try to keep these approaches on equal footing, seeing the connections between formulations. Often one approach reveals strategies of proof that would be extremely subtle or technical in others.

The convention for most of this thesis is to take entropy with respect to the natural logarithm, as this leads to major simplifications in a multitude of calculations, in return for a few formulas needing adjustments before comparison with results from computer science. When denoting entropies of e.g. single qubits, I will sometimes explicitly specific units of bits for entropies or ebits for entanglement measures, for which a single bit is equivalent to $\log 2 \approx 0.69314718056$ nats of unitless entropy. I also use the convention that $H$ is the symbol for von Neumann or Shannon entropy, which is common in mathematical papers, rather than $S$ as is common in information theory. Both letters $H$ and $S$ are unfortunately used for many other quantities, though it should usually be clear from context what the letter denotes.

### 2.4.1 Relative Entropy

Mark Wilde, author of the keystone text "From Classical to Quantum Shannon Theory" (published under the title "Quantum Information Theory [40]), describes the relative entropy as the "mother of all entropies" (see a presentation on recoverability, 41). Vlatko Vedral's review of relative entropy 13 also discusses in detail its many uses in quantum information. Special cases of relative entropy include the von Neumann and Shannon entropies, conditional entropy, and mutual information (all of which I will recall subsequently). Hence I start with relative entropy as the root. The mathematical form of relative entropy, $D: S(\mathcal{H}) \times S(\mathcal{H}) \rightarrow \mathbb{R}^{+}$, is given in finite dimension by

$$
\begin{equation*}
D(\rho \| \phi)=\operatorname{tr}(\rho \log \rho-\rho \log \phi) \tag{2.6}
\end{equation*}
$$

Relative entropy is $+\infty$ when the support of $\rho$ is not contained within that of $\phi$, in which case there is no 0 to cancel the divergence in the 2 nd logarithm. Relative entropy was originally introduced by Umegaki in 1962 [42. While the form of Equation (2.6) is relatively simple in tracial von Neumann algebras, it is neither the most general nor always the most intuitive or useful way to express this quantity. Here I briefly review some forms of this entropy.

## Relative Entropy as an Expectation in Shannon Theory

Given two densities $\rho$ and $\phi$, one might wonder if the expression $-\operatorname{tr}(\rho \log \phi)$ has any intuitive meaning. We recall as reviewed in Section 2.2 that $\langle\mathcal{O}\rangle_{\rho}=\operatorname{tr}(\mathcal{O} \rho)$. As $-\log \phi$ is Hermitian, we may interpret it as an observable, and $-\operatorname{tr}(\rho \log \phi)=\langle-\log \phi\rangle_{\rho}$. Since this section is intended to be more of an intuitive summary than a result in itself, we will assume for now that $\rho$ and $\phi$ have non-degenerate eigenvalues, and we will focus on finite-dimensional densities.

Recall that $\phi$ generally has some eigenbases in which it is diagonal, and denote by $\mathcal{E}_{\phi^{\prime}}$ the associated pinching map (in particular, we interpret $\phi^{\prime}$ as the algebra of matrices that commute with $\phi$ ). Obviously, $E_{\phi^{\prime}}(\phi)=$ $\phi$. By the properties of conditional expectations, we then have that $-\operatorname{tr}(\rho \log \phi)=-\operatorname{tr}\left(\mathcal{E}_{\phi^{\prime}}(\rho) \log \phi\right)$, allowing us to consider the entire expression in the diagonal basis of $\phi$. Hence we may consider this term as though it were in terms of two classical random variables. Now we interpret $\log \phi$ in $\phi$ 's diagonal basis. In dimension $d$, we may consider $\phi$ as though it describes a random process outputting eigenstates with probability given by its eigenvalues.

Since eigenstates of $\phi$ are orthogonal, we may consider each to be a distinct "message" in the sense of classical information theory. Formally, a message is indexed by the numbers $1 \ldots d$. As information theory addresses statistics rather than content of messages, the index is enough description. A message could be the state of a quantum system, a command transmitted by phone, the outcome of a die roll, etc - information theory considers the probability of each outcome, rather than its manifestation. We may then consider an alphabet of symbols, such as binary bits or English letters, and want to assign a string of said symbols (known as a codeword) to encode each message. A common goal in Shannon theory is to determine the assignment that minimizes the average codeword length for a given probability distribution on messages. The optimal average codeword length turns out to be proportional to the negative logarithm of the probability of each message (see Thomas \& Cover for a review of this subject [43, or Shannon's paper [9] for the original noiseless coding theorem). Let $\mathcal{O}_{\text {code } \phi}=-\log \phi$ denote the observable that is the codeword length in an optimal code for each $\phi$ eigenstate. Hence:

Remark 2.1. Let $\phi$ and $\rho$ be densities. Were one to know the probability distribution given by $\phi$ in advance and prepare an optimal encoding according to it, but then get messages distributed according to $\mathcal{E}_{\phi^{\prime}}(\rho)$, one achieves the average codeword length $-\operatorname{tr}(\rho \log \phi)=\left\langle\mathcal{O}_{\text {code } \phi}\right\rangle_{\rho}$. Hence

$$
D(\rho \| \phi)=\left\langle\mathcal{O}_{\text {code } \phi}\right\rangle_{\rho}-\left\langle\mathcal{O}_{\text {code } \rho}\right\rangle_{\rho} .
$$

It is somewhat intuitive why $D(\rho \| \phi)$ is positive, as $\mathcal{O}_{\text {code } \rho}$ minimizes the average codeword length for $\rho$.

This intuition hides many important and often vexing details when $\rho$ and $\phi$ don't commute. The "optimal codeword length" operator makes sense in the diagonal basis of $\rho$ or $\phi$, but its interpretation becomes fuzzier when we take its expectation with a density that is diagonal in a different basis. In deriving inequalities, the matrix logarithm is much harder to work with than the logarithm of a classical vector. Simple ideas from classical Shannon theory often require deep mathematics in the quantum setting.

## Tomita-Takesaki Relative Entropy

Let $\mathcal{M}$ be a von Neumann algebra on Hilbert spaces $\mathcal{H}$ and $\tilde{\mathcal{H}}$ (taking $\mathcal{H}=\tilde{\mathcal{H}}$ is common but not strictly necessary). We note here that for a normalized density $\rho \in S_{1}(\mathcal{H}), \rho^{1 / 2}$ is a normalized vector in the matrix Hilbert space with inner product $\langle\rho \mid \phi\rangle=\operatorname{tr}\left(\rho^{\dagger} \phi\right)$, and we may identify it with a vector in $\mathcal{H}$ or $\tilde{\mathcal{H}}$. In this sense we may write $\left|\phi^{1 / 2}\right\rangle$ and use the usual braket notation and inner product. Let $\phi, \rho$ be densities or states on $\mathcal{M}$ such that $\left|\phi^{1 / 2}\right\rangle \in \mathcal{H},\left|\rho^{1 / 2}\right\rangle \in \mathcal{H}^{\prime}$, and $\left|\phi^{1 / 2}\right\rangle$ is:

1. Cyclic, in that $\left\{a\left|\phi^{1 / 2}\right\rangle: a \in \mathcal{M}\right\}$ is dense in $\mathcal{H}$.
2. Separating, in that if $a \in \mathcal{M}$ and $a\left|\phi^{1 / 2}\right\rangle=0$, then $a=0$.

The Tomita-Takesaki operator $S_{\phi, \rho}$, given by $S_{\phi, \rho} a\left|\phi^{1 / 2}\right\rangle=a^{\dagger}\left|\rho^{1 / 2}\right\rangle$ for any $a \in \mathcal{M}$, has polar decomposition

$$
S_{\phi, \rho}=J_{\phi, \rho} \Delta_{\phi, \rho}^{1 / 2}
$$

where $J_{\phi, \rho}$ is the relative modular conjugation and $\Delta_{\phi, \rho}$ the relative modular operator. It's the latter we use here, writing

$$
D(\rho \| \phi)=-\left\langle\rho^{1 / 2} \mid \log \left(\Delta_{\phi, \rho}\right) \rho^{1 / 2}\right\rangle
$$

This form of relative entropy does not rely on the presence of a trace, so it exists in field theories. In finite dimension, $\Delta_{\phi, \rho}=L R$, where $L(\eta)=\phi \eta$, and $R(\eta)=\eta \rho^{-1}$ for any input matrix $\eta$. High-energy physics often uses Tomita-Takesaki theory. Furthermore, the connection between modular theory and relative entropy was of great use in proving the data processing inequality that we study extensively in Chapter 3. In cases where the form in Equation (2.6) makes sense, it is equivalent to the Tomita-Takesaki form of relative entropy. For deeper treatments, see reviews by Summers [44, by Zhang and Wu 45, and by Witten [37.

## Rényi Relative Entropy from Norms

Letting $\alpha \in[1, \infty]$, the sandwiched Rényi relative $\alpha$-entropy is given by

$$
\begin{equation*}
D_{\alpha}(\rho \| \phi)=\alpha^{\prime} \log \left\|\phi^{-1 / 2 \alpha^{\prime}} \rho \phi^{-1 / 2 \alpha^{\prime}}\right\|_{\alpha}, \tag{2.7}
\end{equation*}
$$

or $\infty$ if $\operatorname{supp}(\rho) \nsubseteq \operatorname{supp}(\sigma)$, where $1 / \alpha+1 / \alpha^{\prime}=1 . D_{\alpha}(\rho \| \phi)$ was independently defined in [46] and [47. It holds that $\lim _{\alpha \rightarrow 1} D_{\alpha}(\rho \| \phi) \rightarrow D(\rho \| \phi)$. The $\alpha$-parameterized version appears in results summarized in Section 7.1 .

There are several forms of quantum relative Rényi entropy 48. Some forms of Rényi entropy avoid the requirements of asymptotically many copies [49, or characterize situations where it is not enough to succeed on average [50. Sometimes it is easier to compute for $\alpha \neq 1$, which can yield estimates for or conjectures regarding the $\alpha=1$ case. I focus on the sandwiched Rényi entropy here, as this is the form used in work related to this thesis.

### 2.4.2 von Neumann and Rényi Entropy

For a density $\rho$ in a tracial algebra, the Rényi $\alpha$-entropy is given by

$$
\begin{equation*}
H_{\alpha}(\rho) \equiv-D_{\alpha}(\rho \| \hat{1}) . \tag{2.8}
\end{equation*}
$$

Since $\hat{1}$ is not a normalized density matrix, $D_{\alpha}(\rho \| \hat{1})<0$, so the entropy on the left positive. As $\alpha \rightarrow 1$, $H_{\alpha}(\rho) \rightarrow H(\rho)=-\operatorname{tr}(\rho \log \rho)=\left\langle\mathcal{O}_{\text {code } \rho}\right\rangle_{\rho}$, the von Neumann entropy. The Shannon entropy of a classical probability distribution is the von Neumann entropy of a diagonal density with entries according to that distribution. For a bipartite system $A \otimes B$, we recall the sandwiched conditional $\alpha$-entropy of $A$ conditioned on $B$ as

$$
\begin{equation*}
H_{\alpha}(A \mid B)_{\rho} \equiv \inf _{\sigma_{B}} D_{\alpha}\left(\rho^{A B} \| 1_{A} \otimes \sigma_{B}\right) . \tag{2.9}
\end{equation*}
$$

As $\alpha \rightarrow 1, H_{\alpha}(A \mid B)_{\rho} \rightarrow H(A \mid B)_{\rho}=H\left(\rho^{A B}\right)-H\left(\rho^{B}\right)$. Following the notation for conditional entropy, we denote by $H(A)_{\rho} \equiv H\left(\rho^{A}\right)$ the entropy of $\rho^{\prime}$ 's restriction to subsystem $A$. By $H(\mathcal{A})_{\rho} \equiv H\left(\mathcal{E}_{\mathcal{A}}(\rho)\right)$, we denote the entropy of $\rho$ 's conditional expectation to the $\mathcal{A}$ subalgebra. As the partial trace to the subsystem $A$ effectively erases other systems so that they contribute no entropy, while the conditional expectation leaves them in complete mixture,

$$
H(\mathcal{A})_{\rho}=H(A)_{\rho}+\log \left|A^{c}\right|
$$

where $A^{c}$ is the complement of the $A$ system. In general, when $\mathcal{N} \subseteq \mathcal{M}$ is a von Neumann subalgebra, and $\rho \in \mathcal{M}_{*}$, we denote $H(\mathcal{N})_{\rho} \equiv H\left(\mathcal{E}_{\mathcal{N}}(\rho)\right)$. We recall the mutual information

$$
\begin{equation*}
I(A: B)_{\rho} \equiv H(A)+H(B)-H(A B)=D\left(\rho \| \rho^{A} \otimes \rho^{B}\right) \tag{2.10}
\end{equation*}
$$

and with an extra system $C$, the conditional mutual information given by

$$
\begin{equation*}
I(A: B \mid C)_{\rho} \equiv H(A C)+H(B C)-H(A B C)-H(C)=D\left(\rho \| \exp \left(\log \rho^{A C}+\log \rho^{B C}-\log \rho^{C}\right)\right) \tag{2.11}
\end{equation*}
$$

In Chapter 3, we generalize the conditional mutual information to subalgebras.

### 2.5 Distance Between Densities

The main distance measures used in this thesis are $p$-norm distances, given for normalized densities $\rho$ and $\phi$ as $\|\rho-\phi\|_{p} / \sqrt[p]{2}$ (up to normalization conventions). The 2-norm distance is the usual Euclidean distance often used in rotation-invariant vector spaces. More commonly applied to densities is the 1-norm distance (also known as trace distance), which is equal to the probability that an optimal set of measurements distinguishes the two densities.

Entropy is an extensive property on independent systems (on correlated systems this is more complicated, see Figure 4.2 with range in the positive reals. The relative entropy is not symmetric in its arguments, so it is not truly a notion of distance. The $p$-distance ranges from 0 to 1 . Relative entropy is nonetheless often taken to characterize an entropic distance-like notion between densities. The relative entropy is related to the 1-distance by Pinsker's inequality, which states

$$
\begin{equation*}
D(\rho \| \phi) \geq \frac{1}{2}\|\rho-\phi\|_{1}^{2} \tag{2.12}
\end{equation*}
$$

Inequalities in the other direction are more complicated (largely due to the unboundedness of relative entropy) but exist [51,52]. Another extremely useful class of inequalities are known as the Fannes-Audenart or AlickiFannes inequalities. The form we will use is a recent refinement by Winter [53] for a bipartite system with two densities $\rho$ and $\phi$ :

$$
\begin{equation*}
\frac{1}{2}\left\|\rho^{A B}-\sigma^{A B}\right\|_{1} \leq \epsilon \Longrightarrow\left|H(A \mid B)_{\rho}-H(A \mid B)_{\sigma}\right| \leq 2 \epsilon \log |A|+(1+\epsilon) h\left(\frac{\epsilon}{1+\epsilon}\right) \tag{2.13}
\end{equation*}
$$

where $h(p)=-p \log _{2} p-(1-p) \log _{2}(1-p)$ is the binary entropy function.

### 2.6 Open \& Time-Evolving Quantum Systems

The common description of time-evolution in a quantum system is the Schrödinger equation, given as

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t}|\psi(t)\rangle=\mathfrak{H}|\psi(t)\rangle \tag{2.14}
\end{equation*}
$$

for a quantum pure state $|\psi(t)\rangle$. Here $\mathfrak{H}$ is the Hamiltonian, the observable operator corresponding to the system's energy. The effect of this time-evolution for a fixed amount of time $t$ is to apply the unitary matrix $U_{t}=\exp (-i H t)$ to the state by left multiplication $|\psi\rangle \rightarrow U|\psi\rangle$. For a density $\rho, \rho \rightarrow U \rho U^{\dagger}$. One may equivalently apply the adjoint matrix to observables, $\mathcal{O} \rightarrow U^{\dagger} \mathcal{O} U$ in the Heisenberg picture. By the Stone von Neumann theorem, every finite-dimensional unitary is generated by some Hamiltonian in finite time.

The Schrödinger equation describes the evolution of closed quantum systems, so pure states say pure, and all unitaries are invertible. In fields like condensed matter and high-energy, this is often a reasonable assumption. In quantum information, however, exposure to environment is arguably the most important challenge. The mathematical formulation of an open quantum process (when there is no initial systemenvironment correlation) is the quantum channel: a completely positive, trace-preserving map $\Phi: S\left(\mathcal{H}_{A}\right) \rightarrow$ $S\left(\mathcal{H}_{B}\right)$, for input system $A$ and output $B$. The physical intuition for quantum channels as open processes comes from the Stinespring dilation: any channel $\Phi$ has the form

$$
\Phi(\rho)=\operatorname{tr}_{E}\left(U \rho U^{\dagger}\right)
$$

where $U: A \rightarrow B E$ is an isometry. We may think of a channel as attaching an initial environment, timeevolving unitarily, and then tracing out the final environment (which need not always be the same system as the initial environment). In finite-dimension, it is always sufficient to take a pure initial environment, and the size of environment needed to implement any quantum channel is at most $|A||B|$. Furthermore, all finite-dimensional Stinespring dilations are equivalent up to partial isometries, which are norm-preserving maps, and all minimal Stinespring dilations are equivalent up to unitaries on the environment. I illustrate the Stinespring dilation in Figure 2.2. Infinite-dimensional analogs exist but may involve different constructions.

Analogous to the Stinespring dilation, any finite-dimensional density is the marginal of a pure state on a larger system. For a density $\rho^{A}$ on system $A, \rho=\operatorname{tr}_{A^{\prime}}\left(\left|\rho^{1 / 2}\right\rangle\left\langle\left.\rho^{1 / 2}\right|^{A A^{\prime}}\right)\right.$, where $\left|A^{\prime}\right|=|A|$. Writing $\rho$

$$
\begin{aligned}
& {\left[\begin{array}{l}
\text { Subsystem }(\mathrm{A}) \\
\begin{array}{l}
\Phi: S_{1}(A) \rightarrow S_{1}(A) \\
\rho^{A}=\operatorname{tr}_{E} \rho^{E}
\end{array} \\
\text { Environment (E) } \\
\rho^{E}=\operatorname{tr}_{A} \rho^{A E}
\end{array}\right.} \\
& U: A \otimes E \rightarrow A \otimes E
\end{aligned}
$$

Figure 2.2: A diagram of the Stinespring dilation of finite-dimensional quantum systems. For simplicity, we assume that the channel, $\Phi$, maps densities in system $A$ to other densities in $A$.
explicitly as a convex combination of pure states,

$$
\sum_{i} \rho_{i}|i\rangle\left\langle\left. i\right|^{A}=\operatorname{tr}_{A^{\prime}}\left(\left(\sum_{i} \sqrt{\rho_{i}}|i\rangle^{A} \otimes|i\rangle^{A^{\prime}}\right) \times h . c .\right)\right.
$$

Purification and Stinespring dilation allow formulations of open processes on mixed states in terms of unitary evolution on pure states, if desired.

### 2.6.1 Quantum Markov Semigroups

Though the quantum channel often describes a process occurring over time, it hides the passing of time in its internals. Given a quantum channel $\Phi$ occurring over a time $t \in \mathbb{R}^{+}$, one does not necessarily know the channel for another time length $s \neq t$. Physically, this is because the system may have some backaction on its environment. The process that occurs in time $2 t$, for instance, is not assured to be equivalent to $\Phi \cdot \Phi$, since the environment in the later half may store pre-existing correlations with the input system. In many cases, however, physicists assume that the environment immediately dissipates such correlations and resets itself to an initial state. Mathematically, this allows us to more explicitly model the channel in terms of time, parameterizing it as $\Phi^{t}$. Furthermore, we obtain the crucial semigroup property, $\Phi^{t} \cdot \Phi^{s}=\Phi^{t+s}$ for all $t, s \in \mathbb{R}^{+}$. A family of channels $\Phi^{t}$ for $t \in \mathbb{R}^{+}$with the semigroup property is called a quantum Markov semigroup (QMS).

A QMS will have a Lindbladian generator $\mathcal{L}$ [54], so that $\Phi^{t}(\rho)=\partial \rho / \partial t=-\operatorname{ad}_{\exp (-t \mathcal{L})}(\rho)$ is the solution to a differential equation given by

$$
\frac{\partial}{\partial t}(\rho)=-\operatorname{ad}_{\mathcal{L}}(\rho)
$$

This structure mirrors that of the Schrödinger equation, but instead of generating a group of unitaries, $\mathcal{L}$
generates a semigroup of usually non-invertible quantum channels. A usual physical scenario is coupling to a large bath of interacting particles. I describe results on quantum Markov semigroups in Chapter 7. To simplify the notation, I will often write $\mathcal{L}(\rho) \equiv \operatorname{ad}_{\mathcal{L}}(\rho)$.

### 2.6.2 Adjoints and Recovery

In Hilbert space, the adjoint of a unitary $U$ is given by the inner product formula $\langle\phi \mid U \psi\rangle=\left\langle\phi U^{\dagger} \mid \psi\right\rangle$ and in finite dimension is equal to its Hermitian conjugate. Because matrices are a Hilbert space under $\langle a \mid b\rangle=\operatorname{tr}\left(a^{\dagger} b\right)$, we can similarly define the adjoint $\Phi^{\dagger}$ of a quantum channel $\Phi$ by $\langle a \mid \Phi(b)\rangle=\left\langle\Phi^{\dagger}(a) \mid b\right\rangle$. In general, the adjoint of a quantum channel $\Phi: S\left(\mathcal{H}_{A}\right) \rightarrow S\left(\mathcal{H}_{B}\right)$ is a unital (maps the identity to the identity), completely positive map $\Phi^{\dagger}: \mathbb{B}\left(\mathcal{H}_{B}\right) \rightarrow \mathbb{B}\left(\mathcal{H}_{A}\right)$, reversing the direction.

The adjoint of a unitary matrix is its inverse. In contrast, quantum channels generally lack inverses. While a self-adjoint unitary is the identity, there are many non-trivial examples of self-adjoint channels. Conditional expectations are a special case of self-adjoint quantum channels. Self-adjointness is a mathematical property that we might deem analogous to having no coherent or rotational part. Other examples of self-adjoint channels include depolarization, which replaces a state by complete mixture, and dephasing, which reduces the off-diagonal components of a density (a completely dephasing channel is a pinching conditional expectation). Nonetheless, the fact that the adjoint of a quantum channel switches the input with output space, as well as its role on unitaries, suggests that it has some markings of an inverse-like operation.

While non-unitary channels need not have inverses, it is still possible and fruitful to study operations that partially reconstruct the input state from the output, known as recovery maps. Probably the most canonical recovery map is the Petz recovery map $R_{\omega, \Phi}: S\left(\mathcal{H}_{B}\right) \rightarrow S\left(\mathcal{H}_{A}\right)$, given by

$$
R_{\omega, \Phi}(\rho)=\omega^{1 / 2} \Phi^{\dagger}\left(\left(\Phi(\omega)^{-1 / 2}\right) \rho\left(\Phi(\omega)^{-1 / 2}\right)\right) \omega^{1 / 2}
$$

In addition to the original channel, the Petz recovery map contains the extra parameter $\omega$, a density in $S\left(\mathcal{H}_{A}\right) . R_{\omega, \Phi}$ perfectly recover $\omega$. Furthermore,

$$
\begin{equation*}
D(\rho \| \omega)=D(\Phi(\rho) \| \Phi(\omega)) \Longleftrightarrow R_{\omega, \Phi} \cdot \Phi(\rho)=\rho \tag{2.15}
\end{equation*}
$$

More recently, approximate versions of Equation 2.15 have appeared for modifications of the Petz map [55, 56, 57].

## Chapter 3

## Generalizing Strong Subadditivity

Strong subadditivity, arguably the most central inequality in quantum information, states in its usual form that

$$
\begin{equation*}
H(A C)_{\rho}+H(B C)_{\rho} \geq H(C)_{\rho}+H(A B C)_{\rho} \tag{3.1}
\end{equation*}
$$

for any tripartite density $\rho^{A B C}$, as proven by Lieb and Ruskai in 1973 [58]. In words, strong subadditivity states that the sum of entropies of $A C$ and $B C$ is at least as large as the sum of the entropy of the joint system $A B C$ and intersection system $C$. Strong subadditivity is closely related and nearly equivalent to the data processing inequality of relative entropy,

$$
\begin{equation*}
D(\rho \| \sigma) \geq D(\Phi(\rho) \| \Phi(\sigma)) \tag{3.2}
\end{equation*}
$$

for any densities $\rho, \sigma$ and quantum channel $\Phi$, as proven by Lindblad in 1975 [59]. A later form of strong subadditivity comes from Petz in 1991, stating

Theorem 3.1 (Petz SSA, theorem 12 from 60] by Dénes Petz). Let $\mathcal{M}$ be a $C^{*}$-algebra, $\mathcal{E}_{\mathcal{S}}, \mathcal{E}_{\mathcal{T}}$ be conditional expectations to subalgebras $\mathcal{S}, \mathcal{T} \subseteq \mathcal{M}$ in commuting square, $\rho$ be any density on $\mathcal{M}$, and $\sigma$ be a density on $\mathcal{M}$ such that $\mathcal{E}_{\mathcal{T}}(\sigma)=\sigma$. Then

$$
D(\rho \| \sigma)+D\left(\mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho) \| \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\sigma)\right) \geq D\left(\mathcal{E}_{\mathcal{S}}(\rho) \| \mathcal{E}_{\mathcal{S}}(\sigma)\right)+D\left(\mathcal{E}_{\mathcal{T}}(\rho) \| \mathcal{E}_{\mathcal{T}}(\sigma)\right)
$$

(re-proof in finite dimension, from [23]). This follows almost immediately from the usual data processing inequality. First, since $\sigma=\mathcal{E}_{\mathcal{T}}(\sigma), \rho\left(\log \mathcal{E}_{\mathcal{T}}(\sigma)-\log \sigma\right)=0$, and similarly for $\mathcal{E}_{\mathcal{S}}(\sigma)=\mathcal{E}_{\mathcal{S}} \mathcal{E}_{\mathcal{T}}(\sigma)$. This allows us to reduce the form above to the entropy difference,

$$
H\left(\rho^{\mathcal{S}}\right)+H\left(\rho^{\mathcal{T}}\right)-H(\rho)-H\left(\rho^{\mathcal{S} \cap \mathcal{T}}\right)
$$

This chapter includes results appearing in [23, 24, 25, co-authored with Li Gao and Marius Junge, and also includes results appearing in [26].

We use the form of relative entropy with respect to a conditional expectation to rewrite the expression as

$$
D\left(\rho \| \mathcal{E}_{\mathcal{S}}(\rho)\right)-D\left(\mathcal{E}_{\mathcal{T}}(\rho) \| \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho)\right) .
$$

Then positivity follows from the usual data processing inequality on relative entropy.
Petz gives a more general proof based on modular theory, which we do not repeat here. The key concept within Petz's SSA if that of the commuting square. A pair of von Neumann subalgebras $\mathcal{S}, \mathcal{T} \subseteq \mathcal{M}$ are in commuting square iff $\left[\mathcal{E}_{\mathcal{S}}, \mathcal{E}_{\mathcal{T}}\right]=0$, in which case $\mathcal{E}_{\mathcal{S}} \mathcal{E}_{\mathcal{T}}=\mathcal{E}_{\mathcal{T}} \mathcal{E}_{\mathcal{S}}=\mathcal{E}_{\mathcal{S} \cap \mathcal{T}}$. Another form, as shown in [23] with Gao and Junge, states that

$$
\begin{equation*}
D\left(\rho \| \mathcal{E}_{\mathcal{S}}(\rho)\right)+D\left(\rho \| \mathcal{E}_{\mathcal{T}}(\rho)\right) \geq D\left(\rho \| \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho)\right) \tag{3.3}
\end{equation*}
$$

for any $\mathcal{S}, \mathcal{T} \subseteq \mathcal{M}$ in commuting square. We also show that the commuting square condition is necessary as well as sufficient for SSA to hold for all $\rho$. An important conceptual special case of SSA for subalgebras is the uncertainty principle with quantum memory 61 for mutually-unbiased bases:

$$
\begin{equation*}
H(\mathcal{X} \mid C)+H(\mathcal{Z} \mid C) \geq \log |\mathcal{M}|+H(\mathcal{M} \mid \mathcal{C}) \tag{3.4}
\end{equation*}
$$

for $\mathcal{X}, \mathcal{Z} \subseteq \mathcal{M}$ corresponding to a pair of bases such that $\left[\mathcal{E}_{\mathcal{X}}, \mathcal{E}_{\mathcal{Z}}\right]=0$. As studied in [62], there is a closely related inequality for the relative entropy of coherence in maximally incompatible bases. The connection between Equations (3.4), and (3.1) suggests a correspondence between quantum correlations and quantum uncertainty, which we explore further in Chapter 4 The connection between strong subadditivity and entropic uncertainty relations might be relatively underappreciated in physics. There is an intuitive parallel between the classical entropic subadditivity of a pair of commuting variables and the quantum uncertainty relation for a pair of anticommuting variables. Petz's SSA shows how strong subadditivity and an uncertainty principle share not just a common form, but sometimes a common mathematical derivation. If SSA and data processing for relative entropy are two closely related forms of what is essentially the same idea, then the entropic uncertainty relation appears to be a third.

Applications of strong subadditivity and data processing range from quantum Shannon theory 40 to quantum field theory [37 and holographic spacetime 63. A common challenge in quantum information theory is to find entropy sums for which positivity is generally true without following from SSA [64], though sometimes these are more forthcoming in more specific contexts such as when holographic correspondences hold 655. There are several simplifications and reviews of SSA's proof, including by Nielsen and Petz in

2001 [66], and by Ruskai in 2007 [67]. Carlen and Lieb show a tightening in 68]. As shown by Isaac Kim in 2012, SSA extends to an operator inequality 69]:

$$
\operatorname{tr}_{A C}\left(\rho\left(\log \mathcal{E}_{\mathcal{A C}}+\log \mathcal{E}_{\mathcal{B C}}-\log \mathcal{E}_{\mathcal{C}}-\log \right)(\rho)\right) \geq 0,
$$

for any tripartite $\rho^{A B C}$, and where " $\geq 0$ " denotes operator non-negativity.
Petz's SSA is equivalent to positivity of the quantity defined as follows:
Definition 3.1 (GCMI, as in [23]). Let $\rho$ be a density on $C^{*}$-algebra $\mathcal{M}$, and $\mathcal{S}, \mathcal{T} \subseteq \mathcal{M}$ be subalgebras in commuting square. Then we define the generalized conditional mutual information (GCMI) as

$$
\begin{aligned}
I(\mathcal{S}: \mathcal{T} \subseteq \mathcal{M})_{\rho} & \equiv D\left(\rho \| \mathcal{E}_{\mathcal{T}}(\rho)\right)+D\left(\rho \| \mathcal{E}_{\mathcal{S}}(\rho)\right)-D\left(\rho \| \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho)\right) \\
& =D\left(\rho \| \mathcal{E}_{\mathcal{T}}(\rho)\right)-D\left(\mathcal{E}_{\mathcal{S}}(\rho) \| \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho)\right) \\
& =D(\rho \| \sigma)+D\left(\mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho) \| \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\sigma)\right)-D\left(\mathcal{E}_{\mathcal{S}}(\rho) \| \mathcal{E}_{\mathcal{S}}(\sigma)\right)-D\left(\mathcal{E}_{\mathcal{T}}(\rho) \| \mathcal{E}_{\mathcal{T}}(\sigma)\right) \\
& =H(\mathcal{S})_{\rho}+H(\mathcal{T})_{\rho}-H(\mathcal{S} \cap \mathcal{T})_{\rho}-H(\mathcal{M})_{\rho}
\end{aligned}
$$

for any density $\sigma$ such that $\mathcal{E}_{\mathcal{T}}(\sigma)=\sigma$.
Technically, the entropy (as opposed to relative entropy) expression for $I(\mathcal{S}: \mathcal{T} \subseteq \mathcal{M})_{\rho}$ is only defined when the entropy is well-defined and finite, whereas the relative entropy expressions are more general. We will simply ignore the non-relative entropy form when entropies become undefined or divergent. We also use the shorthand notation:

$$
\begin{equation*}
I(\mathcal{S}: \mathcal{T})_{\rho} \equiv I(\mathcal{S}: \mathcal{T} \subseteq \mathcal{S} \vee \mathcal{T})_{\rho} \tag{3.5}
\end{equation*}
$$

In later sections, we will see some operational properties of and inequalities on $I(\mathcal{S}: \mathcal{T})_{\rho}$ that suggest it is a natural and meaningful restriction.

Within this Chapter, Section 3.1 shows that while SSA fails for any pair of subalgebras not in commuting square, a version adjusted by a multiplicative constant holds. Section 3.2 contains proof of a duality between the GCMI on a pair of algebras within their joint, and the commutants of those algebras within a purifying larger system. Section 3.3 defines a potential higher-order, multipartite entropy on subalgebras that subsumes some historical generalizations of mutual information. Section 3.4 discusses a generalization of the GCMI to particular quantum channels.

### 3.1 Adjusted Subadditivity

An immediate question following Petz's SSA (theorem 3.1) is what happens when von Neumann subalgebras $\mathcal{S}, \mathcal{T} \subseteq \mathcal{M}$ are not in commuting square. A classical example (see Example 7.2) is a pair of bases that generate the entire algebra $\mathcal{M}$ but which are not unbiased. With Gao and Junge in [23], we show that when $\left[\mathcal{E}_{\mathcal{S}}, \mathcal{E}_{\mathcal{T}}\right] \neq 0$ in finite dimension, SSA must fail for some $\rho$. In another joint paper submitted as a conference proceeding [24], we derive additive correction terms for the more general case of two quantum channels $\Phi$ and $\Psi$ replacing $\mathcal{E}_{\mathcal{S}}, \mathcal{E}_{\mathcal{T}}$, which subsumes the non-commuting square case. When a density is sufficiently close to being in $\mathcal{S} \cap \mathcal{T}$, additive corrections depending only on $\mathcal{E}_{\mathcal{S}}, \mathcal{E}_{\mathcal{T}}$ become trivial. To see this clearly, consider the form

$$
\begin{equation*}
H(\mathcal{S})_{\rho}+H(\mathcal{T})_{\rho}-H(\mathcal{S} \cap \mathcal{T})_{\rho}-H(\mathcal{M})_{\rho} \geq-c \tag{3.6}
\end{equation*}
$$

for some $c \geq 0$, and note that all terms on the left hand side become arbitrarily small as $\rho \rightarrow \sigma$ for any $\sigma \in \mathcal{S} \cap \mathcal{T}$. Hence this approaches the inequality $0 \geq-c$.

A different generalization of SSA beyond the commuting square case is to apply a multiplicative constant to the relative entropy form of Equation (3.3), obtaining an inequality that reads

$$
\begin{equation*}
D\left(\rho \| \mathcal{E}_{\mathcal{S}}(\rho)\right)+D\left(\rho \| \mathcal{E}_{\mathcal{T}}(\rho)\right) \geq \alpha D\left(\rho \| \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho)\right) . \tag{3.7}
\end{equation*}
$$

This form already appears in the context of "quasi-factorization" as studied by Ceci in [70. Several works have noted the value of such inequalities in quantum decay estimates [71, 72, 73]. Some of these studies use a different notion of conditional expectation, so the sought inequalities are not always directly comparable to Equation 3.7). Furthermore, in this thesis I consider algebras such as those corresponding to bases of the same system, for which the notion of approximate tensorization is not truly applicable.

Unlike Equation (3.6), Equation (3.7) does not become trivial even when the left-hand side is small. In fact, one can see that if $D\left(\rho \| \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho)\right)>0$, then so is the left hand side, since $\rho$ cannot be simultaneously in both subalgebras when not in their intersection. In the context of quasi-factorization, this inequality appears when $\mathcal{S}, \mathcal{T}$ are approximately in commuting square, or more specifically, approximately in tensor product position. We find however that this condition is not necessary. In [26], I define:

Definition 3.2 (Adjusted Subadditivity (ASA), definition 1.2 from [26]). Let $\left\{\mathcal{E}_{j}: j \in 1 \ldots J \in \mathbb{N}\right\}$ be a set of conditional expectations, and $\mathcal{E}$ the conditional expectation onto their intersection algebra. We call the set $\alpha$-subadditve if

$$
\sum_{j} D\left(\rho \| \mathcal{E}_{j}(\rho)\right) \geq \alpha D(\rho \| \mathcal{E}(\rho))
$$

for some $\alpha>0$. We call it completely $\alpha$-subadditive if $\left\{\hat{1}^{C} \otimes \mathcal{E}_{j}\right\}$ is $\alpha$-subadditive for any finite-dimensional extension $C$.

I then show:

Theorem 3.2 (theorem 1.4 from [26]). Let $\left\{\left(\mathcal{N}_{j}, \mathcal{E}_{j}\right): j=1 \ldots J \in \mathbb{N}\right\}$ be a set of $J$ von Neumann algebras of dimension $d$ and associated conditional expectations. Assume that $\cap_{j} \mathcal{N}_{j}=\mathbb{C} 1$, the physically trivial algebra of phase and normalization. Then $\left\{\mathcal{E}_{j}\right\}$ is $\alpha$-subadditive for some $\alpha>0$.

In particular, let $S=\cup_{m \in \mathbb{N}}\{1 \ldots J\}^{\otimes m}$ be the set of sequences of indices $1 \ldots J$. For any $s \in S$, let $\mathcal{E}^{s}$ denote the composition of conditional expectations $\mathcal{E}_{j_{1} \ldots \mathcal{E}_{j_{|s|}}}$ for $s=\left(j_{1}, \ldots, j_{|s|}\right)$, where $|s|$ denotes the sequence length. Let $\mu: S \rightarrow[0,1]$ be a probability measure on $S$ that is non-zero only on finite sequences, $k_{s}$ be the maximum number of repeats of any index in $s$, and $k=\sum_{s} \mu(s) k_{s}$. If for all d-dimensional densities $\rho$,

$$
\sum_{s \in S} \mu(s) \mathcal{E}^{s}(\rho)=(1-\zeta) \hat{1} / d+\zeta \Phi(\rho)
$$

for some unital channel $\Phi$ such that $\mathcal{E} \circ \Phi=\mathcal{E}$, then $\left\{\mathcal{E}_{j}\right\}$ is $1 /\left(2 k\left(\left[\log _{\zeta}(2 /(3 d+5))\right\rceil\right)\right)$-subadditive, where $\lceil\cdot\rceil$ is the ceiling function, and assuming $\zeta \geq 2 /(3 d+5)$.

Finally, we conjecture:

Conjecture 3.1 (Strong Adjusted Subadditivity (SASA), conjecture 5.1 from [26]). Let $\left\{\left(\mathcal{N}_{j}, \mathcal{E}_{j}\right): j=\right.$ $1 \ldots J \in \mathbb{N}\}$ be a set of $J$ von Neumann algebras within a larger algebra $\mathcal{M}$ and associated conditional expectations. Then $\left\{\mathcal{E}_{j}\right\}$ is $\alpha$-subadditive with an $\alpha$ that depends on the index $D(\mathcal{M} \| \mathcal{N})$, but not explicitly on the dimension of $\mathcal{M}$.

Here $D(\mathcal{M} \| \mathcal{N})=\sup _{\rho \in \mathcal{M}_{*}} D\left(\rho \| \mathcal{E}_{\mathcal{N}}(\rho)\right)$ as defined in [25]. The key difference between adjusted subadditivity and quasi-factorization is that we do not require $\mathcal{S}, \mathcal{T}$ to be close to a commuting square. Rather, the important condition is a slight generalization of the idea that a sequence of conditional expectations $\mathcal{E}_{\mathcal{S}} \mathcal{E}_{\mathcal{T}} \mathcal{E}_{\mathcal{S}} \mathcal{E}_{\mathcal{T}} \ldots$ converges toward $\mathcal{E}_{\mathcal{S} \cap \mathcal{T}}$. We may for example choose a pair of arbitrary qubit bases, and as long as they are not the same basis, they will satisfy a form of adjusted subadditivity (see Example 7.2).

### 3.1.1 Relative Entropy with Respect to Near-Mixture

The main result underpinning adjusted subadditivity is a bound for a particular case of relative entropy:

Theorem 3.3 (theorem 1.3 from [26]). Given $a \in[0,1]$ and two densities $\rho, \sigma$ in dimension $d$ such that $\rho \succ \sigma(\rho$ majorizes $\sigma)$,

$$
D(\rho \|(1-\zeta) \hat{1} / d+\zeta \sigma)-(1-a) D(\rho \| \hat{1} / d) \geq 0
$$

for any $\beta \in(0,1)$ and

$$
\zeta \leq a \min \left\{\frac{1-\beta}{d+a(1-\beta)+1}, \frac{\beta}{(1-a \beta) d+a \beta+1}\right\}
$$

Theorem 3.3 is a multiplicative bound on the relative entropy of state to a copy that has been nearly replaced by the identity, in terms of $\log d-H(\rho)$. This particular form is related to the telescopic relative entropy [74]. It is easy to derive additive bounds of similar form. For example, we have:

Proposition 3.1. Let $\rho, \sigma, \omega$ be three finite-dimensional densities, and $\zeta \in[0,1]$. Then

$$
D(\rho \|(1-\zeta) \omega+\zeta \sigma) \leq D(\rho \| \omega)-\log (1-\zeta)
$$

Proof. We will use the form $D(\rho \| \omega)=\operatorname{tr}(\rho(\log \rho-\log \omega))$. Here

$$
\begin{aligned}
& D(\rho \|(1-\zeta) \omega+\zeta \sigma)-D(\rho \| \omega)+\log (1-\zeta) \\
& =\operatorname{tr}(\rho(\log \omega-\log ((1-\zeta) \omega+\zeta \sigma))) \\
& \leq \operatorname{tr}(\rho(\log \omega-\log ((1-\zeta) \omega))) \\
& =-\log (1-\zeta) .
\end{aligned}
$$

While Proposition 3.1 would initially appear to point the opposite way from Theorem 3.3 , we will often find that when $\Phi(\rho)=(1-\zeta) \Psi(\rho)+\zeta \Theta(\rho)$ for quantum channels $\Phi, \Psi, \Theta$, it also holds that $\Psi(\rho)=$ $(1-\epsilon) \Phi(\rho)+\epsilon \Theta^{\prime}(\rho)$ for some channel $\Theta^{\prime}$. Unfortunately, bounds with additive corrections are insufficient to gain the full power of Theorem 3.2. On a technical level, if we have a bound of the type

$$
\sum_{j} D\left(\rho \| \mathcal{E}_{j}(\rho)\right) \geq D(\rho \| \mathcal{E}(\rho))-\delta
$$

for some $\delta>0$, then for $\rho$ very close to the fixed point such that $\mathcal{E}(\rho) \approx \rho$, the right hand side actually becomes negative, and as such, the inequality trivial. Furthermore, multiplicative bounds will be essential to our primary application in merging decay inequalities as studied in Section 7.2.1. In that context, any additive correction results in a qualitatively weaker kind of bound.

The rest of this section will prove Theorem 3.2

Lemma 3.1 (lemma 2.1 from [26]). Let $\rho, \omega$ be simultaneously diagonal densities of dimension $d$. Let $\delta>0$. Let $i \neq j \in 1 \ldots d$ such that $\rho_{i} \geq \rho_{j}$, and $\rho_{i} \omega_{j} \geq \rho_{j} \omega_{i}$. Let $\omega \rightarrow \tilde{\omega}$ under the replacement $\omega_{i} \rightarrow \tilde{\omega}_{i}=$
$\omega_{i}-\delta, \omega_{j} \rightarrow \tilde{\omega}_{j}=\omega_{j}+\delta$. Then $D(\rho \| \omega) \leq D(\rho \| \tilde{\omega})$.
Proof. For any $a>b \in \mathbb{R}^{+},(a-b) / a \leq \log a-\log b \leq(a-b) / b$, as one can verify from $(d / d x)(\log x)=1 / x$. Hence

$$
\begin{aligned}
D(\rho \| \tilde{\omega})-D(\rho \| \omega) & =\rho_{i}\left(\log \omega_{i}-\log \left(\omega_{i}-\delta\right)\right)+\rho_{j}\left(\log \omega_{j}-\log \left(\omega_{j}+\delta\right)\right) \\
& \geq\left(\rho_{i} / \omega_{i}-\rho_{j} / \omega_{j}\right) \delta \geq 0
\end{aligned}
$$

Lemma 3.2 (lemma 2.2 from [26]). Let $\rho$ and $\sigma$ be two densities such that $\rho \succ \sigma$, and $\zeta \in[0,1]$. Then

$$
D(\rho \|(1-\zeta) \hat{1} / d+\zeta \sigma) \geq D(\rho \|(1-\zeta) \hat{1} / d+\zeta \rho)
$$



Figure 3.1: Visualization of the cascading redistribution algorithm, which converts the distribution on the top-left to that on the bottom-right. Duplicates figure 1 from [26].

Proof. The main idea of this proof is that if $\rho \succ \sigma$, then flattening $\rho$ until it becomes $\sigma$ only increases the value of $D(\rho \|(1-\zeta) \hat{1} / d+\zeta \rho)$. First,

$$
D(\rho \|(1-\zeta) \hat{1} / d+\zeta \sigma) \geq D\left(\rho \|(1-\zeta) \hat{1} / d+\zeta \mathcal{E}_{\rho^{\prime}}(\sigma)\right)
$$

by data processing under $\mathcal{E}_{\rho^{\prime}}$, the conditional expectation onto the subalgebra that commutes with $\rho$. We hence assume that $[\rho, \sigma]=0$, and they are simultaneously diagonal. Let $\rho^{\zeta}=(1-\zeta) \hat{1} / d+\zeta \rho$, and define $\sigma^{\zeta}$ accordingly. Let $\vec{\rho}^{\zeta}$ and $\vec{\sigma}^{\zeta}$ be $d$-dimensional vectors of the eigenvalues of $\rho^{\zeta}$ and $\sigma^{\zeta}$ respectively, each in
non-increasing order. Let $\omega=\rho^{\zeta}$. We alter $\vec{\omega}$ via a cascading probability redistribution procedure consisting of the following steps, which transform it into a copy of $\vec{\sigma}^{\zeta}$ :

1. Start with the index $i$ set to 1 .
2. Let $\Delta=\vec{\omega}_{i}-\vec{\sigma}_{i}^{\zeta}$. If $\Delta_{i}>0$, then
(a) Subtract $\Delta$ from $\vec{\omega}_{i}$. Let $j=i+1$.
(b) If $\vec{\omega}_{j}<\vec{\sigma}_{j}^{\zeta}$, then let $\delta=\min \left\{\Delta, \vec{\sigma}_{j}^{\zeta}-\vec{\omega}_{j}\right\}$. Add $\delta$ to $\vec{\omega}_{j}$ and subtract it from $\Delta$.
(c) If $\Delta=0$ or $j=d$, go on to step (3). Otherwise, increment $j \rightarrow j+1$, and return to the previous substep (2b).
3. If $i<d-1$, increment $i \rightarrow i+1$ and return to step (2). Otherwise, the procedure is done.

See Figure 3.1. Since this procedure only subtracts from larger eigenvalues and adds to smaller ones, we apply Lemma 3.1 at each step that transfers probability mass from one index to another. If $\vec{\rho}_{i} \geq \vec{\rho}_{j}$, then $\vec{\rho}_{i} / \vec{\rho}_{i}^{\zeta} \geq \vec{\rho}_{j} / \vec{\rho}_{j}^{\zeta}$. Furthermore, it is always the case that $\vec{\omega}_{i} \leq \vec{\rho}_{i}^{\zeta}$ if we are moving probability mass out of $\vec{\omega}_{i}$, and always that $\vec{\omega}_{j} \geq \vec{\rho}_{j}^{\zeta}$ if we are moving probability into $j$. Hence $\vec{\rho}_{i} / \vec{\rho}_{j} \geq \vec{\omega}_{i} / \vec{\omega}_{j}$. This shows that $D\left(\rho \| \rho^{\zeta}\right)=D\left(\vec{\rho} \| \vec{\rho}^{\breve{\zeta}}\right) \leq D\left(\vec{\rho} \| \vec{\sigma}^{\zeta}\right)$. Finally, using the simultaneous diagonality of $\rho$ and $\sigma$, it is easy to see that $D\left(\vec{\rho} \| \vec{\sigma}^{\zeta}\right) \leq D\left(\rho \| \sigma^{\zeta}\right)$.

Lemma 3.3 (lemma 2.3 from [26]). Let $b \geq 0$, and $a \in[0,1]$. Then for $\zeta \leq a /(1+b)$,

$$
a \log (1+b) \geq \log (1+\zeta b)
$$

Proof. We solve

$$
(1+b)^{a} \geq 1+\zeta b
$$

yielding

$$
\zeta \leq \frac{(1+b)^{a}-1}{b}
$$

We then estimate

$$
\frac{(1+b)^{a}-1}{b}=\frac{(1+b)^{1+a}-1-b}{b(1+b)} \geq \frac{1+(1+a) b-1-b}{b(1+b)}=\frac{a}{1+b}
$$

by Bernoulli's inequality.

Lemma 3.4 (lemma 2.4 from [26].). Let $\rho$ be given in its diagonal basis by $\left(\rho_{i}\right)_{i=1}^{n}$, where $n$ is the dimension of the system. Let $a, \beta \in(0,1), \rho_{i} \geq 1 / n \geq \rho_{j}$, and

$$
\zeta \leq a \min \left\{\frac{1-\beta}{n+a(1-\beta)+1}, \frac{\beta}{(1-a \beta) n+a \beta+1}\right\}
$$

Then

$$
\left(\frac{\partial}{\partial \rho_{i}}-\frac{\partial}{\partial \rho_{j}}\right) \operatorname{tr}(\rho(a \log (n \rho)-\log ((1-\zeta) \hat{1}+\zeta n \rho))) \geq 0
$$

Note: in this Lemma and its proof, and thereafter within this section, we use the letter $n$ rather than $d$ for dimension to avoid possible confusion with the derivative.

Proof. Define $\delta \equiv \rho_{i}-\rho_{j} \geq 0$. For the purposes of the derivative, $\operatorname{tr}(\log (n \rho))$ is equivalent to $\operatorname{tr}(\log \rho)$, since they differ only by a constant $\log n$. We directly calculate,

$$
\begin{equation*}
\frac{\partial}{\partial \rho_{k}}\left(\rho_{k} \log \left((1-\zeta)+\zeta n \rho_{k}\right)\right)=\log \left((1-\zeta)+\zeta n \rho_{k}\right)+\frac{\zeta n \rho_{k}}{(1-\zeta)+\zeta n \rho_{k}} \tag{3.8}
\end{equation*}
$$

for any $k \in 1 \ldots n$. By setting $\zeta=1$,

$$
\left(\frac{\partial}{\partial \rho_{i}}-\frac{\partial}{\partial \rho_{j}}\right) \operatorname{tr}(\rho \log \rho)=\log \left(\rho_{i} / \rho_{j}\right)=\log \left(1+\delta / \rho_{j}\right)
$$

Because

$$
\frac{x}{1+x} \leq \log (1+x) \leq x
$$

for all $x \geq 0$, we have for any $\beta \in[0,1]$ that

$$
a \log \left(1+\delta / \rho_{j}\right) \geq a(1-\beta) \log \left(1+\delta / \rho_{j}\right)+a \beta \frac{\delta / \rho_{j}}{1+\delta / \rho_{j}}
$$

This will allow us to deal with the two terms in Equation 3.8 individually.
First, we handle the logarithm term, $\log \left((1-\zeta)+\zeta n \rho_{k}\right)$, by finding $\zeta$ such that

$$
a(1-\beta) \log \left(1+\delta / \rho_{j}\right) \geq \log \left(\frac{(1-\zeta)+\zeta n \rho_{j}+\zeta n \delta}{(1-\zeta)+\zeta n \rho_{j}}\right)
$$

We rewrite the right hand side as

$$
\log \left(1+\frac{\zeta n \delta}{(1-\zeta)+\zeta n \rho_{j}}\right)
$$

On the left hand side, since $\rho_{j} \leq 1 / n, \delta / \rho_{j} \geq n \delta$. We aim to show that

$$
a(1-\beta) \log (1+n \delta) \geq \log \left(1+\frac{\zeta}{(1-\zeta)+\zeta n \rho_{j}} n \delta\right)
$$

which by Lemma 3.3 is achieved when

$$
\frac{\zeta}{(1-\zeta)+\zeta n \rho_{j}} \leq \frac{a(1-\beta)}{1+n \delta}
$$

We know $\zeta /\left((1-\zeta)+\zeta n \rho_{j}\right) \leq \zeta /(1-\zeta)$ for any $n \rho_{j} \geq 0$. Hence any

$$
\begin{equation*}
\zeta \leq \frac{a(1-\beta)}{1+n \delta+a(1-\beta)} \tag{3.9}
\end{equation*}
$$

is sufficiently small.
Next, we handle the fraction terms by finding $\zeta$ such that

$$
a \beta \frac{\delta / \rho_{j}}{1+\delta / \rho_{j}} \geq \frac{\zeta n\left(\rho_{j}+\delta\right)}{(1-\zeta)+\zeta n\left(\rho_{j}+\delta\right)}-\frac{\zeta n \rho_{j}}{(1-\zeta)+\zeta n \rho_{j}}
$$

By Taylor expansion,

$$
\begin{aligned}
& \frac{\zeta n\left(\rho_{j}+\delta\right)}{(1-\zeta)+\zeta n\left(\rho_{j}+\delta\right)}-\frac{\zeta n \rho_{j}}{(1-\zeta)+\zeta n \rho_{j}} \\
= & \frac{\zeta n\left(\rho_{j}+\delta\right)}{(1-\zeta)+\zeta n \rho_{j}} \sum_{k=0}^{\infty}\left(\frac{-\zeta n \delta}{(1-\zeta)+\zeta n \rho_{j}}\right)^{k}-\frac{\zeta n \rho_{j}}{(1-\zeta)+\zeta n \rho_{j}} .
\end{aligned}
$$

Canceling the 0th order term,

$$
\begin{aligned}
\ldots & =\frac{\zeta n \rho_{j}}{(1-\zeta)+\zeta n \rho_{j}} \sum_{k=1}^{\infty}\left(\frac{-\zeta n \delta}{(1-\zeta)+\zeta n \rho_{j}}\right)^{k}+\frac{\zeta n \delta}{(1-\zeta)+\zeta n \delta} \sum_{k=0}^{\infty}\left(\frac{-\zeta n \delta}{(1-\zeta)+\zeta n \rho_{j}}\right)^{k} \\
& =\frac{\zeta n \rho_{j}}{(1-\zeta)+\zeta n \rho_{j}} \sum_{k=1}^{\infty}\left(\frac{-\zeta n \delta}{(1-\zeta)+\zeta n \rho_{j}}\right)^{k}-\sum_{k=1}^{\infty}\left(\frac{-\zeta n \delta}{(1-\zeta)+\zeta n \rho_{j}}\right)^{k} \\
& =\left(\frac{\zeta n \rho_{j}}{(1-\zeta)+\zeta n \rho_{j}}-1\right) \sum_{k=1}^{\infty}\left(\frac{-\zeta n \delta}{(1-\zeta)+\zeta n \rho_{j}}\right)^{k}
\end{aligned}
$$

Now to turn this back into the form of a fraction,

$$
\begin{aligned}
\ldots & =\frac{-(1-\zeta)}{(1-\zeta)+\zeta n \rho_{j}} \sum_{k=1}^{\infty}\left(\frac{-\zeta n \delta}{(1-\zeta)+\zeta n \rho_{j}}\right)^{k} \\
& =\frac{(1-\zeta) \zeta n \delta}{\left((1-\zeta)+\zeta n \rho_{j}\right)^{2}} \sum_{k=0}^{\infty}\left(\frac{-\zeta n \delta}{(1-\zeta)+\zeta n \rho_{j}}\right)^{k} \\
& =\frac{(1-\zeta) \zeta n \delta}{\left((1-\zeta)+\zeta n \rho_{j}\right)^{2}} \frac{1}{1+\frac{\zeta n \delta}{(1-\zeta)+\zeta n \rho_{j}}} \\
& =\frac{1}{(1-\zeta)+\zeta n \rho_{j}} \frac{\zeta n \delta}{1+\frac{\zeta}{1-\zeta}\left(\rho_{j}+\delta\right) n} .
\end{aligned}
$$

Since $0 \leq \rho_{j} \leq 1 / n$,

$$
\ldots \leq \frac{\frac{\zeta}{1-\zeta} n \delta}{1+\frac{\zeta}{1-\zeta} n \delta}
$$

We must find a $\zeta$ for which

$$
a \beta \log \left(1+\delta / \rho_{j}\right) \geq a \beta \frac{\delta / \rho_{j}}{1+\delta / \rho_{j}} \geq a \beta \frac{n \delta}{1+n \delta} \geq \frac{\frac{\zeta}{1-\zeta} n \delta}{1+\frac{\zeta}{1-\zeta} n \delta}
$$

One can easily check that this is satisfied by

$$
\frac{\zeta}{1+\zeta} \leq \frac{a \beta}{(1-a \beta) n \delta+1}
$$

which follows from

$$
\begin{equation*}
\zeta \leq \frac{a \beta}{(1-a \beta) n \delta+a \beta+1} \tag{3.10}
\end{equation*}
$$

Finally, any

$$
\zeta \leq \min \left\{\frac{a(1-\beta)}{1+n+a(1-\beta)}, \frac{a \beta}{(1-a \beta) n+a \beta+1}\right\}
$$

satisfies both Inequalities 3.9 and 3.10 .
Proof of Theorem 3.3. (Duplicates proof of theorem 1.3 from [26].) Let $n$ be the dimension of $\rho$, since $d$ may be confused with a derivative. The goal is to show that given some $a \in[0,1]$ and densities $\rho, \sigma$ such that $\rho \succ \sigma$,

$$
D(\rho \|(1-\zeta) \hat{1} / n+\zeta \sigma)-(1-a) D(\rho \| \hat{1} / n) \geq 0
$$

for an appropriate value of $\zeta \in[0,1]$. We apply Lemma 3.2 to replace $\sigma$ by $\rho$. For any states $\rho$ and $\omega$,

$$
D(n \rho \| n \omega)=\operatorname{tr}((n \rho)(\log \rho+\log n-\log \omega-\log n))=n D(\rho \| \omega) .
$$

Hence, it suffices to show that

$$
D(n \rho \|(1-\zeta) \hat{1}+\zeta n \rho)-(1-a) D(n \rho \| \hat{1}) \geq 0,
$$

which expands as

$$
\ldots=n \operatorname{tr}(\rho(a \log (n \rho)-\log ((1-\zeta) \hat{1}+\zeta n \rho))) \geq 0 .
$$

The main insight behind this proof is Lemma 3.4. If $\rho=\hat{1} / n$, then both terms are 0 , and the proof is trivially complete. If $\rho \neq \hat{1} / n$, then the total probability mass above $\hat{1} / n$ must equal that below $\hat{1} / n$ to maintain normalization. Hence we may apply the variational argument in Lemma 3.4 to continuously redistribute probability from larger to smaller until $\rho \rightarrow \hat{1} / n$.

### 3.1.2 Proof of ASA

Lemma 3.5 (Chain Expansion / lemma 3.1 from [26]). Let $\Phi$ be a quantum channel and $\mathcal{E}$ be a conditional expectation such that $\mathcal{E}(\Phi(\rho))=\Phi(\rho)$. Then for any state $\rho$,

$$
D(\rho \| \Phi(\rho))=D(\rho \| \mathcal{E}(\rho))+D(\mathcal{E}(\rho) \| \Phi(\rho))
$$

Proof.

$$
\begin{aligned}
& D(\rho \| \mathcal{E}(\rho))+D(\mathcal{E}(\rho) \| \Phi(\rho)) \\
& =\operatorname{tr}(\rho \log \rho-\rho \log \mathcal{E}(\rho)+\mathcal{E}(\rho) \log \mathcal{E}(\rho)-\mathcal{E}(\rho) \log \Phi(\rho)) \\
& =\operatorname{tr}(\rho \log \rho-\rho \log \mathcal{E}(\rho)+\rho \log \mathcal{E}(\rho)-\rho \log \Phi(\rho)) \\
& =\operatorname{tr}(\rho \log \rho-\rho \log \Phi(\rho)),
\end{aligned}
$$

where the 1st equality follows from expanding the relative entropy, and the 2 nd from the defining property of conditional expectations.

Lemma 3.6 (lemma 3.2 from [26]). Let $\mathcal{E}$ be a conditional expectation and $\Phi$ be a quantum channel. Then

$$
D(\rho \| \mathcal{E}(\rho))+D(\rho \| \Phi(\rho)) \geq D(\rho \| \mathcal{E}(\Phi(\rho))
$$

Proof. By data processing on the 2nd term,

$$
D(\rho \| \mathcal{E}(\rho))+D(\rho \| \Phi(\rho)) \geq D(\rho \| \mathcal{E}(\rho))+D(\mathcal{E}(\rho) \| \mathcal{E}(\Phi(\rho)))
$$

By Lemma 3.5 and the idempotence of conditional expectations, we obtain the desired result.

Lemma 3.7 (lemma 3.3 from [26]). Let $\left\{\left(\mathcal{N}_{j}, \mathcal{E}_{j}\right): j=1 \ldots J \in \mathbb{N}\right\}$ be a set of $J$ von Neumann algebras and associated conditional expectations. Let $\mathcal{E}$ be the conditional expectation to the intersection algebra, $\mathcal{N}=\cap_{j} \mathcal{N}_{j}$. Let $S=\cup_{m \in \mathbb{N}}\{1 \ldots J\}^{\otimes m}$ be the set of sequences of indices $1 \ldots k$. For any $s \in S$, let $\mathcal{E}^{s}$ denote the composition of conditional expectations $\mathcal{E}_{j_{1}} \ldots \mathcal{E}_{j_{m}}$ for $s=\left(j_{1}, \ldots, j_{m}\right)$. Let $\mu: S \rightarrow[0,1]$ be a probability measure on $S$ that is non-zero only if no index appears more than $k$ times. If for all input densities $\rho$,

$$
\sum_{s \in S} \mu(s) \mathcal{E}^{s}(\rho)=(1-\zeta) \mathcal{E}(\rho)+\zeta \Phi(\rho)
$$

for some channel $\Phi$, and

$$
D(\rho \|(1-\zeta) \mathcal{E}(\rho)+\zeta \Phi(\rho)) \geq f\left(\left\{\mathcal{N}_{j}\right\}\right) D(\rho \| \mathcal{E}(\rho))
$$

for some $f\left(\left\{\mathcal{N}_{j}\right\}\right)>0$, then $\left\{\mathcal{E}_{j}\right\}$ is $f\left(\left\{\mathcal{N}_{j}\right\}\right) / k$-subadditive.

Proof.

Proof of Theorem 3.2. (Based on and partially duplicating the proof of theorem 1.4 from [26].) First, let us assume that there exists such a $\mu$ and $\zeta$ as described in the second part of the Theorem. We know by the definition of $k$ that

$$
\sum_{j} D\left(\rho \| \mathcal{E}_{j}(\rho)\right)=\frac{1}{k}\left(\sum_{s \in S} \mu(s) k_{s}\right) \sum_{j} D\left(\rho \| \mathcal{E}_{j}(\rho)\right)
$$

For each $s$ such that $\mu(s)>0$, we apply Lemma 3.6 iteratively until we obtain $D\left(\rho \| \mathcal{E}^{s}(\rho)\right)$. For a sequence of conditional expectations $\mathcal{E}^{s}=\mathcal{E}_{j_{1}} \ldots \mathcal{E}_{j_{|s|}}$, we need at most $k_{s}$ copies of each $D\left(\rho \| \mathcal{E}_{j}(\rho)\right)$, where $k_{s}$ is the maximum count of any constituent conditional expectation. Hence

$$
\mu(s) k_{s} \sum_{j} D\left(\rho \| \mathcal{E}_{j}(\rho)\right) \geq \mu(s) D\left(\rho \| \mathcal{E}^{s}(\rho)\right)
$$

All together,

$$
\sum_{j} D\left(\rho \| \mathcal{E}_{j}(\rho)\right) \geq \frac{1}{k} \sum_{s \in S} \mu(s) D\left(\rho \| \mathcal{E}^{s}(\rho)\right) .
$$

By convexity of relative entropy and the assumptions of the Theorem,

$$
\sum_{j} D\left(\rho \| \mathcal{E}_{j}(\rho)\right) \geq \frac{1}{k} D(\rho \|(1-\zeta) \mathcal{E}(\rho)+\zeta \Phi(\rho))
$$

By a result of Uhlmann [75], $\rho \succ \Phi(\rho)$ for any unital channel $\Phi$. If $\zeta$ is not sufficiently small, we use the fact that for any $m \in \mathbb{N}$,

$$
((1-\zeta) \mathcal{E}+\zeta \Phi)^{m}(\rho)=\left(1-\zeta^{m}\right) \mathcal{E}(\rho)+\zeta^{m} \Phi^{m}(\rho)
$$

by the idempotence of conditional expectations, and by the assumption that $\mathcal{E} \circ \Phi=\mathcal{E}$. To construct $m$ powers of a convex combination of sequences of conditional expectations, we assume that we have ((1$\zeta) \mathcal{E}+\zeta \Phi)^{m-1}(\rho)$, apply Lemma 3.6 multiple times to append another copy of the conditional expectation sequence $\mathcal{E}^{s}$, and then convexify to reach $((1-\zeta) \mathcal{E}+\zeta \Phi)^{m}(\rho)$. We thereby find that

$$
\sum_{j} D\left(\rho \| \mathcal{E}_{j}(\rho)\right) \geq \frac{1}{k m} D(\rho \|(1-\zeta) \mathcal{E}(\rho)+\zeta \Phi(\rho))
$$

By Theorem 3.3, this leads to the conclusion that

$$
\sum_{j} D\left(\rho \| \mathcal{E}_{j}(\rho)\right) \geq \frac{1-a}{k m} D(\rho \|(1-\zeta) \mathcal{E}(\rho)+\zeta \Phi(\rho))
$$

for any $\beta, a \in(0,1)$ such that

$$
\zeta^{m} \leq \min \left\{\frac{1-\beta}{d+a(1-\beta)+1}, \frac{\beta}{(1-a \beta) d+a \beta+1}\right\}
$$

In full generality, we would optimize $a, \beta$, and $m$ for a given $\zeta$. Here however, we will simplify by choosing $a=\beta=1 / 2$. Hence we may choose

$$
\zeta^{m} \leq \frac{2}{3 d+5} \leq \min \left\{\frac{2}{4 d+5}, \frac{2}{3 d+5}\right\}
$$

which is satisfied by $m \geq\left\lceil\log _{\zeta}(2 /(3 d+5))\right\rceil$. Then

$$
D\left(\rho \|\left(1-\zeta^{m}\right) \hat{1} / d+\zeta^{m} \Phi^{m}(\rho)\right) \geq \frac{1}{2} D(\rho \| \hat{1} / d)
$$

We apply Lemma 3.7 with $\zeta^{m}$ replacing $\zeta, m k$ replacing $k$, and with the above bound.
Finally, we must show that some sufficiently long chain of conditional expectations eventually converges
to the intersection algebra, so that such a $\mu$ and $\zeta$ as in the Theorem always exist. Let $s=(1, \ldots, J)$, so that $\mathcal{E}^{s}$ is a sequence on all constituent conditional expectations. As a convex combination of unitaries, $s$ is a contraction. One can easily see that it satisfies properties $(0 . I-0 . I V)$ in [76]. As a result, $\lim _{m \rightarrow \infty} \frac{1}{m} \sum_{k=0}^{m}\left(\mathcal{E}^{s}\right)^{k} \rightarrow \mathcal{E}$ in 2-norm distance. In finite dimension, this eventually implies a bound on the smallest element, so for some $m$, it must yield a convex combination of the complete mixture with some unital channel.

### 3.2 Commutant \& Complement Duality

In a finite-dimensional, tripartite system $A B C$, we can easily dualize strong subadditivity on its purification. Let $\rho^{A B C}=\operatorname{tr}_{R}\left(|\psi\rangle\left\langle\left.\psi\right|^{A B C D}\right.\right.$ ), where $D$ is an extra system of dimension at most equal to that of $A B C$ (which is always possible by Schmidt decomposition). For any pure, bipartite state $|\phi\rangle\left\langle\left.\phi\right|^{A B}\right.$,

$$
\begin{equation*}
H(A)_{|\phi\rangle\langle\phi|}=H(B)_{|\phi\rangle\langle\phi|} . \tag{3.11}
\end{equation*}
$$

Applying this to $|\psi\rangle\left\langle\left.\psi\right|^{A B C D}\right.$,

$$
\begin{align*}
& I(A: B \mid C)_{\rho}=H(A \mid C)_{\rho}+H(B \mid C)_{\rho}-H(A B \mid C)_{\rho}  \tag{3.12}\\
& =H(B \mid D)_{|\psi\rangle\langle\psi|}+H(A \mid D)_{|\psi\rangle\langle\psi|}-H(A B \mid D)_{|\psi\rangle\langle\psi|}=I(A: B \mid D)_{|\psi\rangle\langle\psi|}
\end{align*}
$$

When $D$ is trivial (hence $\rho^{A B C}=|\psi\rangle\left\langle\left.\psi\right|^{A B C}\right.$ ),

$$
\begin{equation*}
H(B \mid A)_{|\psi\rangle\langle\psi|}=-H(B \mid C)_{|\psi\rangle\langle\psi|} \tag{3.13}
\end{equation*}
$$

which also follows from Equation (3.12).
As found in the process of writing [23], this actually fails for $I(\mathcal{S}: \mathcal{T} \subseteq \mathcal{M})_{\rho}$ in general. In that same work, however, we prove:

Theorem 3.4 (Commutant Duality, theorem 2.9 from [23]). Let $\mathcal{S}, \mathcal{T} \subseteq \mathcal{M}$ be von Neumann subalgebras in commuting square, for which $\mathcal{M}$ is a finite-dimensional factor. Given a density $\rho$ on $\mathcal{M}$, let $\mathcal{M}_{*}^{\prime}$ be a purifying system such that $\rho^{\mathcal{S} \vee \mathcal{T}}=\mathcal{E}_{\mathcal{S} \vee \mathcal{T}}\left(|\psi\rangle\langle\psi| \mathcal{M}_{*} \mathcal{M}_{*}^{\prime}\right)$. Then

$$
I(\mathcal{S}: \mathcal{T})_{\rho}=I\left(\mathcal{S}^{\prime}: \mathcal{T}^{\prime}\right)_{|\psi\rangle\langle\psi|}
$$

Theorem 3.4 gives some intuition for Equation 3.12 , which in the form of subalgebras becomes

$$
I(\mathcal{A} \vee \mathcal{C}: \mathcal{B} \vee \mathcal{C})_{\rho}=I\left((\mathcal{A} \vee \mathcal{C})^{\prime}:(\mathcal{B} \vee \mathcal{C})^{\prime} \subseteq \mathcal{A} \vee \mathcal{B} \vee \mathcal{C} \vee \mathcal{D}\right)_{|\psi\rangle\langle\psi|}=I(\mathcal{B} \vee \mathcal{D}: \mathcal{A} \vee \mathcal{D})_{\operatorname{tr}_{C}(|\psi\rangle\langle\psi|)}
$$

Following some ideas of Crann, Kribs, Levene \& Todorov [77], the commutant of a factor is analogous to its complement in the subsystem sense, and to its environment. We might think of Theorem 3.4 as showing that the conditional mutual information on a tripartite system is equal to that of those systems' environments under purification. This may initially seem surprising: instead of asking about correlations between two parties conditioned in a third, we might as well consider the correlations in systems to which those parties lack access. We note however that $\mathcal{A}$ and $\mathcal{B}$ are still present in the commutant form, just switched in position - the real change replaces $\mathcal{C}$ by the purifying system $\mathcal{D}$.

That Theorem 3.4 holds for $I(\mathcal{S}: \mathcal{T})$ while no obvious analog appears for $I(\mathcal{S}: \mathcal{T} \subseteq \mathcal{M})$ when $\mathcal{M} \neq \mathcal{S} \vee \mathcal{T}$ suggests that $I(\mathcal{S}: \mathcal{T})$ has some potentially useful properties not found in the more general form, and that we might consider $\mathcal{S} \vee \mathcal{T}$ a canonical joint system for two subalgebras. In Chapter 4 , we will see that $I(\mathcal{S}: \mathcal{T})$ also has sensible operational interpretations that may hold only when $\mathcal{M}=\mathcal{S} \vee \mathcal{T}$.

The relationship between complements and commutants in von Neumann algebras also appears in the complementary channels of conditional expectations. In particular,

Lemma 3.8 (based on lemma A. 4 from [23). Let $\mathcal{S} \subseteq \mathcal{M}$ be a von Neumann subalgebra with conditional expectation $\mathcal{E}_{\mathcal{S}}$ in finite dimension. Then

$$
\begin{gathered}
R_{\hat{1} / d, \mathcal{E}_{\mathcal{S}}^{c}} \circ \mathcal{E}_{\mathcal{S}}^{c}=\mathcal{E}_{\mathcal{S}^{\prime}}, \\
\mathcal{E}_{\mathcal{S}}^{c} \circ \mathcal{E}_{\mathcal{S}^{\prime}}=\mathcal{E}_{\mathcal{S}}^{c}
\end{gathered}
$$

where $R_{\hat{1} / d, \mathcal{E}_{\mathcal{S}}^{c}}$ is the Petz recovery map.
Proof. First, we explicitly calculate the complement of a conditional expectation on the $d$-dimensional complete mixture, $\hat{1} / d$,

$$
\begin{equation*}
\mathcal{E}_{\mathcal{S}}^{c}(\hat{1} / d)=\oplus_{i} \frac{n_{i} \hat{1}_{m_{i}^{2}}}{d m_{i}} \tag{3.14}
\end{equation*}
$$

This is easy to invert, so

$$
\begin{equation*}
\left(\mathcal{E}_{\mathcal{S}}^{c}(\hat{1} / d)\right)^{-1 / 2}=\oplus_{i} \sqrt{\frac{d m_{i}}{n_{i}}} \hat{1}_{m_{i}^{2}} \tag{3.15}
\end{equation*}
$$

The effect of the two factors of this is to change the normalization of each block by $d \mid m_{i} / n_{i}$. Similarly, the two factors of $(\hat{1} / d)^{1 / 2}$ adjust the overall normalization by $1 / d$. The $d$ powers cancel, and we're left with a
blockwise adjustment of $m_{i} / n_{i}$. We again use the blockwise structure to calculate the adjoint. First, define $\Theta: S_{1}^{n_{i} m_{i}} \rightarrow S_{1}^{m_{i} m_{i}}$ by $\Theta_{i}(\rho) \equiv \hat{1}_{m_{i}} / m_{i} \otimes \operatorname{tr}_{n_{i}}(\rho)$. We calculate

$$
\begin{equation*}
\Theta_{i}^{\dagger}(\sigma)=\hat{1}_{n_{i}} \otimes \operatorname{tr}_{m_{i}}(\sigma) \tag{3.16}
\end{equation*}
$$

where the $\operatorname{tr}_{m_{i}}$ is positioned to remove the $\hat{1}_{m_{i}} / m_{i}$ attached by $\Theta_{i}$ when composing $\Theta_{i}^{\dagger} \Theta_{i}$. We may also directly calculate

$$
\begin{equation*}
R_{\hat{1} / n_{i} m_{i}, \Theta_{i}}=\frac{m_{i}}{n_{i}} \Theta_{i}^{\dagger} \tag{3.17}
\end{equation*}
$$

This yields the result that

$$
\begin{equation*}
\mathcal{E}_{\mathcal{S}}^{c \dagger}(\sigma)=\oplus_{i}\left(1_{n_{i}} \otimes \operatorname{tr}_{m_{i}}\left(P_{i} \sigma P_{i}\right)\right) \tag{3.18}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathcal{E}_{\mathcal{S}}^{c \dagger} \circ \mathcal{E}_{\mathcal{S}}^{c}(\rho)=\oplus_{i}\left(1_{n_{i}} / m_{i} \otimes \operatorname{tr}_{n_{i}}\left(P_{i} \rho P_{i}\right)\right) \tag{3.19}
\end{equation*}
$$

Thus we find

$$
\begin{equation*}
R_{\hat{1} / d, \mathcal{E}_{\mathcal{S}}^{c}} \circ \mathcal{E}_{\mathcal{S}}^{c}(\rho)=\oplus_{i}\left(1_{n_{i}} / n_{i} \otimes \operatorname{tr}_{n_{i}}\left(P_{i} \rho P_{i}\right)\right)=\mathcal{E}_{\mathcal{S}^{\prime}}(\rho) \tag{3.20}
\end{equation*}
$$

Lemma 3.8 describes something we will call a recovered complement. For a general channel $\Phi$ and state $\sigma$, we define the recovered complement to be the channel given by $\mathcal{R}_{\sigma, \Phi^{c}} \circ \Phi^{c}$. The recovered complement is the environment's reconstruction of the original input state after applying $\Phi$. For conditional expectations, Lemma 3.8 shows an intuitive equivalence between the complement and commutant up to recovery. In general, the recovery map is not necessarily itself perfectly recoverable. First, we show two Lemmas.

Lemma 3.9 (lemma A. 13 from [23]). Let $\mathcal{S}, \mathcal{T} \subset \mathcal{M}$ be subalgebras such that $\left[\mathcal{E}_{\mathcal{S}^{\prime}}, \mathcal{E}_{\mathcal{T}}\right]=0$. Then $\mathcal{E}_{\mathcal{T}}^{c} \mathcal{E}_{\mathcal{S}} \mathcal{R}_{\hat{1} / d, \mathcal{E}_{\mathcal{T}}^{c}}$ is idempotent and a Petz map for itself.

Proof. For idempotence, we apply Lemma 3.8 and calculate,

$$
\begin{equation*}
\mathcal{E}_{\mathcal{S}}^{c} \mathcal{E}_{\mathcal{T}} R_{\hat{1} / d, \mathcal{E}_{\mathcal{S}}^{c}} \mathcal{E}_{\mathcal{S}}^{c} \mathcal{E}_{\mathcal{T}} R_{\hat{1} / d, \mathcal{E}_{\mathcal{S}}^{c}}=\mathcal{E}_{\mathcal{S}}^{c} \mathcal{E}_{\mathcal{T}} \mathcal{E}_{\mathcal{S}^{\prime}} \mathcal{E}_{\mathcal{T}} R_{\hat{1} / d, \mathcal{E}_{\mathcal{S}}^{c}}=\mathcal{E}_{\mathcal{S}}^{c} \mathcal{E}_{\mathcal{T}} R_{\hat{1} / d, \mathcal{E}_{\mathcal{S}}^{c}} \tag{3.21}
\end{equation*}
$$

To show that this is its own Petz map, we use the decomposition of Petz maps for channels composed in series. $\mathcal{E}_{\mathcal{T}}$ is its own Petz map. $\mathcal{E}_{\mathcal{S}}^{c}$ has Petz map $R_{\hat{1} / d, \mathcal{E}_{\mathcal{S}}^{c}}$ by definition, and by its form, $R_{\hat{1} / d, \mathcal{E}_{\mathcal{S}}^{c}}$ is recovered by $\mathcal{E}_{\mathcal{S}}^{c}$.

Proof of Theorem 3.4 as essentially duplicated from [23]. To save space, we will use the notational convention that $\mathcal{S T} \equiv \mathcal{S} \vee \mathcal{T}$ within this proof.

$$
\begin{align*}
I(\mathcal{S}: \mathcal{T} \subset \mathcal{S T})_{\rho} & =H(\mathcal{S})+H(\mathcal{T})-H(\mathcal{S} \cap \mathcal{T})-H(\mathcal{S T}) \\
& =D\left(\mathcal{E}_{\mathcal{S} \mathcal{T}}(\rho) \| \mathcal{E}_{\mathcal{S}}(\rho)\right)-D\left(\mathcal{E}_{\mathcal{T}}(\rho) \| \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho)\right)  \tag{3.22}\\
& =D\left(\mathcal{E}_{(\mathcal{S T})^{\prime}}^{c}(\rho) \| \mathcal{E}_{(\mathcal{S T})^{\prime}}^{c} \mathcal{E}_{\mathcal{S}}(\rho)\right)-D\left(\mathcal{E}_{\mathcal{T}^{\prime}}^{c}(\rho) \| \mathcal{E}_{\mathcal{T}^{\prime}}^{c} \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho)\right)
\end{align*}
$$

 Lemma 3.8, so the application of $\mathcal{E}_{(\mathcal{S T})}^{c}$, to both arguments of $D(\cdot \| \cdot)$ is reversible by its Petz recovery. A similar argument holds for $\mathcal{E}_{\mathcal{T}}^{c}$, in the second term. Application of a fully recoverable channel leaves relative entropy invariant by data processing in both directions. Let $\tilde{\mathcal{E}}_{\mathcal{S}}=\mathcal{E}_{(\mathcal{S T})^{\prime}}^{c}, \mathcal{E}_{\mathcal{S}} \mathcal{R}_{\hat{1} / d, \mathcal{E}_{(\mathcal{S T})}^{c}}$, and $\tilde{\mathcal{E}}_{\mathcal{S} \cap \mathcal{T}}=$ $\mathcal{E}_{\mathcal{T}^{\prime}}^{c} \mathcal{E}_{\mathcal{S} \cap \mathcal{T}} \mathcal{R}_{\hat{1} / d, \mathcal{E}_{\mathcal{T}^{\prime}}^{c}}$. By Lemma 3.9 , these are idempotent and self-recovering. We then have

$$
\begin{align*}
I(\mathcal{S}: \mathcal{T} \subset \mathcal{S T}) & =D\left(\mathcal{E}_{(\mathcal{S T})^{\prime}}^{c}(\rho) \| \tilde{\mathcal{E}}_{\mathcal{S}} \mathcal{E}_{(\mathcal{S T})^{\prime}}^{c}(\rho)\right)-D\left(\mathcal{E}_{\mathcal{T}^{\prime}}^{c}(\rho) \| \tilde{\mathcal{E}}_{\mathcal{S} \cap \mathcal{T}} \mathcal{E}_{\mathcal{T}^{\prime}}^{c}(\rho)\right) \\
& =H\left(\tilde{\mathcal{E}}_{\mathcal{S}} \mathcal{E}_{(\mathcal{S T})^{\prime}}^{c}(\rho)\right)-H\left(\mathcal{E}_{(\mathcal{S T})^{\prime}}^{c}(\rho)\right)+H\left(\mathcal{E}_{\mathcal{T}^{\prime}}^{c}(\rho)\right)-H\left(\tilde{\mathcal{E}}_{\mathcal{S} \cap \mathcal{T}} \mathcal{E}_{\mathcal{T}^{\prime}}^{c}(\rho)\right)  \tag{3.23}\\
& =H\left(\mathcal{E}_{(\mathcal{S T})^{\prime}}^{c} \mathcal{E}_{\mathcal{S}}(\rho)\right)-H\left(\mathcal{E}_{(\mathcal{S T})^{\prime}}^{c}(\rho)\right)+H\left(\mathcal{E}_{\mathcal{T}^{\prime}}^{c}(\rho)\right)-H\left(\mathcal{E}_{\mathcal{T}^{\prime}}^{c} \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho)\right)
\end{align*}
$$

Since $|\psi\rangle\langle\psi|$ is pure, the middle two terms equal $H\left(\mathcal{T}^{\prime}\right)_{|\psi\rangle\langle\psi|}-H\left(\mathcal{S}^{\prime} \cap \mathcal{T}^{\prime}\right)_{|\psi\rangle\langle\psi|}$. We are done with these terms.

We turn our attention to the outer terms. First, $\mathcal{E}_{\mathcal{T}}^{c} \mathcal{E}_{\mathcal{S} \cap \mathcal{T}}=\mathcal{E}_{\mathcal{T}}^{c}, \mathcal{E}_{\mathcal{T}} \mathcal{E}_{\mathcal{S}}=\mathcal{E}_{\mathcal{T}}^{c}, \mathcal{E}_{\mathcal{S}}$. Thereby, these terms become

$$
\begin{equation*}
H\left(\mathcal{E}_{(\mathcal{S T})^{\prime}}^{c}, \mathcal{E}_{\mathcal{S}}(\rho)\right)-H\left(\mathcal{E}_{\mathcal{T}}^{c}, \mathcal{E}_{\mathcal{S}}(\rho)\right) \tag{3.24}
\end{equation*}
$$

Since there exists an isometry from the complementary channel of the minimal Stinespring dilation to any other, we are free to Stinespring dilate non-minimally without changing these entropies. Here we will use $E$ to denote an environment system (not a channel), while $\mathcal{E}$ generally denotes a conditional expectation. Let $E_{(\mathcal{S T})^{\prime}}$ be the environment of $\mathcal{E}_{(\mathcal{S T})^{\prime}}$. Since $\mathcal{E}_{(\mathcal{S T})^{\prime}}^{c}=\mathcal{E}_{\mathcal{S}^{\prime} \cap \mathcal{T}^{\prime}}^{c}=\left(\mathcal{E}_{\mathcal{T}^{\prime}} \mathcal{E}_{\mathcal{S}^{\prime}}\right)^{c}$, we may compose the environments as $E_{(\mathcal{S T})^{\prime}} \cong E_{\mathcal{T}^{\prime}} \tilde{E}_{\mathcal{S}^{\prime}}$ (which is a tensor system, not a channel composition). We then use the fact that $\mathcal{E}_{\mathcal{T}^{\prime}}^{c}=\left(\mathcal{E}_{\mathcal{T}^{\prime}} \mathcal{E}_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}}\right)^{c}$ to rewrite $E_{\mathcal{T}^{\prime}}=E_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}} \tilde{E}_{\mathcal{T}^{\prime}}$, as though the channel $\mathcal{E}_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}}$ had been applied first, and the channel $\mathcal{E}_{\mathcal{T}^{\prime}}$ to the output of that, keeping both environments. In the term containing $\mathcal{E}_{\mathcal{T}^{\prime}}^{c}$, we expand the
environment to $E_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}} \tilde{E}_{\mathcal{T}^{\prime}}$. We also further expand $E_{(\mathcal{S})^{\prime}} \cong E_{\mathcal{T}^{\prime}} \tilde{E}_{\mathcal{S}^{\prime}} \cong E_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}} \tilde{E}_{\mathcal{T}^{\prime}} \tilde{E}_{\mathcal{S}^{\prime}}$. This leaves us with

$$
\begin{align*}
& H\left(E_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}} \tilde{E}_{\mathcal{T}^{\prime}} \tilde{E}_{\mathcal{S}^{\prime}}\right)_{\mathcal{S}_{\mathcal{S}}(\rho)}-H\left(E_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}} \tilde{E}_{\mathcal{T}^{\prime}}\right)_{\mathcal{E}_{\mathcal{S}}(\rho)} \\
& =-D\left(E_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}} \tilde{\mathcal{T}}^{\prime} \tilde{E}_{\mathcal{S}^{\prime}} \| E_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}} \tilde{\mathcal{T}}^{\prime} \otimes 1\right)_{\mathcal{E}_{\mathcal{S}}(\rho)}\left(E_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}} \tilde{E}_{\mathcal{S}^{\prime}} \| E_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}} \otimes 1\right)_{\mathcal{E}_{\mathcal{S}}(\rho)}  \tag{3.25}\\
& \leq-D\left(E_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}} \tilde{E}_{\mathcal{S}^{\prime}}\right)_{\mathcal{E}_{\mathcal{S}}(\rho)}-H\left(E_{\mathcal{S}^{\prime} \mathcal{S}^{\prime}}\right)_{\mathcal{E}_{\mathcal{S}}(\rho)} \\
&
\end{align*}
$$

by data processing. $\tilde{E}_{\mathcal{T}^{\prime}}$ was the same system in both terms, and $\tilde{E}_{\mathcal{S}^{\prime}}$ was split off before it. This can be written as

$$
\begin{equation*}
H\left(\left(\mathcal{E}_{\mathcal{S}^{\prime}} \mathcal{E}_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}}{ }^{c} \mathcal{E}_{\mathcal{S}}(\rho)\right)-H\left(\mathcal{E}_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}}^{c} \mathcal{E}_{\mathcal{S}}(\rho)\right) .\right. \tag{3.26}
\end{equation*}
$$

We have however that $\mathcal{E}_{\mathcal{S}^{\prime}} \mathcal{E}_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}}=\mathcal{E}_{\mathcal{S}^{\prime}}$, that $\mathcal{E}_{\mathcal{S}^{\prime}}^{c}=\mathcal{E}_{\mathcal{S}^{\prime}}^{c}, \mathcal{E}_{\mathcal{S}}$, and that $\mathcal{E}_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}}^{c}, \mathcal{E}_{\mathcal{S}}=\mathcal{E}_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}}^{c} \mathcal{E}_{\mathcal{S} \cap \mathcal{T}} \mathcal{E}_{\mathcal{S}}=\mathcal{E}_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}}^{c}$, so we are left with

$$
\begin{equation*}
H\left(\mathcal{E}_{\mathcal{S}^{\prime}}^{c}(\rho)\right)-H\left(\mathcal{E}_{\mathcal{T}^{\prime} \mathcal{S}^{\prime}}^{c}(\rho)\right) . \tag{3.27}
\end{equation*}
$$

Since $|\psi\rangle\langle\psi|$ is pure, this becomes $H\left(\mathcal{S}^{\prime}\right)_{|\psi\rangle\langle\psi|}-H\left(\mathcal{T}^{\prime} \mathcal{S}^{\prime}\right)_{|\psi\rangle\rangle\langle\psi|}$. This implies $I(\mathcal{S}: \mathcal{T} \subset \mathcal{S} \mathcal{T})_{\rho} \leq I\left(\mathcal{S}^{\prime}: \mathcal{T}^{\prime} \subset\right.$ $\mathcal{S}^{\prime} \mathcal{T}^{\prime}{ }_{|\psi \psi\rangle\langle\psi|} . \mathcal{M}$ being a factor implies the Theorem via double-commutants.

In fact, the phrase "recovered complement" is ambiguous unless we specify how to construct the a recovery map from a given state and channel. While the Petz map is a concrete candidate with many nice properties, we may consider optimizing recoverability. Let $\nu:\left(S_{1}(A) \rightarrow S_{1}(B)\right) \rightarrow[0,1]$ be a measure on quantum channels and $\mu: S_{1}(A) \times\left(S_{1}(A) \rightarrow S_{1}(B)\right) \rightarrow[0,1]$ be a measure on states for any input channel. Then

$$
\begin{equation*}
D_{\text {chan }}(\Phi, \rho \mid \mu, \nu) \equiv \int_{R} D(\rho \| R \circ \Phi(\rho)) d \nu(R): R \text { minimizes } \int_{\eta} D(\eta \| R \circ \Phi(\eta)) d \mu(\eta \mid R) . \tag{3.28}
\end{equation*}
$$

We may define $\mu$ and $\nu$ to be uniform measures, or we may define $\mu$ to be the worst case measure that for each $R$ maximizes $D(\eta \| R \circ \Phi(\eta))$. In either of these cases, if $D_{\text {chan }}(\Phi, \rho \mid \mu, \nu)=0$, then the channel is essentially perfect and gives no information about the input state. Conversely, if $D_{\text {chan }}\left(\Phi^{c}, \rho \mid \mu, \nu\right)=0$ for either of these cases (or for any faithful $\mu$ ), then the channel is trivial - in this case the environment perfectly reconstructs the input.

For a usual quantum Stinespring dilation, if a channel's environment contains a perfect (up to recovery) copy of the input, then the output contains no information about it. That a perfect environment leaves no information in the output follows from taking the input to be maximally entangled with a reference system, and noting that after applying complement and recovery, the environment remains maximally entangled with
the output (which may contain additional correlations with the environment that are input-independent). In contrast, a classical channel (taking classical input states) has no such restriction - here the environment may keep a perfect copy regardless of the output. This is one manifestation of the connection between quantum information and privacy. Much of the intuition behind quantum cryptography is that if the environment has retained information about the input, then the channel must disturb output statistics.

### 3.3 Higher-Order Inclusion-Exclusion Entropy

Definition 3.3. Let $\mathcal{N}_{1}, \ldots, \mathcal{N}_{L} \subseteq \mathcal{M}$ be $L$ von Neumann subalgebras of $\mathcal{M}$ for $L \in \mathbb{Z}^{+}$. Let $\rho, \sigma$ be densities such that $\mathcal{E}_{j}(\sigma)=\sigma$ for some $j$. Let $\mathcal{N}=\cap_{i=1}^{L} \mathcal{N}_{i}$. Then we define

$$
I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)_{\rho, \sigma} \equiv \sum_{l=1}^{L}(-1)^{l} \sum_{C_{l, L}} D\left(\rho^{\cup_{k \in C_{l, L}} \mathcal{N}_{k}} \| \sigma^{\cup_{k \in C_{l, L}} \mathcal{N}_{k}}\right)+D\left(\rho^{\mathcal{N}} \| \sigma^{\mathcal{N}}\right)
$$

where each $\mathcal{C}_{l, L}$ is a combination of $l$ integers chosen from $\{1 \ldots L\}$, and the sum is over all possible such combinations.

We denote $I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)_{\rho} \equiv I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)_{\rho, \hat{1} / d}=I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)_{\rho, \hat{1}}$ when $\hat{1} / d$ exists. One can easily check that

$$
\begin{equation*}
I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)_{\rho, \hat{1} / d}=\sum_{l=1}^{L}(-1)^{l+1} \sum_{\mathcal{C}_{l, L}} H\left(\rho^{\mathrm{U}_{k \in C_{l, L}} \mathcal{N}_{k}}\right)_{\rho}-H(\mathcal{N})_{\rho} \tag{3.29}
\end{equation*}
$$

for the general $\mathcal{N}$-subalgebra case in finite dimension. In fact, due to cancellation of the $\log d$ terms, we can replace $\hat{1} / d$ by $\hat{1}$ and find the same result. This generalizes to infinite dimensional, tracial von Neumann algebras. We therefore denote

$$
\begin{equation*}
I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)_{\rho} \equiv I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)_{\rho, \hat{1}} \tag{3.30}
\end{equation*}
$$

Conditional mutual information is the $L=2$ case. The quantity $I_{3}$ posited as an indicator of quantum chaos [78] is another special case, as $I_{3}(A: B: C)=I(\mathcal{A}, \mathcal{B}, \mathcal{C})_{\rho, \hat{1}}$. For arbitrarily many parties, the subsystem case of $I\left(N_{1}, \ldots, N_{L}\right)$ is a quantum version of the multivariate mutual information introduced by McGill [79] and later (presumed independently) by Ting [80]. The general form as given in Definition 3.3 also makes sense in type III. The key feature of these entropies is that

$$
\begin{equation*}
I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)_{\rho, \sigma}=I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L-1}\right)_{\rho, \sigma}-I\left(\mathcal{N}_{1} \cup \mathcal{N}_{L}, \ldots, \mathcal{N}_{L-1} \cup \mathcal{N}_{L}\right)_{\rho, \sigma} \tag{3.31}
\end{equation*}
$$

In particular,

$$
I_{3}(A: B: C)=I(A: B)-I(A: B \mid C)
$$

Equation 3.31) implies that $I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L-1}\right)=0$ if $\mathcal{N}_{j}$ is in tensor position and uncorrelated with $\cup_{k \neq j} \mathcal{N}_{k}$ for any $j \in 1 \ldots L$. In that sense $I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)$ measures genuine $L$-party entanglement, discounting correlations between smaller numbers of parties. Following Theorem 3.4

Corollary 3.1. Let $\mathcal{N}_{1}, \ldots, \mathcal{N}_{L} \subseteq \mathcal{M}$ be von Neumann subfactors in finite dimension, and let $\rho=\operatorname{tr}_{E}\left(|\psi\rangle\langle\psi| \mathcal{N}_{1} \ldots \mathcal{N}_{L} E\right)$ for some purification. Then

$$
I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)_{\rho, \hat{1}}=I\left(\mathcal{N}_{1}^{\prime}, \ldots, \mathcal{N}_{L}^{\prime}\right)_{|\psi\rangle\langle\psi|, \hat{1}} .
$$

If $\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}$ are subfactors, then it also holds that for odd $L$,

$$
I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)_{\rho, \hat{1}}=-I\left(\mathcal{N}_{1}^{\prime}, \ldots, \mathcal{N}_{L}^{\prime}\right)_{|\psi\rangle\langle\psi|, \hat{1}}
$$

Corollary 3.1 follows from Equation 3.11). I had conjectured that $I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)_{|\psi\rangle\langle\psi|}$ could have definite sign for all even values of $L$, but this was falsified by a counterexample from Joshua Levin and Graeme Smith 81]. The $I\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{L}\right)$ form nonetheless has properties suggesting future work on possible interpretations.

### 3.4 Channels as Views of Quantum Systems

We end this chapter by replacing the conditional expectations in GCMI by quantum channels in specific circumstances in which it remains well-defined, positive, and monotonic. Inspired by the duality between the Heisenberg and Schrödinger pictures of quantum mechanics, we may think of degradations to a quantum state instead as degradations to an observer's access to that state. For some classes of state-modifying channels, we can modify the conditional expectations instead of the state itself. This yields an SSA-type inequality and generalized mutual information for pairs of channels.

Theorem 3.5. Let $\mathcal{S}, \mathcal{T} \subseteq \mathcal{S} \vee \mathcal{T} \subseteq$ form a commuting square so that $\mathcal{S} \vee \mathcal{T}$ is a factor. Let $\rho^{\mathcal{S} \vee \mathcal{T}}$ be a density, and $\Phi: S_{1}(\mathcal{S} \vee \mathcal{T}) \rightarrow S_{1}(\mathcal{S} \vee \mathcal{T})$ and $\Psi: S_{1}(\mathcal{S} \vee \mathcal{T}) \rightarrow S_{1}(\mathcal{S} \vee \mathcal{T})$ be quantum channels such that:

1. $\left[\mathcal{E}_{\mathcal{S}}, \Phi\right]=\left[\mathcal{E}_{\mathcal{T}}, \Psi\right]=\left[\mathcal{E}_{\mathcal{S T}}, \Phi\right]=\left[\mathcal{E}_{\mathcal{S} \vee \mathcal{T}}, \Psi\right]=0$.
2. $\mathcal{E}_{\mathcal{T}} \Phi=\Phi \mathcal{E}_{\mathcal{T}}=\mathcal{E}_{\mathcal{T}}$, and $\mathcal{E}_{\mathcal{S}} \Psi=\Psi \mathcal{E}_{\mathcal{S}}=\mathcal{E}_{\mathcal{S}}$.
3. $[\Phi, \Psi]=0$.


Figure 3.2: A physical system's mixed state corresponds to density $\rho$. A typical observer interacts with the system through layers of equipment and perception, which may impart locality, noise, basis restrictions, and other limitations. To account for imperfect access, we model the observer's perceived state by $\Phi(\rho)$. Voltmeter image CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=41945. Photon Source Image by Alyssa Haroldsen - Own work, CC0, https://commons.wikimedia.org/w/index.php?curid=32775941

Let $\Phi_{S}=\Phi \circ \mathcal{E}_{\mathcal{S}}$, and $\Psi_{\mathcal{T}}=\Psi \circ \mathcal{T}$. Then

$$
\begin{align*}
I\left(\Phi_{\mathcal{S}}: \Psi_{\mathcal{T}}\right)_{\rho} & \equiv H\left(\Phi_{\mathcal{S}}(\rho)\right)+H\left(\Psi_{\mathcal{T}}(\rho)\right)-H\left(\Phi \circ \Psi\left(\mathcal{E}_{\mathcal{S} \vee \mathcal{T}}(\rho)\right)\right)-H\left(\mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\rho)\right)  \tag{3.32}\\
& \geq-2 \log \left(F\left(\Phi \circ \Psi(\rho), R_{\Phi_{\mathcal{S}}(\rho), \mathcal{E}_{\mathcal{T}}} \circ \Psi_{\mathcal{T}}(\rho)\right)\right) \geq 0
\end{align*}
$$

$I\left(\Phi_{\mathcal{S}}: \Psi_{\mathcal{T}}\right)_{\rho}$ is monotonic under the transformations $\Phi \rightarrow \Theta \circ \Phi$ and $\Psi \rightarrow \Gamma \circ \Psi$ such that $\Theta \circ \Phi$ and $\Gamma \circ \Psi$ still obey conditions 1-3. In particular,

$$
\begin{equation*}
I\left(\Phi_{\mathcal{S}}: \Psi_{\mathcal{T}}\right)_{\rho}-I\left(\Theta \circ \Phi_{\mathcal{S}}: \Psi_{\mathcal{T}}\right)_{\rho} \geq-2 \log \left(F\left(\mathcal{E}_{\mathcal{S} \vee \mathcal{T}}(\Phi \circ \Psi(\rho)), R_{\mathcal{E}_{\mathcal{S}}(\Phi \circ \Psi(\rho)), \Theta} \circ \Theta\left(\mathcal{E}_{\mathcal{S} \vee \mathcal{T}}(\Phi \circ \Psi(\rho))\right)\right)\right) \tag{3.33}
\end{equation*}
$$

and similarly for $\Psi \rightarrow \Gamma \circ \Psi$, where $R$ is a universal recovery map in the sense of [57, 56].

Remark 3.1. Let $\Phi$ and $\Psi$ be any pair of quantum channels. We may write $\Phi=\Phi \circ \mathcal{E}_{\mathcal{S}}$, and $\Psi=\Psi \circ \mathcal{E}_{\mathcal{T}}$, where $\mathcal{E}_{\mathcal{S}}$ and $\mathcal{E}_{\mathcal{T}}$ are the conditional expectations onto the respective injective envelopes 83] of the output spaces of $\Phi^{\dagger}$ and $\Psi^{\dagger}$. The injective envelope gives the smallest such subalgebras. We may then check if $\Phi, \Psi, \mathcal{S}$, and $\mathcal{T}$ satisfy the conditions of Theorem 3.5. In general, we will get the strongest results from minimal $\mathcal{S}$ and $\mathcal{T}$.

Remark 3.2. We may extend Theorem 3.5 by applying another channel $\Omega: S_{1}(M) \rightarrow S_{1}(M)$ to $\rho$ before all others. This simply replaces $\rho \rightarrow \Omega(\rho)$.

Example 3.1. (Uncertainty Relation with Memory and Noise) Let $\mathcal{X}_{A}$ and $\mathcal{Z}_{A}$ be a pair of mutually unbiased bases with shift generators $X_{A}$ and $Z_{A}$, such that $X_{A} Z_{A}=e^{i \theta} Z_{A} X_{A}$. Let $\Phi(\rho)=(1-p) \rho+$ $p X_{A} \rho X_{A}$, and $\Psi=(1-q) \rho+q Z_{A} \rho Z_{A}$ be dephasing channels. Let $B$ be an auxiliary memory system. We
see that

$$
\begin{align*}
\Phi \circ \Psi(\rho) & =\left((1-p)(1-q) \rho+p(1-q) X_{A} \rho X_{A}\right.  \tag{3.34}\\
& \left.+(1-p) q Z_{A} \rho Z_{A}+p q Z_{A} X_{A} \rho X_{A} Z_{A}\right)=\Psi \circ \Phi(\rho) .
\end{align*}
$$

By substituting $p$ or $q$ with $1 / \mathcal{D},\left[\mathcal{E}_{\mathcal{Z}_{A}}, \Phi\right]=\left[\mathcal{E}_{\mathcal{X}_{A}}, \Psi\right]=0$. We also have that $\mathcal{E}_{\mathcal{X}_{A}} \Phi=\Phi \mathcal{E}_{\mathcal{X}_{A}}=\mathcal{E}_{\mathcal{X}_{A}}$, and $\mathcal{E}_{\mathcal{Z}_{A}} \Psi=\Psi \mathcal{E}_{\mathcal{Z}_{A}}=\mathcal{E}_{\mathcal{Z}_{A}}$. Hence $\Phi$ and $\Psi$ satisfy the conditions of Theorem 3.5. Let $B$ be an auxiliary or memory system, and $\rho^{A B}$ be the full system-memory state. Then

$$
\begin{align*}
& H\left(\Phi_{\mathcal{Z}_{A}} \mid B\right)_{\rho}+H\left(\Psi_{\mathcal{X}_{B}} \mid B\right)_{\rho}-H(\Phi \circ \Psi(\rho))  \tag{3.35}\\
& \quad \geq \log |A|-2 \log F\left(\Phi \circ \Psi(\rho), R_{\Phi \circ \mathcal{E}_{\mathcal{Z}_{A}}(\rho), \mathcal{E}_{\mathcal{X}_{A}}} \circ \Psi \circ \mathcal{E}_{\mathcal{X}_{A}}(\rho)\right)
\end{align*}
$$

via the Petz recovery map, where $H\left(\Phi_{\mathcal{Z}_{A}} \mid B\right)_{\rho}=H\left(\Phi_{\mathcal{Z}_{A}} \otimes \hat{1}^{B}(\rho)\right)-H(B)_{\rho}$. Physically, $\Phi$ is a dephasing in the $\mathcal{X}$ basis, which appears as random shift noise in the $\mathcal{Z}$ basis but has no effect on an already fully $\mathcal{X}$-dephased state or $\mathcal{X}$-basis measurement. Hence $\Phi$ and $\Psi$ each play the role of partially dephasing noise applied to the $\mathcal{Z}$ and $\mathcal{X}$ bases respectively.

While $I\left(\Phi_{\mathcal{S}}: \Psi_{\mathcal{T}}\right)_{\rho}$ is a very general positive and monotonic bipartite information, it requires many assumptions on $\Phi$ and $\Psi$, including that they factor through subalgebras and commute. In [24], Gao, Junge and I derive inequalities on channels without these assumptions. In general, the absence of a commuting square implies the existence of at least some cases with non-positive GCMI. While [24] is more geared toward proving the most general inequality possible, this section focuses on the cases for which we still have a potential operational interpretation in terms of bipartite, individual operations. It naturally leads to Chapter 4 which focuses on the operational interpretations of subalgebraic mutual information. It is through the operational picture that we will see why Theorem 3.5 must hold (see Remark 4.1), so we forgo the proof for now.

### 3.4.1 What Makes Conditional Expectations Special?

Ultimately, the proof that $I(\mathcal{S}: \mathcal{T})_{\rho} \geq 0$ and is monotonic under a reasonable set of operations (as discussed in Chapter 4) comes down to the fact that

$$
I(\mathcal{S}: \mathcal{T})_{\rho}=D^{\mathcal{S}}(\rho)-D^{\mathcal{S}}\left(\rho^{\mathcal{T}}\right)=D^{\mathcal{T}}(\rho)-D^{\mathcal{T}}\left(\rho^{\mathcal{S}}\right)
$$

which follows from the commuting square condition and Lemma 3.5. After that, we may apply data processing either to relate the two terms, or to the first term in either, such as when $\rho$ undergoes a channel $\Phi$ that commutes with $\mathcal{E}_{\mathcal{S}}$ and is absorbed by $\mathcal{E}_{\mathcal{T}}$. A key consequence of Lemma 3.5 is that for any conditional expectation $\mathcal{E}$,

$$
H(\mathcal{E}(\rho))-H(\rho)=D(\rho \| \mathcal{E}(\rho))
$$

In words, the entropy difference between $\rho$ and $\mathcal{E}(\rho)$ is equal to the relative entropy. In general,

$$
H(\Phi(\rho))-H(\rho) \neq D(\rho \| \Phi(\rho))
$$

for an arbitrary channel $\Phi$, and we must require the input and output spaces of $\Phi$ to be the same for the latter to even make sense. Intuitively, a conditional expectation is a special degradation of a quantum state that introduces no rotation of bases, so it naturally guarantees that $\rho$ and $\mathcal{E}(\rho)$ remain comparable. A mathematical notion of "rotation free" might be that $\Phi=\Phi^{\dagger}$ up to normalization under the inner product with respect to the partial trace, which we might interpret further as $\Phi=\mathcal{R}_{\hat{1} / d, \Phi}$, where $\mathcal{R}_{\hat{1} / d, \Phi}$ is the Petz map. A conditional expectation is always its own Petz map. While necessary, this condition is not entirely sufficient. The depolarizing channel (see for instance Equation 7.9) is its own Petz recovery map, but it does not obey the chain rule of relative entropy. We require idempotence as well as self-adjointness, which imposes that the channel be a projector. To fully obtain the chain expansion as in Lemma 3.5, we actually need that the channel restrict to a subalgebra and be a conditional expectation.

In the course of this project, Junge and I spent substantial time trying to generalize to a meaningful notion of $I(\Phi: \Psi)$ for an arbitrary pair of channels $\Phi$ and $\Psi$. A major issue we encountered is the ambiguity in what would constitute a meaningful notion of an intersection or a union between the outputs of two channels. When the channels are conditional expectations to subalgebras given explicitly by generators in a larger joint algebra, it is clear at least in finite dimension how to compute the joint algebra as that generated by the union of generators, and an intersection algebra via a literal intersection of elements. A particular hint came from the equivalence to commutant algebras as in Theorem 3.4, in which it was necessary to use this minimal joint system (not a larger algebra) and maximal intersection (not a smaller algebra). Another hint appeared in deriving the results of Chapter 4, where choosing e.g. a larger-than-necessary joint algebra may break monotonicity of some natural operations. Hence we may guess that if there is a reasonable generalization to other channels, we would expect the joint system to be minimal in some sense, the intersection to be maximal, and that there is some notion of complementarity under which the complements of these would exchange roles.

One exception to the restriction that we consider conditional expectations is the mutual information, as

$$
\begin{equation*}
I(A: B)_{\rho}=D\left(\rho \| \rho^{A} \otimes \rho^{B}\right)=H\left(\rho^{A} \otimes \rho^{B}\right)-H\left(\rho^{A B}\right) \tag{3.36}
\end{equation*}
$$

for a bipartite density $\rho^{A B}$ on $A \otimes B$. While there is no conditional expectation, and in fact no channel mapping $\rho^{A B} \rightarrow \rho^{A} \otimes \rho^{B}$, the mutual information still reduces to a single entropy difference. The product states are not even a convex set. This may hint that there is a generalization beyond subalgebras that does not rely on quantum channels. This is a potential area of future research.

## Chapter 4

## Generalizing Non-Classicality

Several features of quantum physics distinguish it from that of classically stochastic systems. The uncertainty principle is one of these features, in which different potential measurements on a single system cannot simultaneously have definite outcomes. Another of these features is quantum entanglement, which guarantees that distant experiments will obtain correlated outcomes in each of several of these incompatible measurements. Entanglement and uncertainty are two fundamentally quantum phenomena that underpin research areas ranging from high-energy physics to quantum computing.

Quantum entanglement requires separated systems, so unlike the uncertainty principle, there is no way to observe it on quantum systems of dimension 2 or 3 . The uncertainty principle has a simple form on qubits. Here we may construct 3 maximally incompatible measurements as Pauli observables $X, Y, Z$. Any state that would have a definite outcome of one such measurement is maximally random in the others. In contrast, to divide a system into subsystems and demonstrate entanglement requires that its dimension $d$ (or a smaller positive integer, if one projects to a subspace) factor into a product $d_{1} \cdot d_{2}$, where $d_{1}, d_{2}>1$. This is impossible when $d$ is 2 or 3 .

While we cannot factor a 2-dimensional quantum system into subsystems, we still find an analog of entanglement between pairs of incompatible bases. The underlying mathematical idea is that an observable such as $X$ generates an algebra resembling a 2-dimensional, effectively classical probability space. When we compose algebras from two commuting observables of this type, we obtain a 4-dimensional classical space. Combining algebras from two anticommuting observables, such as $X$ and $Z$, yields the matrix algebra associated with one qubit (see Section 2.3.2. Replacing subsystems by subalgebras, we generalize information measures used to quantify correlations, such as the conditional mutual information and squashed entanglement. First, we find that the generalized squashed entanglement can be non-zero between the $X$ and $Z$ bases of a single qubit. Second, we extend the theory of entanglement non-increasing operations (consisting of local operations and classical communication, as in [84) to the subalgebra setting. This extended set of non-increasing operations allows one to convert two basis-split qubits into a pair of entangled qubits.

[^1]In this chapter, we restrict to finite dimension, where Theorem 3.5 is the most general form of GCMI inequality for a pair of commuting, algebraically compatible channels. We saw in Chapter 3 the beginning of a link between inequalities on correlations and quantum uncertainty principles. In this chapter, we expand on this idea by examining the operations under which GCMI does not increase, in analogy to the local operations that never create correlations between subsystems. We will ultimately find operations that do not increase certain measures of non-classicality, but support interconversion between that in an uncertaintybased configuration and the usual notion of quantum entanglement.

In Section 4.1. I describe the interpretation of GCMI as a correlation-like resource. In Section 4.2, I recall resources measures of coherence and asymmetry and relate them to the relative entropy with respect to a subalgebra. In Section 4.3. I describe generalizations of entanglement measures based on GCMI to subalgebraic non-classicality. In Section 4.4. I describe a conversion protocol between subsystem entanglement and the non-classicality measured in an uncertainty relation.

### 4.1 Subalgebraic, Bipartite Correlations as a Resource

First, we construct a resource theory analogous to bipartite local operations (LO), under which CMI does not increase. The main ingredients to any resource theory are:

1. A set of free operations that may consume or convert, but not create the quantity defined as a resource.
2. A set of free states that have zero resource value.
3. One or more monotones, which are zero for free states, non-increasing under free operations, and interpreted as quantifying the resource value of a given state.

See [2] for background on the defining aspects of a resource theory. Resource theories abound in thermodynamics, where one converts and expends reserves of energy to perform heat or work. Another famous resource theory in quantum information is that of entanglement, which is non-increasing under local operations and classical communication. For a bipartite state $\rho^{A B}$, local operations would consist of all channels acting entirely on either $A$ or $B$.

We generalize local operations to individual operations on a pair of algebras:

Definition 4.1 (Individual Operations, based on definitions from [23]). Let $\mathcal{S}, \mathcal{T} \subseteq \mathcal{S} \vee \mathcal{T}$ and $\rho \in S_{1}(\mathcal{S} \vee \mathcal{T})$ be a density. We define an $\mathcal{S}$-operation ( $\mathcal{S}$-op for short) as a sequence of the following:

1. We may extend $\mathcal{S} \rightarrow \mathcal{S} \otimes \mathcal{C}, \mathcal{T} \rightarrow \mathcal{T} \otimes 1, \rho \rightarrow \rho \otimes \sigma^{C}$, for any extra factor $C$ with density $\sigma$.
2. We may transform $\rho \rightarrow \Phi(\rho)$ for any channel $\Phi: S_{1}(\mathcal{S} \vee \mathcal{T}) \rightarrow S_{1}(\mathcal{S} \vee \mathcal{T})$ that is $\mathcal{T}$-preserving up to isometry and satisfies $\left[\Phi, \mathcal{E}_{\mathcal{S}}\right]=0$, without explicitly changing $\mathcal{S}$ or $\mathcal{T}$.
3. We may reduce $\mathcal{S} \rightarrow \tilde{\mathcal{S}}, \rho \rightarrow \mathcal{E}_{\tilde{\mathcal{S}} \vee \mathcal{T}}(\rho)$ without changing $\mathcal{T}$ for $\tilde{\mathcal{S}}$ satisfying $\tilde{\mathcal{S}} \subseteq \mathcal{S}, \mathcal{S} \cap \mathcal{T}=\tilde{\mathcal{S}} \cap \mathcal{T}$, and $\mathcal{E}_{\tilde{\mathcal{S}} \vee \mathcal{T}} \mathcal{E}_{\mathcal{S}}=\mathcal{E}_{\tilde{\mathcal{S}}}$.

We define $\mathcal{T}$-operations analogously.

Directly following, we find:
Theorem 4.1 (based on theorem 2.12 in [23]). Under an $\mathcal{S}$-operation for which $\mathcal{S} \rightarrow \tilde{\mathcal{S}}$ and $\rho \rightarrow \tilde{\rho}$,

$$
\begin{equation*}
I(\mathcal{S}: \mathcal{T})_{\rho} \geq I(\tilde{\mathcal{S}}: \mathcal{T})_{\tilde{\rho}} \tag{4.1}
\end{equation*}
$$

As a consequence, $I$ is non-increasing under any sequence of $\mathcal{S}$-ops and $\mathcal{T}$-ops.
proof of Theorem 4.1. We prove this by showing the monotonicity for each class of operations:

1. We use the additivity of entropy for product states. $H(\mathcal{T})$ and $H(\mathcal{S} \cap \mathcal{T})$ each gain contributions of $\log |C|$, which cancel. $H(\mathcal{S})$ and $H(\mathcal{S} \vee \mathcal{T})$ each gain contributions of $H(\sigma)$, which cancel between them.
2. Under the assumption that $\mathcal{E}_{\mathcal{T}}(\Phi(\rho))=U \mathcal{E}_{\mathcal{T}}(\rho) U^{\dagger}$ for some unitary $U, H(\mathcal{T})_{\rho}=H(\mathcal{T})_{\Phi(\rho)}$ is unchanged. Moreover, by $\left[\Phi, \mathcal{E}_{\mathcal{S}}\right]=0$,

$$
\begin{equation*}
\mathcal{E}_{\mathcal{S} \cap \mathcal{T}}(\Phi(\rho))=\mathcal{E}_{\mathcal{T}} \mathcal{E}_{\mathcal{S}} \Phi(\rho)=\mathcal{E}_{\mathcal{T}} \Phi \mathcal{E}_{\mathcal{S}}(\rho)=U \mathcal{E}_{\mathcal{T} \cap \mathcal{S}}(\rho) U^{\dagger} \tag{4.2}
\end{equation*}
$$

and $H(\mathcal{S} \cap \mathcal{T})_{\rho}=H(\mathcal{S} \cap \mathcal{T})_{\Phi(\rho)}$. For the other two terms $H(\mathcal{S})_{\rho}-H(\mathcal{S} \vee \mathcal{T})_{\rho}=D^{\mathcal{S}}(\rho)$ is non-increasing under $\Phi$ that commutes with $\mathcal{E}_{\mathcal{S}}$.
3. $H(\mathcal{S} \cap \mathcal{T})=H(\tilde{\mathcal{S}} \cap \mathcal{T})$ and $H(\mathcal{T})$ are unchanged. Again by the assumption $\mathcal{E}_{\tilde{\mathcal{S}} \vee \mathcal{T}} \mathcal{E}_{\mathcal{S}}=\mathcal{E}_{\tilde{\mathcal{S}}}$,

$$
H(\mathcal{S})_{\rho}-H(\mathcal{S} \vee \mathcal{T})_{\rho}=D^{\mathcal{S}}(\rho) \geq D\left(\mathcal{E}_{\tilde{\mathcal{S}} \vee \mathcal{T}}(\rho) \| \mathcal{E}_{\tilde{\mathcal{S}} \vee \mathcal{T}}\left(\mathcal{E}_{\mathcal{S}}(\rho)\right)\right) \geq D\left(\mathcal{E}_{\tilde{\mathcal{S}} \vee \mathcal{T}}(\rho) \| \mathcal{E}_{\tilde{\mathcal{S}}}(\rho)\right)
$$

As should be expected, individual operations restrict to local operations if we impose the constraint that $\mathcal{S}, \mathcal{T}$ must be factors. If they overlap, then their intersection becomes an auxiliary system. We thereby recover monotonicity of CMI under local operations. In general, $\mathcal{S}, \mathcal{T}$ need not be subsystems. A canonical
such example is when we choose $\mathcal{S}=\mathcal{X}$, the algebra of observables in the Pauli $\mathcal{X}$ basis, and $\mathcal{T}=\mathcal{Z}$, that in the Pauli $\mathcal{Z}$ basis. In this case we still find that $\mathcal{X} \cap \mathcal{Z}=\mathbb{C}$, so there is no overlap between subsystems. Nonetheless, $\mathcal{X} \vee \mathcal{Z}=\mathcal{H}_{2}$, a qubit Hilbert space.

Remark 4.1. Theorem 4.1 leads directly to Theorem 3.5, as we can rewrite $I\left(\Phi_{\mathcal{S}}: \Psi_{\mathcal{T}}\right)$ as a $I(\mathcal{S}: \mathcal{T})_{\Phi \circ \Psi(\rho)}$, where $\Phi$ and $\Psi$ are individual operations.

We may also denote

$$
\begin{equation*}
I(\mathfrak{S}: \mathfrak{T} \mid \mathcal{S} \cap \mathcal{T}) \equiv I(\mathcal{S}: \mathcal{T}) \tag{4.3}
\end{equation*}
$$

This notation makes it clearer that $I(\mathfrak{S}: \mathfrak{T} \mid \mathcal{S} \cap \mathcal{T})$ does not allow the parties holding $\mathcal{S}$ and $\mathcal{T}$ to modify the intersection, and that $\mathcal{S} \cap \mathcal{T}$ should not be considered shared when studying correlations or operations.

Remark 4.2. The individual operations defined in 4.1 essentially gives the intuition behind and proof for Theorem 3.5, and also suggest why it does not go much further than positivity of GCMI. In particular, we may rewrite

$$
I\left(\Phi_{\mathcal{S}}: \Psi_{\mathcal{T}}\right)_{\rho}=I(\mathcal{S}: \mathcal{T})_{\Phi \Psi(\rho)}
$$

recalling that $\Phi \Psi=\Psi \Phi$. Showing this inequality is a simple matter of applying the commutation and absorption relations assumed by Theorem 3.5. The main reason why this works is that these channels are individual operations.


Figure 4.1: (a) Alice and Bob are two spatially-separated parties. No information written by Alice would be observable to Bob until sufficient time has passed for light to propagate. (b) Alice and Bob are not spatially separated, but their intersection is locked by imposed conditions. Any information written by Alice remains invisible to Bob. Images use LibreOffice clipart.

Definition 4.1 might not be the most general form of operations under which $I(\mathcal{S}: \mathcal{T})_{\rho}$ is monotonic. We could instead attempt to define a notion of individual operations in a game-like setting. Let us consider a set of experiments available to Alice, $\left\{a_{1}, \ldots, a_{n}\right\}$ and respectively to Bob, $\left\{b_{1}, \ldots, b_{m}\right\}$. These might index observables, or operators in a positive operator-valued measurement (POVM). We might then allow Alice and Bob to each perform any operations on the joint system in any order, as long as the other's experiments
cannot tell whether those actions occurred. This guarantees that no communication occurs between Alice and Bob. Unfortunately, it may not entirely ensure monotonicity of GCMI - one could for example imagine that both players start with individual mixed states, but they replace those states by an entangled or correlated pair. What we will see shortly, however, is that we can add some free operations that change the algebras in more interesting ways. In this section, we also note:

Remark 4.3. Some $I$-non-increasing transformations are not really $\mathcal{S}$ and $\mathcal{T}$-operations but change the state and algebra in compensatory ways.

1. $I(\mathcal{S}: \mathcal{T})_{\rho}$ is unchanged under $\rho \rightarrow U \rho U^{\dagger}, \mathcal{S} \rightarrow \tilde{\mathcal{S}}=U \mathcal{S} U^{\dagger}$ and $\mathcal{T} \rightarrow \tilde{\mathcal{T}}=U \mathcal{T} U^{\dagger}$ for any isometry $U$. If $U$-conjugation commutes with $\mathcal{E}_{\mathcal{S}}, \mathcal{E}_{\mathcal{T}}$ and $\mathcal{E}_{\mathcal{S} \vee \mathcal{T}}$, then $\mathcal{S}, \mathcal{T}=\tilde{\mathcal{S}}, \tilde{\mathcal{T}}$, and we may change only the density. These are essentially coordinate changes.
2. $I(\mathcal{S}: \mathcal{T})$ is non-increasing under change of the algebra $\mathcal{T} \rightarrow \tilde{\mathcal{T}}, \rho \rightarrow \rho$ for which $\mathcal{T} \subseteq \tilde{\mathcal{T}}$, $\mathcal{S}$ and $\mathcal{S} \vee \mathcal{T}=\mathcal{S} \vee \tilde{\mathcal{T}}$ are unchanged, and both $\mathcal{T}, \mathcal{S}$ and $\tilde{\mathcal{T}}, \mathcal{S}$ form commuting squares. This locks elements of $\mathcal{S}$ in $\mathcal{S} \cap \mathcal{T}$.
3. Let $\mathcal{S}, \mathcal{T} \subseteq \mathcal{S} \vee \mathcal{T}$ be a commuting square. Let $\mathcal{E}_{\mathcal{R}}$ be a conditional expectation onto a subalgebra $\mathcal{R}$ and $\tilde{\mathcal{S}}$ be another algebra such that $\mathcal{T} \subset \mathcal{R}, \mathcal{R} \cap \mathcal{S}=\mathcal{R} \cap \tilde{\mathcal{S}}$, and $\mathcal{E}_{\mathcal{R}}$ commutes with $\mathcal{E}_{\mathcal{S}}$ and $\mathcal{E}_{\tilde{\mathcal{S}}}$. $I(\mathcal{S}: \mathcal{T})$ is non-increasing under the transformation $\mathcal{S} \rightarrow \tilde{\mathcal{S}}, \rho \rightarrow \mathcal{E}_{\mathcal{R}}(\rho)$ with $\mathcal{T}$ unchanged.

Since Alice and Bob are not in tensor position, the intuitive concept of spatial separation generally need not apply. For example, there is no way to have two parties share complementary bases of a single qubit without co-location. As illustrated in Figure 4.1, we replace spatial separation by secrecy. The individual channel $\Phi$ as in step 2 of Definition 4.1 have the interpretation of obeying the following constraints:

- $\left[\Phi, \mathcal{E}_{\mathcal{S}}\right]=0$ implies all observables in $\mathcal{S}$ and $\mathcal{S} \vee \mathcal{T}$ perceive it as the same channel.
- $\Phi \mathcal{E}_{\mathcal{T}}=\mathcal{E}_{\mathcal{T}} \Phi=\mathcal{E}_{\mathcal{T}}$ implies invisibility to all experiments in $\mathcal{T}$.

The other steps in individual operations, as well as those from Remark 4.3 also forbid communication between an observer with access to $\mathcal{S}$ and one with access to $\mathcal{T}$. At times this may forbid some procedures that would intuitively be available. For example, a pair of observers holding the Pauli observables $\mathcal{X}$ and $\mathcal{Z}$ would each be forbidden from measuring their own observable, which would be sometimes detectable by an observer holding the other. They could however agree that one will drop access to observables in their subalgebra as in step 3 of an individual operation, and the other measures. Local operations are mutually commuting, so they do not require time-ordering, while free operations in more general commuting square settings may
not commute. Even in the usual setting of local operations and classical communication, communication between the parties breaks the commutation of local operations and makes this class much more complicated [85]. In the rest of this chapter, we will see some applications of operations that may consume coordinated shared randomness or classical communication.

### 4.2 Coherence \& Asymmetry

In this section, we return to the original theme of GCMI's positivity as unifying uncertainty-like and correlation-like information measures. First, we define the notation

$$
\begin{equation*}
D^{\mathcal{S}}(\rho)=D\left(\rho \| \mathcal{E}_{\mathcal{S}}(\rho)\right) \tag{4.4}
\end{equation*}
$$

for an algebra $\mathcal{S}$. We recall the relative entropy of coherence for a density $\rho$ as defined in [86] is actually given as $D^{\mathcal{X}}(\rho)$ for an algebra $\mathcal{X}$ that corresponds to a measurement basis. The relative entropy of coherence is a resource monotone under several sets of operations [87. Similarly, when $\mathcal{S}$ is the fixed point algebra of a group action such that

$$
\mathcal{E}_{\mathcal{S}}=\int g \rho g^{\dagger} d g
$$

for some group elements $g \in G$ and for which $d g$ is the Haar or effectively uniform measure, then $D^{\mathcal{S}}$ has the interpretation of the Holevo asymmetry measure, or relative entropy of asymmetry [88, 89, 90, We also have that for a bipartite density $\rho^{A B}$,

$$
D^{\mathcal{A}}(\rho)=\log |B|-H(B \mid A) .
$$

We may think of the relative entropy of coherence as corresponding to a states asymmetry with respect to a given basis. We may think of the conditional entropy as closely connected to a state's asymmetry with respect to observables on one subsystem. Hence we may again re-interpret algebraic SSA or (equivalently) positivity of GCMI as subadditivity of asymmetry. The form in Equation (3.3) makes this especially apparent.

Finally, when $\mathcal{S} \subseteq \mathcal{M}, D\left(\mathcal{E}_{\mathcal{M}}(\rho) \| \mathcal{E}_{\mathcal{S}}(\rho)\right)$ has parallels with the relative entropy between channels, $D(\Phi(\rho) \| \Psi(\rho))=\sup _{\rho} D(\Phi(\rho) \| \Psi(\rho))$ as in [91, 92, 93, which maximizes over all possible states and may add an arbitrary auxiliary system in the supremum. In [25] with Li Gao and Marius Junge, we study the special case $D(\mathcal{M} \| \mathcal{S})=\sup _{\rho} D\left(\mathcal{E}_{\mathcal{M}}(\rho) \| \mathcal{E}_{\mathcal{S}}(\rho)\right)$.

### 4.3 Subalgebraic, Bipartite Non-Classicality as a Resource

Many prior efforts have attempted to combine quantum coherence with quantum entanglement. Simultaneous work by Chitambar and Hsieh [94] and by Streltsov et. al. 95] considers a restrictive resource theory of local, incoherent operations and classical communication - in other words, at least one party in these scenarios can neither transmit nor receive quantum information, nor rotate local states out of a single preferred basis. Previous work has investigated the role of discord and entanglement measures in quantifying coherence [96, 97, 98, 99, 100, 101, 102, 103. Luo and Sun have considered the relationship between coherence and uncertainty [104, and Hu and Fan further address the relationship between basis incompatibility, coherence and correlations [105]. Singh et. al. define an uncertainty relation for coherence 62].

A primary form of precedent for the results herein are the notions of "Generalized Local Operations" and related generalization of entanglement as studied in [106, 107, 108, 109]. These approaches focus on the problem of defining entanglement between indistinguishable particles having non-trivial spin statistics. If we for instance take a pair of qubit fermions in spin states $|0\rangle,|1\rangle$ and respective positions $\left|x_{1}\right\rangle,\left|x_{2}\right\rangle$, we would properly represent them in a Fock space with creation and annihilation operators. It is common however to treat each particle in a fixed-number state as though it were a subsystem, writing the state

$$
\frac{1}{\sqrt{2}}\left(\left|0, x_{1}\right\rangle \otimes\left|1, x_{2}\right\rangle-\left|1, x_{2}\right\rangle \otimes\left|0, x_{1}\right\rangle\right)
$$

The antisymmetric state formally looks entangled between the two particles, but this is widely regarded as illusory and spurious. This form of "entanglement" formally appears between fermions that are spatially separated and do not appear to have interacted with each other, and it does not confer any measurable quantum effects between the regions containing these particles. The aforementioned works replace subsystems by projectors to subspaces, which allow them to consider the "states" of individual particles without artificial, unphysical entanglement appearing.

Our formalism is similar to those of 106 but with a few key distinctions. First, we restrict our attention to subalgebras, rather than subsystems, obtaining additional theorems at the price of specificity. Second, and more substantially, our goals differ. We do not focus on the formal challenges of modeling identical particles. Rather, our goal is to explain and interpret some apparent connections between entanglement and uncertainty that arise in the algebraic setting. These seem to fundamentally connect several quintessential phenomena in quantum mechanics.

The role of spatial separation in entanglement has been a matter of historical ambiguity. In the strictest sense, entanglement exists only between spatially separated systems. The relativistic lightspeed limit pre-
vents instantaneous information exchange about local measurements on spatially separated systems. Hence non-classical correlations between spatially separated systems distinguish entanglement from alternative explanations [15]. Less strict interpretations of entanglement have considered distinct aspects of a single particle to be entangled with each other. The polarization of a single photon may, for instance, entangle with its location or frequency [110]. A further class of theories have extended more general definitions of entanglement [106, 108, 109, 37] to situations in which discernible subsystems cannot be identified. These varied definitions of entanglement all involve dividing a system into parts, but they differ on what constitutes a valid division.

Prior work like this and Example 4.1 shows that there is precedent for thinking of quantum entanglement in contexts other than spatially-separated systems. While traditional notions of entanglement have it closely connected to non-locality, neither spatial separation nor tensor products of Hilbert spaces are strictly necessary to observe entanglement-like phenomena.

Example 4.1 (Entanglement Between Degrees of Freedom). While many areas of quantum information by default assign a single aspect of each quantum particle a qubit or qudit degree of freedom (e.g. spin for matter, polarization for photons), quantum particles often have multiple aspects with states specified by quantum degrees of freedom with various dimensions. For example, a single photon carries not only a polarization qubit, but some continuous degrees of freedom corresponding to its position and energy, and a discrete but potentially infinite space of orbital angular momentum. Formally, we might denote the Hilbert space of 1-photon states as

$$
\mathcal{H}_{p o l} \otimes \mathcal{H}_{o r b} \otimes \mathcal{H}_{c t s} \otimes \ldots
$$

Due to this tensor product structure, states on $\mathcal{H}_{p o l} \otimes \mathcal{H}_{\text {orb }}$ can appear formally entangled. The nature of the photon requires that these degrees of freedom be co-localized, and there is no way to create spatial separation. Nonetheless, "entanglement" between degrees of freedom of single photons appears frequently in optical experiments [111, 112]. The concept of hybrid entanglement combines inter-particle and intraparticle "entanglement." Some of the literature [113, 114] describes these aspects, particularly in optics, as manifesting a classical version of or analog to entanglement.

We define a generalized non-classicality analogous to the squashed entanglement as defined in [115],

$$
\begin{equation*}
E_{s q}(A: B)_{\rho} \equiv \inf _{\tilde{\rho}^{A B C}: \tilde{\rho}^{A B}=\rho^{A B}} I(A: B \mid C)_{\tilde{\rho}} \tag{4.5}
\end{equation*}
$$

The squashed entanglement quantifies non-classical correlation between subsystems as the minimal CMI over all possible environments. We may extend this to algebras, using GCMI:

Definition 4.2 (Squashed GCMI, definition 2.15 from [23]). Let $\mathcal{S}, \mathcal{T}$ form a commuting square such that $\mathcal{S} \cap \mathcal{T}=\mathbb{C} 1$. We define the squashed mutual information as

$$
\begin{equation*}
I_{s q}(\mathcal{S}: \mathcal{T})_{\rho} \equiv \frac{1}{2} \inf _{\tilde{\mathcal{S}}, \tilde{\mathcal{T}} ; \tilde{\rho} \in S_{1}(\tilde{\mathcal{S}} \vee \tilde{\mathcal{T}})} I(\tilde{\mathcal{S}}: \tilde{\mathcal{T}})_{\tilde{\rho}} \tag{4.6}
\end{equation*}
$$

where the minimization is constrained such that:

- $\tilde{\mathcal{S}}, \tilde{\mathcal{T}} \subseteq \tilde{\mathcal{S}} \vee \tilde{\mathcal{T}}$ form a commuting square in finite dimension.
- $\tilde{\mathfrak{S}}=\tilde{\mathcal{S}} \cap(\tilde{\mathcal{S}} \cap \tilde{\mathcal{T}})^{\prime}=\mathcal{S}$, and $\tilde{\mathfrak{T}}=\tilde{\mathcal{T}} \cap(\tilde{\mathcal{S}} \cap \tilde{\mathcal{T}})^{\prime}=\mathcal{T}$.
- $\tilde{\rho}$ is a density on $\tilde{\mathcal{S}} \vee \tilde{\mathcal{T}}$ such that $\mathcal{E}_{\tilde{\mathfrak{E}} \vee \tilde{\mathfrak{T}}}(\tilde{\rho})=\rho$.

Remark 4.4. Were $\tilde{\mathcal{S}} \cap \tilde{\mathcal{T}}$ to contain a non-trivial commutative subalgebra, it would appear in $\tilde{\mathfrak{S}}$ and $\tilde{\mathfrak{T}}$, but this cannot happen when $\tilde{\mathfrak{S}} \cap \tilde{\mathfrak{T}}=\mathcal{S} \cap \mathcal{T}=\mathbb{C}$. Hence

$$
\begin{equation*}
I_{s q}(\mathcal{S}: \mathcal{T})_{\rho}=\frac{1}{2} \inf _{C ; \tilde{\rho} \in S_{1}((\mathcal{S} \vee \mathcal{T}) \otimes \mathcal{C})} I(\mathcal{S} \otimes \mathcal{C}: \mathcal{T} \otimes \mathcal{C})_{\tilde{\rho}} \tag{4.7}
\end{equation*}
$$

with the minimization constrained such that $\operatorname{tr}_{C}(\tilde{\rho})=\rho$. It is not clear how $\tilde{\mathcal{S}}$ and $\tilde{\mathcal{T}}$ would interact with any non-trivial $\mathcal{S} \cap \mathcal{T}$, so we restrict to the case where there is no overlap.

Definition 4.3 (Convex Roof GCMI, definition 2.17 from [23]). Let $\mathcal{S}, \mathcal{T}$ form a commuting square with density $\rho$ such that $\mathcal{S} \cap \mathcal{T}=\mathbb{C} 1$. We define the following convex roof measure,

$$
\begin{equation*}
I_{\text {conv }}(\mathcal{S}: \mathcal{T})_{\rho} \equiv \frac{1}{2} \inf _{\left\{\left(p_{x}, \rho_{x}\right)\right\}} \sum_{x} p_{x} I(\mathcal{S}: \mathcal{T})_{\rho_{x}}=\inf _{\tilde{\rho} \in(\mathcal{S} \vee \mathcal{T}) \otimes \mathcal{X}} I(\mathcal{S} \otimes \mathcal{X}: \mathcal{T} \otimes \mathcal{X})_{\tilde{\rho}} \tag{4.8}
\end{equation*}
$$

where the infimum runs all finite family of densities $\rho_{x} \in S_{1}(\mathcal{S} \vee \mathcal{T})$ and probability distributions $\left\{p_{x}\right\}$ such that $\rho=\sum_{x} p_{x} \rho_{x}$, or equivalently the extension $\tilde{\rho}=\sum_{x} p_{x} \rho_{x} \otimes|x\rangle\langle x|$ over $(\mathcal{S} \vee \mathcal{T}) \otimes \mathcal{X}$.

We next show some properties of $I_{s q}$ and $I_{c o n v}$ :

Proposition 4.1 (Proposition 2.21 from [23]). Let $\mathcal{S}, \mathcal{T} \subset \mathcal{S} \vee \mathcal{T}$ form a commuting square with $\mathcal{S} \cap \mathcal{T}=\mathbb{C} 1$.
Then
i) $I_{s q}$ and $I_{c o n v}$ are convex in $\rho$. Hence they attain maximum values on pure states.
ii) If $\rho$ is pure, then $I_{\text {conv }}(\mathcal{S}: \mathcal{T})_{\rho}=I_{\text {sq }}(\mathcal{S}: \mathcal{T})_{\rho}=\frac{1}{2} I(\mathcal{S}: \mathcal{T})_{\rho}$.
iii) $I_{s q}$ and $I_{c o n v}$ are continuous with respect to trace distance in $\rho$.
iv) $I_{s q}(\mathcal{S}: \mathcal{T})_{\rho} \leq I_{\text {conv }}(\mathcal{S}: \mathcal{T})_{\rho}$.
v) When $\mathcal{S}, \mathcal{T}$ are in tensor position $\mathcal{S} \otimes \mathcal{T}, \rho$ is separable if $I_{s q}(\mathcal{S}: \mathcal{T})_{\rho}$ or $I_{\text {conv }}(\mathcal{S}: \mathcal{T})_{\rho}$ is 0 .
$I_{s q}$ has an additional property generalizing superadditivity of squashed entanglement:
vi) Let $\mathcal{S}_{i}, \mathcal{T}_{i}=\mathcal{S}_{i} \vee \mathcal{T}_{i}$ be commuting square for each $i \in 1, \cdots, n$. Then $\mathcal{S}=\otimes_{i=1}^{n} \mathcal{S}_{i}, \mathcal{T}=\otimes_{i=1}^{n} \mathcal{T}_{i}$ form a commuting square in $\mathcal{M}=\otimes_{i=1}^{n}\left(\mathcal{S}_{i} \vee \mathcal{T}_{i}\right)$, and

$$
\sum_{i} I_{s q}\left(\mathcal{S}_{i}: \mathcal{T}_{i}\right)_{\mathcal{E}_{\mathcal{M}_{i}}(\rho)} \leq I_{s q}(\mathcal{S}: \mathcal{T})_{\rho}
$$

The equality is achieved for all product states $\rho=\otimes_{i=1}^{n} \rho_{i}$ such that $\rho_{i} \in S_{1}\left(\mathcal{M}_{i}\right)$. Consequently, if $\mathcal{S}=\mathcal{S}_{1} \otimes \mathcal{S}_{2}$, and $\mathcal{T}=\mathcal{T}_{1} \otimes \mathcal{T}_{2}$, then $I_{s q}(\mathcal{S}: \mathcal{T})_{\rho} \geq I_{s q}\left(\mathcal{S}_{1}: \mathcal{T}_{1}\right)_{\rho}$.

Proof of Proposition 4.1, based on proof from [23]. We assume that $\mathcal{M}$ is a minimal matrix algebra such that $\mathcal{S} \vee \mathcal{T} \subset \mathcal{M}$. We will write $I_{*}$ when the given statement would be true for both $I_{s q}$ and $I_{\text {conv }}$.
i) Let $\rho=\sum_{x} p_{x} \rho_{x}$ be a convex combination. Then

$$
\begin{equation*}
I_{*}(\mathcal{S}: \mathcal{T})_{\rho} \leq \frac{1}{2} \inf _{\left\{\tilde{\rho}_{x}\right\}, \mathcal{C}} I(\mathcal{S} \otimes \mathcal{C} \otimes \mathcal{X}: \mathcal{T} \otimes \mathcal{C} \otimes \mathcal{X})_{\tilde{\rho}}=\sum_{x} p_{x} I_{*}(\mathcal{S}: \mathcal{T})_{\rho_{x}} \tag{4.9}
\end{equation*}
$$

where each $\tilde{\rho_{x}}$ is an extension of $\rho_{x}$, since the extensions considered herein are a subset of those considered by $I_{*}(\mathcal{S}: \mathcal{T})_{\rho}$.
ii) The extension of a pure state $\rho \in \mathcal{S} \vee \mathcal{T}$ can only be a tensor product $\rho \otimes \sigma$. By additivity of entropy of tensored densities,

$$
\begin{aligned}
& I(\mathcal{S} \otimes \mathcal{C}: \mathcal{T} \otimes \mathcal{C})_{\rho \otimes \sigma} \\
& =H(\mathcal{S} \otimes \mathcal{C})_{\rho \otimes \sigma}+H(\mathcal{T} \otimes \mathcal{C})_{\rho \otimes \sigma}-H((\mathcal{S} \vee \mathcal{T}) \otimes \mathcal{C})_{\rho \otimes \sigma}-H((\mathcal{S} \cap \mathcal{T}) \otimes \mathcal{C})_{\rho \otimes \sigma} \\
& =H(\mathcal{S})_{\rho}+H(\mathcal{T})_{\rho}-H(\mathcal{S} \vee \mathcal{T})_{\rho}-H(\mathcal{S} \cap \mathcal{T})_{\rho}=I(\mathcal{S}: \mathcal{T})_{\rho}
\end{aligned}
$$

iii) We have the following quantitative estimates: if $\|\rho-\eta\|_{1} \leq \epsilon<1$, then

$$
\begin{align*}
& \left|I_{s q}(\mathcal{S}: \mathcal{T})_{\rho}-I_{s q}(\mathcal{S}: \mathcal{T})_{\eta}\right| \leq 12 \sqrt{\epsilon} \log |\mathcal{M}|+3(1+2 \sqrt{\epsilon}) h\left(\frac{1}{1+2 \sqrt{\epsilon}}\right)  \tag{4.10}\\
& \left|I_{\text {conv }}(\mathcal{S}: \mathcal{T})_{\rho}-I_{\text {conv }}(\mathcal{S}: \mathcal{T})_{\eta}\right| \leq 6 \sqrt{\epsilon} \log |\mathcal{M}|+3(1+2 \sqrt{\epsilon}) h\left(\frac{1}{1+2 \sqrt{\epsilon}}\right) \tag{4.11}
\end{align*}
$$

where $h(p)=-p \log p-(1-p) \log (1-p)$ is the binary entropy function and $|\mathcal{M}|$ is the dimension of $\mathcal{M}$.

The proof follows the original argument in [115] for squashed entanglement. Note that

$$
\begin{align*}
I_{s q}(\mathcal{S}: \mathcal{T})_{\rho} & =\inf _{\mathcal{C}, \tilde{\rho}}\left(H(\mathcal{S C})_{\tilde{\rho}}+H(\mathcal{T C})_{\tilde{\rho}}-H((\mathcal{S} \vee \mathcal{T}) \mathcal{C})_{\tilde{\rho}}-H(\mathcal{C})_{\tilde{\rho}}\right)  \tag{4.12}\\
& =\inf _{\mathcal{C}, \sigma}\left(H(\mathcal{M} \mid \mathcal{C})_{\mathcal{E}_{\mathcal{S C}}(\tilde{\rho})}+H(\mathcal{M} \mid \mathcal{C})_{\mathcal{E}_{\mathcal{T}( }(\tilde{\rho})}-H(\mathcal{M} \mid \mathcal{C})_{\mathcal{E}_{(\mathcal{S} \vee \mathcal{T}) \mathcal{C}}(\tilde{\rho})}\right)
\end{align*}
$$

Here $H(\mathcal{M} \mid \mathcal{C})$ is an ordinary conditional entropy. Without loss of generality, we assume that $I_{s q}(\mathcal{S}: \mathcal{T})_{\rho} \leq$ $I_{s q}(\mathcal{S}: \mathcal{T})_{\eta}$. We first choose purifications $\rho^{M}=\operatorname{tr}_{M^{\prime}}\left(|\psi\rangle\left\langle\left.\psi\right|^{M M^{\prime}}\right)\right.$ and $\eta^{M}=\operatorname{tr}_{M^{\prime}}\left(|\phi\rangle\left\langle\left.\phi\right|^{M M^{\prime}}\right)\right.$, such that $\||\psi\rangle\langle\psi|-|\phi\rangle\langle\phi| \|_{1} \leq 2 \sqrt{\epsilon}$. For any extension $\tilde{\eta}^{M C}$, let $\Lambda: M^{\prime} \rightarrow C$ be a quantum operation such that $\left(\hat{1}^{M} \otimes \Lambda\right)(|\psi\rangle\langle\psi|)=\tilde{\eta}^{M C}$. Let $\tilde{\rho}=\left(\hat{1}^{M} \otimes \Lambda\right)(|\phi\rangle\langle\phi|)$. Then $\left\|\tilde{\rho}^{M C}-\tilde{\eta}^{M C}\right\|_{1} \leq 2 \sqrt{\epsilon}$ by monotonicity of the trace distance under quantum operations. We then apply the Alicki-Fannes inequality (see Equation 2.13) to each term in Equation 4.12, yielding

$$
\begin{equation*}
\left|I(\mathcal{S C}: \mathcal{T C})_{\tilde{\rho}}-I\left(\mathcal{S}^{\prime} \mathcal{C}: \mathcal{T}^{\prime} \mathcal{C}\right)_{\tilde{\eta}}\right| \leq 12 \sqrt{\epsilon} \log |M|+3(1+2 \sqrt{\epsilon}) h\left(\frac{1}{1+2 \sqrt{\epsilon}}\right) \tag{4.13}
\end{equation*}
$$

Then the 4.10 follows from that $I_{s q}(\mathcal{S}: \mathcal{T})_{\rho} \leq \frac{1}{2} I(\mathcal{S C}: \mathcal{T C} \subseteq \mathcal{S} \vee \mathcal{T C})_{\tilde{\rho}}$ and $\tilde{\sigma}$ is arbitrary. $I_{\text {conv }}$ admits similar extension definition of $I_{s q}$, where the extended system $\mathcal{C}$ is restricted to a classical system $\mathcal{X}$. We may thereby apply the same argument, but with the slightly better estimates on classically conditioned entropies. iv) follows from the definition, as

$$
I_{s q}(\mathcal{S}: \mathcal{T})_{\rho}=\frac{1}{2} \inf _{\tilde{\rho}, \mathcal{C}} I(\mathcal{S} \otimes \mathcal{C}: \mathcal{T} \otimes \mathcal{C})_{\tilde{\rho}} \leq \frac{1}{2} \inf _{\tilde{\rho}, \mathcal{X}} I(\mathcal{S} \otimes \mathcal{X}: \mathcal{T} \otimes \mathcal{X})_{\tilde{\rho}}=I_{\text {conv }}(\mathcal{S}: \mathcal{T})_{\rho}
$$

where $\mathcal{X}$ is constrained to be classical, but $\mathcal{C}$ is a matrix algebra.
vii) Let $\mathcal{A}, \mathcal{B}$ be matrix algebras such that $\mathcal{S} \subset \mathcal{A}, \mathcal{T} \subset \mathcal{B}$ and $\mathcal{S} \otimes \mathcal{T} \subset \mathcal{A} \otimes \mathcal{B}$. Suppose $I_{s q}(\mathcal{S}: \mathcal{T})_{\rho}=$ $I_{s q}(A: B)_{\rho} \leq \epsilon$. Then by the faithfulness bounds in [116, 117, there exists a separable state $\sigma^{A B}$ such that $\|\rho-\sigma\| 1 \leq 3.1|B| \sqrt[4]{\epsilon}$, and (possibly different) separable $\eta^{A B}$ such that $\|\rho-\eta\|_{2} \leq 12 \sqrt{\epsilon}$. Note that the conditional expectation is a contraction in trace norm. Then we have

$$
\left\|\rho-\mathcal{E}_{\mathcal{S} \otimes \mathcal{T}}(\sigma)\right\|_{1} \leq\left\|\mathcal{E}_{\mathcal{S} \otimes \mathcal{T}}(\rho)-\mathcal{E}_{\mathcal{S} \otimes \mathcal{T}}(\sigma)\right\|_{1} \leq \min \{3.1|B| \sqrt[4]{\epsilon}, 12 \sqrt{|A||B| \epsilon}\}
$$

where $\mathcal{E}_{\mathcal{S} \otimes \mathcal{T}}(\sigma)=\mathcal{E}_{\mathcal{S}} \otimes \mathcal{E}_{\mathcal{T}}(\sigma)$ is separable. That $I_{\text {conv }}=0$ implies separability follows from iv). Via the techniques updated in Chapter 6, we may obtain a bound of quadratic root order. By using the same argument with Proposition 1 in [117, we obtain a dimension-independent bound that when $I_{\text {conv }}(\mathcal{S}: \mathcal{T})_{\rho} \leq \epsilon$, $\|\rho-\sigma\|_{1} \leq 2 \sqrt{\log 2 \epsilon}$ for some separable $\sigma$.
vi) follows from a chain rule of $I(\mathcal{S}, \mathcal{T})$ proved in [23].
$I_{s q}$ and $I_{c o n v}$ are non-increasing under an expanded set of operations, analogous to local operations and classical communication:

Theorem 4.2 (Individual Operations \& Classical Communication, based on results in [23]). Let $\mathcal{S}, \mathcal{T} \subseteq \mathcal{S} \vee \mathcal{T}$ be a commuting square and $\rho \in S_{1}(\mathcal{S} \vee \mathcal{T})$ be a density. $I_{s q}$ and $I_{\text {conv }}$ are non-increasing under the following operations.

1. Individual $\mathcal{S}$ - and $\mathcal{T}$-operations: more generally, if an operation $\mathcal{S} \rightarrow \tilde{\mathcal{S}}, \mathcal{T} \rightarrow \tilde{\mathcal{T}}, \rho \rightarrow \tilde{\rho}$ remains $I$ -non-increasing for its all extensions $\mathcal{S} \otimes \mathcal{C} \rightarrow \tilde{\mathcal{S}} \otimes \mathcal{C}, \mathcal{T} \otimes \mathcal{C} \rightarrow \tilde{\mathcal{T}} \otimes \mathcal{C}, \sigma(S \vee T) \otimes \mathcal{C}$ for any $\mathcal{C}$ and $\sigma$ in $(S \vee T) \otimes \mathcal{C}$, then it does not increase $I_{s q}$ or $I_{\text {conv }}$. Such operations include those in Remark 4.3 as well as individual operations.
2. Classical communication: Let $\mathcal{C}$ be a system such that $\mathcal{S} \otimes \mathcal{C}, \mathcal{T}$ form a commuting square. $I_{\text {sq }}$ and $I_{\text {conv }}$ are non-increasing under the transformation $\mathcal{S} \otimes \mathcal{C} \rightarrow \mathcal{S}, \mathcal{T} \rightarrow \mathcal{T} \otimes \mathcal{C}, \rho \rightarrow \hat{1} \otimes \mathcal{E}_{\mathcal{X}}(\rho)$ for any basis $\mathcal{X}$ of $C$.

They are also non-increasing under some other kinds of operations, which primarily affect algebras. That these operations have no obvious, non-trivial analogs in usual local operations and classical communication most likely follows from the fact that they make compensatory changes to the state and algebra. In the setting of subsystems, we rarely if ever change the algebras other than by appending or removing subfactors.

Theorem 4.3 (Operations Changing States with Algebras, based on results in [23]). Let $\mathcal{S}, \mathcal{T} \subseteq \mathcal{S} \vee \mathcal{T}$ be a commuting square and $\rho \in S_{1}(\mathcal{S} \vee \mathcal{T})$ be a density. $I_{s q}$ and $I_{\text {conv }}$ are non-increasing under the following operations.
3. Covariant Averaging: Let $\Psi(\rho)=\int_{G} g \rho g^{\dagger} d \mu(g)$ be a channel and $G$ a unitary subgroup with probability measure $\mu$. If $g \in G$ commutes with $\mathcal{E}_{\mathcal{S}}, \mathcal{E}_{\mathcal{T}}$ and $\mathcal{E}_{\mathcal{S} \vee \mathcal{T}} \mu$-almost surely, then $I_{s q}$ and $I_{\text {conv }}$ are nonincreasing under $\rho \rightarrow \Psi(\rho)$.
4. State-Compatible Algebra Changes: Let $\mathcal{E}_{\mathcal{R}}$ be a conditional expectation to a subalgebra $\mathcal{R} \subset \mathcal{S} \vee \mathcal{T}$ given by a covariant averaging defined above. Let $\tilde{\mathcal{S}}$ and $\tilde{\mathcal{T}}$ be two subalgebras forming a commuting square with $\tilde{\mathcal{S}} \vee \tilde{\mathcal{T}}=\mathcal{S} \vee \mathcal{T}$ and $\mathcal{R}$ form a commuting square for each of $\tilde{\mathcal{S}}, \tilde{\mathcal{T}}$. Assume that $\mathcal{S} \cap \mathcal{R}=$ $\tilde{\mathcal{S}} \cap \mathcal{R}, \mathcal{T} \cap \mathcal{R}=\tilde{\mathcal{T}} \cap \mathcal{R}$ and $\tilde{\mathcal{S}} \cap \tilde{\mathcal{T}} \cap \mathcal{R}=\mathcal{S} \cap \mathcal{T} \cap \mathcal{R}$. Then $I_{\text {sq }}$ and $I_{\text {conv }}$ is non-increasing under the operation $\mathcal{S} \rightarrow \tilde{\mathcal{S}}, \mathcal{T} \rightarrow \tilde{\mathcal{T}}, \rho \rightarrow \mathcal{E}_{\mathcal{R}}(\rho)$.

Proof of Theorems 4.2 88 4.3, from [23]. 1. Recall that

$$
\begin{equation*}
I_{*}(\mathcal{S}: \mathcal{T})_{\rho}=\inf _{\sigma, C} \frac{1}{2}\left(H(\mathcal{S} \otimes \mathcal{C})_{\sigma}+H(\mathcal{T} \otimes \mathcal{C})_{\sigma}-H((\mathcal{S} \vee \mathcal{T}) \otimes \mathcal{C})_{\sigma}-H(\mathcal{C})_{\sigma}\right) \tag{4.14}
\end{equation*}
$$

where $I_{*} \in\left\{I_{s q}, I_{\text {conv }}\right\}$ with the infimum subject to corresponding constraints. Assume a transformation $\rho \rightarrow \tilde{\rho}, \mathcal{S} \rightarrow \tilde{\mathcal{S}}$ and $\mathcal{T} \rightarrow \tilde{\mathcal{T}}$ is $I$-non-increasing, and extends to an $I$-non-increasing transformation $\mathcal{S} \otimes \mathcal{C} \rightarrow \tilde{\mathcal{S}} \otimes \mathcal{C}, \mathcal{T} \otimes \mathcal{C} \rightarrow \tilde{\mathcal{T}} \otimes \mathcal{C}, \sigma^{(\mathcal{S} \vee \mathcal{T}) \otimes \mathcal{C}} \rightarrow \tilde{\sigma}(\mathcal{S} \vee \mathcal{T}) \otimes \mathcal{C}$ that is also $I$-non-increasing for any extension $\sigma^{(\mathcal{S} \vee \mathcal{T})}$ of $\rho$, preserving the constraints of $I_{*}$. Then $\frac{1}{2} I(\mathcal{S} \otimes \mathcal{C}: \mathcal{T} \otimes \mathcal{C})_{\sigma} \geq \frac{1}{2} I(\tilde{\mathcal{S}} \otimes \mathcal{C}: \tilde{\mathcal{T}} \otimes \mathcal{C})_{\tilde{\sigma}}$ under the extended transformation. The latter is a candidate in the infimum within $I_{*}(\tilde{\mathcal{S}}: \tilde{\mathcal{T}})_{\tilde{\rho}}$. We may easily check that individual operations and those in Remark 4.3 extend this way for $I_{*}$.
2. For classical communication $\rho \rightarrow i d \otimes \mathcal{E}_{\mathcal{X}}(\rho), \mathcal{S} \otimes \mathcal{C} \rightarrow \mathcal{S}, \mathcal{T} \rightarrow \mathcal{T} \otimes \mathcal{C}$, we proceed in the following steps:
(a) By Remark 4.3 (3) and noting that $\mathcal{E}_{(\mathcal{S} \otimes \mathcal{X}) \vee \mathcal{T}}$ is an $\mathcal{S} \otimes \mathcal{C}$-operation, we transform $\mathcal{S} \otimes \mathcal{C} \rightarrow$ $\mathcal{S} \otimes \mathcal{X}, \rho \rightarrow \mathcal{E}_{(\mathcal{S} \otimes \mathcal{X}) \vee \mathcal{T}}(\rho)$.
(b) We transform $\mathcal{T} \otimes \mathcal{C} \rightarrow \mathcal{T} \otimes \mathcal{X}$ as per Remark 4.3, so that $\mathcal{X}$ appears in the intersection algebra. We have that

$$
\begin{equation*}
I_{*}(\mathcal{S X}: \mathcal{T})_{\rho} \leq \frac{1}{2} \inf _{\tilde{\rho}, \mathcal{D}} I(\mathcal{S} \otimes \mathcal{X} \otimes \mathcal{D}, \mathcal{T} \otimes \mathcal{X} \otimes \mathcal{D})_{\rho} \tag{4.15}
\end{equation*}
$$

(c) We transform $\mathcal{S} \otimes \mathcal{X} \rightarrow \mathcal{S}$, again candidate-wise in the infimum. This is allowed, because $I_{*}$ may add a copy of $X$ to the extending system. In doing so, the extra copy of $\mathcal{X}$ in $\mathcal{T} \otimes \mathcal{X}$ and $\mathcal{S} \vee(\mathcal{T} \otimes \mathcal{X})$ has no effect on entropies, since it's a completely correlated classical copy. Hence this enlarges the set of infimum candidates, lowering $I_{*}$.
(d) We apply Remark 4.3 (3) again, this time noting that $\mathcal{E}_{\mathcal{S} \vee(\mathcal{T} \otimes \mathcal{X})}$ is a $\mathcal{T} \otimes \mathcal{X}$-operation, transforming $\mathcal{T} \otimes \mathcal{X} \rightarrow \mathcal{T} \otimes \mathcal{C}, \rho \rightarrow \mathcal{E}_{\mathcal{S} \vee(\mathcal{T} \otimes \mathcal{X})}(\rho)$.

This sequence of free operations yields the desired configuration.
3. For covariant averaging, let $C$ be the auxiliary system in the extension. For each $U$ in the averaging form of $\Phi$, we write $U \otimes 1_{C}$ as the unitary on the extended system. Since $\mathcal{E}_{\mathcal{S}}$ extends to $\mathcal{E}_{\mathcal{S} \otimes \mathcal{C}}=\mathcal{E}_{\mathcal{S}} \otimes i d_{\mathcal{C}}$, it still commutes with conjugation by $U \otimes 1_{C}$ and similarly for $\mathcal{E}_{\mathcal{T} \otimes \mathcal{C}}, \mathcal{E}_{\mathcal{S} \vee \mathcal{T} \otimes \mathcal{C}}$ and $\mathcal{E}_{(\mathcal{S} \cap \mathcal{T}) \otimes \mathcal{C}}$. Then $I(\mathcal{S C}: \mathcal{T C})_{(U \otimes 1) \tilde{\rho}\left(U^{\dagger} \otimes 1\right)}=I(\mathcal{S C}: \mathcal{T C})_{\tilde{\rho}}$ for each $U$. For each $\tilde{\rho}$ in the optimization of $I_{*}(\mathcal{S}: \mathcal{T})_{\rho}$, $I_{*}(\mathcal{S}: \mathcal{T})_{U \rho U^{\dagger}}$ achieves the same value with the extension $(U \otimes 1) \tilde{\rho}\left(U^{\dagger} \otimes 1\right)$. Hence we further have
$I_{*}(\mathcal{S}: \mathcal{T})_{U \rho U^{\dagger}} \leq I_{*}(\mathcal{S}: \mathcal{T})_{\rho}$ and they are equal by invertibility of $U$. By convexity of $I_{*}$,

$$
I_{*}(\mathcal{S}: \mathcal{T})_{\Phi(\rho)}=I_{*}(\mathcal{S}: \mathcal{T})_{\int U \rho U^{\dagger} d \mu(U)} \leq \int I_{*}(\mathcal{S}: \mathcal{T})_{U \rho U^{\dagger}} d \mu(U)=I_{*}(\mathcal{S}: \mathcal{T})_{\rho}
$$

4. For state-compatible algebra changes, we return to the four-term entropy expression. For brevity, we may write $\mathcal{N C}=\mathcal{N} \otimes \mathcal{C}$ for a subalgebra $\mathcal{N} \subseteq \mathcal{S} \vee \mathcal{T}$, which is correct when $\mathcal{C}$ is in tensor position. Via the assumed commuting squares, $H(\mathcal{S C})_{\mathcal{E}_{\mathcal{R C}}(\tilde{\rho})}=H((\mathcal{S} \cap \mathcal{R}) \mathcal{C})_{\tilde{\rho}}$ and similarly for $H(\mathcal{T C}), H((\mathcal{S} \vee \mathcal{T}) \mathcal{C})$ and $H((\mathcal{S} \cap \mathcal{T}) \mathcal{C})$. Then for any $\tilde{\rho}$ and $\mathcal{C}$,

$$
\begin{align*}
& H(\mathcal{S C})_{\mathcal{E}_{\mathcal{R C}(\tilde{\rho})}}+H(\mathcal{T C})_{\mathcal{E}_{\mathcal{R}(\tilde{\rho})}}-H((\mathcal{S} \vee \mathcal{T}) \mathcal{C})_{\mathcal{E}_{\mathcal{R C}}(\tilde{\rho})}-H((\mathcal{S} \cap \mathcal{T}) \mathcal{C})_{\mathcal{E}_{\mathcal{R C}}} \\
= & H((\mathcal{S} \cap \mathcal{R}) \mathcal{C})_{\tilde{\rho}}+H((\mathcal{T} \cap \mathcal{R}) \mathcal{C})_{\tilde{\rho}}-H(((\mathcal{S} \vee \mathcal{T}) \cap \mathcal{R}) \mathcal{C})_{\tilde{\rho}}-H((\mathcal{S} \cap \mathcal{T} \cap \mathcal{R}) \mathcal{C})_{\tilde{\rho}}  \tag{4.16}\\
= & H((\tilde{\mathcal{S}} \cap \mathcal{R}) \mathcal{C})_{\tilde{\rho}}+H((\tilde{\mathcal{T}} \cap \mathcal{R}) \mathcal{C})_{\tilde{\rho}}-H(((\tilde{\mathcal{S}} \vee \tilde{\mathcal{T}}) \cap \mathcal{R}) \mathcal{C})_{\tilde{\rho}}-H((\tilde{\mathcal{S}} \cap \tilde{\mathcal{T}} \cap \mathcal{R}) \mathcal{C})_{\tilde{\rho}} \\
= & H(\tilde{\mathcal{S} \mathcal{C}})_{\mathcal{E}_{\mathcal{R C}(\tilde{\rho})}}+H(\tilde{\mathcal{T} \mathcal{C}})_{\mathcal{E}_{\mathcal{R} \mathcal{C}}(\tilde{\rho})}-H((\tilde{\mathcal{S}} \vee \tilde{\mathcal{T}}) \mathcal{C})_{\mathcal{E}_{\mathcal{R C}}(\tilde{\rho})}-H((\tilde{\mathcal{S}} \cap \tilde{\mathcal{T}}) \mathcal{C})_{\mathcal{E}_{\mathcal{R C}}(\tilde{\rho})}
\end{align*}
$$

We also have that $\mathcal{E}_{\mathcal{R C}}(\tilde{\rho})=\left(\mathcal{E}_{\mathcal{R}} \otimes i d_{\mathcal{C}}\right)(\tilde{\rho})$ is an extension of $\mathcal{E}_{\mathcal{R}}(\rho)$ in $(\mathcal{S} \vee \mathcal{T}) \mathcal{C}$. Hence $I_{*}(\mathcal{S}: \mathcal{T})_{\mathcal{E}_{\mathcal{R}}(\rho)}$ and $I_{*}(\tilde{\mathcal{S}}: \tilde{\mathcal{T}})_{\mathcal{E}_{\mathcal{R}}(\rho)}$ optimize over the same set of states, and they achieve the same values on each. Therefore, $I_{*}(\mathcal{S}: \mathcal{T})_{\rho} \geq I_{*}(\mathcal{S}: \mathcal{T})_{\mathcal{E}_{\mathcal{R}}(\rho)}=I_{*}(\tilde{\mathcal{S}}: \tilde{\mathcal{T}})_{\mathcal{E}_{\mathcal{R}}(\rho)}$ because $\mathcal{E}_{\mathcal{R}}$ is a covariant averaging for $\mathcal{S}, \mathcal{T} \subset \mathcal{S} \vee \mathcal{T}$.

The intuition for state-compatible algebra changes is to allow algebra changes that are undetectable by the two parties due to a particular form of state. For example, were $\rho$ to be the complete mixture, we would have $\rho \in \mathbb{C}$, and we could arbitrarily assign any $\tilde{\mathcal{S}}, \tilde{\mathcal{T}} \subseteq \mathcal{S} \vee \mathcal{T}$ to the two parties without changing the resource value. The covariant averaging step first ensures that $\rho$ is in such a particular algebra. Once we know this, we are free to replace the two parties' algebras as long as we know that the intersections with the state's algebra remain equivalent.

### 4.4 Converting Entanglement \& Cross-Basis Non-Classicality

In this section, we derive

$$
\begin{equation*}
2 \mathrm{UCR} \leftrightarrow \mathrm{EPR}, \tag{4.17}
\end{equation*}
$$

that two copies of a basis-split qubit with maximum non-classicality convert under free operations to a maximally-entangled pair of qubit subsystems. As a first hint that this should be possible, consider the state

$$
\left|\uparrow_{Y}\right\rangle=\frac{1}{\sqrt{2}}(|0\rangle+i|1\rangle)
$$

an eigenstate of the Pauli $Y$ operator, in the commuting square formed by $\mathcal{X}, \mathcal{Z} \subseteq \mathcal{H}_{2}$, two Pauli bases of a qubit Hilbert space. We see that

$$
I_{s q}\left(\left|\uparrow_{Y}\right\rangle\left\langle\uparrow_{Y}\right|\right)=I_{c o n v}\left(\left|\uparrow_{Y}\right\rangle\left\langle\uparrow_{Y}\right|\right)=\frac{1}{2} \text { ebits }
$$

Despite being a single qubit state, $\left|\uparrow_{Y}\right\rangle$ carries half an ebit of the algebraic generalization of squashed entanglement. As we prove, two copies will convert to a single EPR pair between tensor-separated subsystems under free operations for $I_{s q}$ and $I_{\text {conv }}$.

Proof of equation 4.17], based on [23]. For qubit systems $A$ and $B$, let $C_{\mathcal{O}_{A} \rightarrow V_{B}}$ denote the controlled gate that performs the unitary $V_{B}$ if the binary observable $\mathcal{O}_{A}$ is in the "-1" eigenstate. For example, $C_{\mathcal{Z}_{A} \rightarrow X_{B}}$ is the standard controlled-NOT gate when $\mathcal{Z}$ eigenstates define the computational basis.

The main step is the state-compatible algebra replacement with $\mathcal{R}=\left\langle Y_{A}, Y_{B}\right\rangle$.

$$
\mathcal{E}_{\left\langle Y_{A}, Y_{B}\right\rangle}(\rho)=\mathcal{E}_{\left\langle\mathcal{A}, Y_{B}\right\rangle} \mathcal{E}_{\left\langle Y_{A}, \mathcal{B}\right\rangle}(\rho),
$$

because $\mathcal{E}_{\left\langle\mathcal{A}, Y_{B}\right\rangle}=\hat{1} \otimes \mathcal{E}_{\mathcal{Y}_{B}}$ and $\mathcal{E}_{\left\langle Y_{A}, \mathcal{A}\right\rangle}=\mathcal{E}_{\mathcal{Y}_{A}} \otimes \hat{1}$. Furthermore, $\mathcal{E}_{\mathcal{Y}_{A}}(\rho)=\frac{1}{2}\left(\rho+Y_{A} \rho Y_{A}\right) . \quad Y_{A} \mathcal{S} Y_{A}=\mathcal{S}$. Similar arguments hold for $Y_{B}$ with $\mathcal{S}$ and for $\mathcal{T}$. Hence $\mathcal{R}$ is generated by a convex combination of unitaries that commute with $\mathcal{E}_{\mathcal{S}}$ and $\mathcal{E}_{\mathcal{T}}$. It is easy to see that it commutes with $\mathcal{E}_{\mathcal{S} \vee \mathcal{T}}$, and $\mathcal{E}_{\mathcal{S} \cap \mathcal{T}}$, as the former is the whole $\mathcal{A B}$ algebra, and the latter is $\mathbb{C} 1$. We then check that $\mathcal{R} \cap\left\langle Z_{A}, Z_{B}\right\rangle=\mathbb{C} 1=\mathcal{R} \cap\left\langle X_{A}, Z_{A} Z_{B}\right\rangle$. Similarly, $\mathcal{R} \cap\left\langle X_{A}, X_{B}\right\rangle=\mathbb{C} 1=\mathcal{R} \cap\left\langle X_{A} X_{B}, Z_{B}\right\rangle$. The latter algebras generate the same joint, and their intersection remains $\mathbb{C} 1$. Hence this is a state-compatible algebra change.

Once we have $\mathcal{S}=\left\langle X_{A}, Z_{A} Z_{B}\right\rangle$, with $\mathcal{T}=\left\langle X_{A} X_{B}, Z_{B}\right\rangle$, we apply a controlled-NOT from $B$ to $A$, $C_{Z_{B} \rightarrow X_{A}}$, as a coordinate change as per Remark 4.3. This changes the algebras to $\mathcal{S}=\mathcal{A}$, and $\mathcal{T}=\mathcal{B}$. For the state,

$$
\begin{align*}
\left|\uparrow_{Y} \uparrow_{Y}\right\rangle & =\frac{1}{2}((|00\rangle-|11\rangle)+i(|01\rangle+|10\rangle)) \\
& \rightarrow \frac{1}{2}((|00\rangle-|01\rangle)+i(|11\rangle+|10\rangle))=\frac{1}{\sqrt{2}}(|0-\rangle+i|1+\rangle) \tag{4.18}
\end{align*}
$$

Now we show that the covariant averaging $\mathcal{E}_{\left\langle Y_{A}, Y_{B}\right\rangle}=\mathcal{E}_{\mathcal{Y}_{A}} \otimes \mathcal{E}_{\mathcal{Y}_{B}}$ is implementable with shared randomness and individual operations. For these purposes, let us consider the simplified commuting square $\mathcal{S}=\mathcal{X}_{A}, \mathcal{T}=$ $\mathcal{Z}_{A} \subseteq \mathcal{A}$, and show how we can apply $\mathcal{E}_{\mathcal{Y}}$.

1. Extend $\mathcal{S}$ to $\mathcal{S} \rightarrow \mathcal{S} \otimes \mathcal{C}$ and $\mathcal{T}$ to $\mathcal{T} \otimes \mathcal{D}$, where $\mathcal{C}$ and $\mathcal{D}$ are qubit systems in state $\frac{1}{2}(|00\rangle\langle 00|+|11\rangle\langle 11|)$. This is the shared randomness, and one can easily generate this state with classical communication.
2. We apply the gates $C_{Z_{C} \rightarrow Z_{A}}$ and $C_{Z_{D} \rightarrow X_{A}}$ as $\mathcal{S}$ and $\mathcal{T}$-ops respectively. Hence we have

$$
\begin{equation*}
\rho \rightarrow \frac{1}{2}(\rho \otimes|00\rangle\langle 00|+Y \rho Y \otimes|11\rangle\langle 11|) . \tag{4.19}
\end{equation*}
$$

Importantly, the mixture removes order-dependence on which gate was applied first, which might otherwise appear as a phase difference.
3. As algebraic $\mathcal{S}$ and $\mathcal{T}$-ops, we remove $\mathcal{C}$ and $\mathcal{D}$. With these systems gone from $\mathcal{S} \vee \mathcal{T}$, we are free to trace them from the state as well. This transforms $\rho \rightarrow \mathcal{E}_{\mathcal{Y}}(\rho)$.

We then apply $\mathcal{E}_{\left\langle Y_{A}, Y_{B}\right\rangle}$ as $\mathcal{E}_{\mathcal{Y}_{A}} \otimes \mathcal{E}_{\mathcal{Y}_{B}}$.

In each of the individual $\mathcal{X}$ and $\mathcal{Z}$ bases, the $\left|\uparrow_{Y}\right\rangle$ state has one unit of relative entropy of coherence. The fundamentally bipartite GCMI would assign it one unit as well, though it's not immediately obvious whether this should be considered a correlated state. There is for instance no obvious way to extract shared randomness from this configuration. We would be able to extract shared randomness from two copies, in a configuration given by $\left\langle\mathcal{X}_{A}, \mathcal{X}_{B}\right\rangle$ and $\left\langle\mathcal{Z}_{A}, \mathcal{Z}_{B}\right\rangle$ within $\mathbb{B}\left(\mathcal{H}_{2}\right) \otimes \mathbb{B}\left(\mathcal{H}_{2}\right)$. First, each side would drop operations, so that the subalgebras become $\left\langle\mathcal{X}_{A} \mathcal{X}_{B}\right\rangle$ and $\left\langle\mathcal{Z}_{A} \mathcal{Z}_{B}\right\rangle$, where the absence of commas indicate direct multiplication (formally, $\mathcal{X}_{A}$ is shorthand for $\mathcal{X}_{A} \otimes \hat{1}_{B}, \mathcal{X}_{B}$ is shorthand for $\hat{1}_{A} \otimes \mathcal{X}_{B}$, and $\mathcal{X}_{A} \mathcal{X}_{B}$ is shorthand for $\left.\mathcal{X}_{A} \otimes \mathcal{X}_{B}\right)$. We would then see that measurements of $\mathcal{X}_{A} \mathcal{X}_{B}$ and $\mathcal{Z}_{A} \mathcal{Z}_{B}$ are each individual operations for each side, and that these are correlated in the state

$$
\left|\uparrow_{Y}\right\rangle \otimes\left|\uparrow_{Y}\right\rangle=\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}(|00\rangle-|11\rangle)+\frac{i}{\sqrt{2}}(|01\rangle+|10\rangle)\right) .
$$

For the Bell states

$$
\frac{1}{\sqrt{2}}\left(|00\rangle_{-}^{+}|11\rangle\right), \frac{1}{\sqrt{2}}\left(|01\rangle_{-}^{+}|10\rangle\right)
$$

$\mathcal{Z}_{A} \mathcal{Z}_{B}$ is the bit parity, and $\mathcal{X}_{A} \mathcal{X}_{B}$ observes the sign between terms. In fact, while the operator " $\mathcal{Z}_{A} \mathcal{Z}_{B} \otimes$ $\mathcal{X}_{A} \mathcal{X}_{B}$ " appears formally nonsensical, one can re-factor the Hilbert space in such a way that this makes sense

- these are potentially independent degrees of freedom. One can see that in the $\left|\uparrow_{Y}\right\rangle \otimes\left|\uparrow_{Y}\right\rangle$ state, $\mathcal{Z}_{A} \mathcal{Z}_{B}$ and $\mathcal{X}_{A} \mathcal{X}_{B}$ are perfectly anti-correlated.

The unifying principle behind the basis-split non-classical configuration and the usual notion of entanglement might be summarized as:

Quantum states allow the entropy of the whole to be lower than each or any part.

We further illustrate this idea in Figure 4.2
Uncorrelated: $n$ copies have $n$ bits of entropy
(4) (4) 13 (1) $I(\mathcal{S}: \mathcal{T})=0$

Classically correlated: less entropy in whole than sum of parts


$$
I(\mathcal{S}: \mathcal{T})>0
$$

Non-classically correlated: whole may contain less entropy than one part


$$
I_{\text {conv }}(\mathcal{S}: \mathcal{T})>0
$$

Figure 4.2: Flipping $n$ fair coins results in $n$ bits of entropy, an extensive property of uncorrelated subsystems. For an array of fully-correlated systems, entropy becomes an intensive property. Quantum entanglement allows the entropy of each or any subsystem to be higher than that of the whole. Most dramatically, a maximally entangled state between two parties has zero total entropy, but maximum subsystem entropy. Quarter Image By AKS. 9955 - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=53562236 Colorful socks by Snapdragon66 - Own work, CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=31512542 B\&W socks by Pearson Scott Foresman - Public Domain, https://commons.wikimedia.org/w/index.php?curid=2572040 Photon image from https://commons. wikimedia.org/wiki/File:Quantum-Gravity-Photon-Race.jpg originally created by NASA.

Indeed, some of the intuition behind the "Einstein-Podolsky-Rosen paradox" is that local descriptions are inherently incomplete: there exist states for which adding more observables and even more regions of spacetime to a system's description seems to reduce the total amount of randomness or unpredictability. In classical information, adding more observables or variables can never result in lower entropy.

## Chapter 5

## Forms of (A)symmetry

A major and early theme of this thesis was to unify different notions of symmetry and relate them to quantum properties such as entanglement and coherence. On one hand, there is good case in [23] and [25] that entropic characterizations of entanglement and coherence relate closely to the Holevo asymmetry measure as recalled in Section 4.2. We recall the form of this measure for a von Neumann subalgebra $\mathcal{N} \subseteq \mathcal{M}$ and density matrix $\rho \in \mathcal{S}_{1}(\mathcal{M})$ :

$$
D^{\mathcal{N}}(\rho)=D\left(\rho \| \mathcal{E}_{\mathcal{N}}(\rho)\right)
$$

While the generality of this form suggests a common theme across many quantum resources and inequalities, it also might be so broad as to weaken the case that there is any specific, physical idea connecting them. Forms of entropy difference or relative entropy equivalent to cases of $D^{\mathcal{N}}$ are ubiquitous in information theory, where the conditional expectation in the second argument appears to confer essential properties. Ultimately, it might be that $D^{\mathcal{N}}$ is a unique information measure satisfying a set of axioms that include convexity, extensivity under tensor copying, monotonicity, generalization to infinite dimensions, a chain rule, and probably some other key properties. In this case it would tell us much about how to mathematically express resource theories, but less about the physical nature of different resources. Hence this thesis does not emphasize the interpretation in terms of asymmetry as much as originally expected.

I nonetheless briefly address the question of how notions of symmetry relate and the role of $D^{\mathcal{N}}$ as an asymmetry measure beyond its resource-theoretic interpretation. I start by recalling some prior notions:

1. Emmy Noether's original 1918 theorem on "Invariante Variationsprobleme [118]" states that every continuous symmetry of Lagrangian or Hamiltonian mechanics has associated with it a conserved "charge," a quantity unchanged under those dynamics. For example, momentum is the conserved Noether charge for spatially translation-invariant dynamics, and energy the charge for temporal translation-invariance. The classical electrical charge is also a Noether charge under the symmetries of electrodynamics [119].
2. Noether's theorem has a relatively simple quantum analog: for a Hamiltonian $\mathfrak{H}$, observable $\mathcal{O}$, and

[^2]time parameter $t$,
\[

$$
\begin{equation*}
[\mathcal{O}, \mathfrak{H}]=0 \Longleftrightarrow \frac{d}{d t}\langle\mathcal{O}\rangle=0, \tag{5.1}
\end{equation*}
$$

\]

as formulated in 120 . To deepen the analogy with the classical Noether's theorem, we note that $[\mathcal{O}, \mathfrak{H}]=0$ implies that $\mathfrak{H}$ contains no dependence on operators that don't commute with $\mathcal{O}$. For example, if the momentum operator of a particle commutes with the Hamiltonian, then the Hamiltonian contains no powers of the position operator and is translation-invariant.
3. Baez and Fong [120] derive a stochastic Noether's theorem. Let $\mathcal{O}$ be an observable, and a density $\rho_{t}=\exp (t \mathcal{L}) \rho_{0}$ for some stochastic (not quantum) Lindblad generator $\mathcal{L}$. Then

$$
\begin{equation*}
[\mathcal{O}, \mathcal{L}]=0 \Longleftrightarrow \frac{d}{d t}\langle\mathcal{O}\rangle=\frac{d}{d t}\left\langle\mathcal{O}^{2}\right\rangle=0 \tag{5.2}
\end{equation*}
$$

This formalism mirrors the quantum form of Noether's theorem. It differs from the quantum version in needing conservation of two moments to imply commutativity with the generator of time evolution. Gough et. al. and Gheondea extend this to quantum-stochastic Lindbladians [121, 122].
4. Marvian and Spekkens [123, 88, 124 develop an information-theoretic resource theory of asymmetry measures. A state has asymmetry with respect to some group of transformations, such as spatial translations, under which it is not invariant. The resource theory quantifies asymmetry of states and characterizes the possible conversions between these states under restricted operations. The resource theory of quantum coherence corresponds closely to a special case of asymmetry [87, though there are subtle differences in regularization for many copies of a system 89. Similarly, conditional entropy resembles a form of asymmetry. We may consider a traced-out subsystem to be one to which all experiments are symmetric. This was the inspiration behind $D^{\mathcal{N}}$ and originally in [23]. As discussed in Chapter 4 , we may interpret strong subadditivity as subadditivity of the asymmetry measure $D^{\mathcal{N}}$.
5. Symmetry often refers to invariance under subsystem or particle swaps, such as in bosonic or fermionic systems. The main argument of Section 6.2 is based on this type of symmetry, where we show that a large number of essentially interchangeable channel outputs cannot simultaneously and individually be entangled with an auxiliary system, or with each other. The entanglement monogamy argument derived by Ludovico Lami [125] is similar to that of the quantum de Finetti theorems [126], which bound non-classical correlations between symmetrically interchangeable systems.
6. Victor Albert's recent thesis 127] proves a partial version of Noether's theorem for Lindbladians, which describe continuous-time quantum Markov processes. When decoherence takes the form of a self-adjoint

Lindbladian, we may think of it as decaying asymmetry. The modified log-Sobolev inequalities studied in Section 7.2 show how self-adjoint Lindbladians generate exponential decay toward free states in the resource theory of asymmetry, and the entropy comparison Theorems of Section 7.1 compare decay in asymmetry given by a particular class of processes to the complete mixing out of asymmetry given by a conditional expectation.
7. In his work on the philosophy of science and modeling, Joe Rosen defines symmetry as "immunity to a possible change [128." Rosen argues that the existence of repeatable laws or models relies on symmetry between different physical instances. While seeming at first philosophical, this notion is borne out in the idea of "sloppiness" in models [129], in notions of state or parameter space compression [130, 131], and in some basic approaches to forecasting [132]. Any sort of generalizing model relies on the expectation of symmetry between the system on which the model was trained or derived, and that to which it should generalize. We usually prefer that experimental outcomes be independent of the identity of the lab performing the experiment, the exterior environment of other experiments surrounding it, the absolute time of occurrence, etc. Less trivially, general physical laws predict aspects of wide varieties of systems, frequently ignoring most of physical details. Newton's universal law of gravitation, for instance, is a classic result of physics due to its independence from the particular material or absolute location of masses involved.

Traditional notions of symmetry, 1-3, refer to perfect invariance. In these settings, an observable that commutes with the Hamiltonian plays the role that the conserved charge would in the classical Noether's theorem. Conserved charges of continuous quantum symmetries become their generators. For example, invariance under spatial translation corresponds to momentum conservation, and the momentum operator generates spatial translations. Some studies 133 have considered perturbations from exact symmetry. In contrast, the resource theory of asymmetry is fundamentally a quantification, studying the extent of deviation even in states or processes that are far from symmetric. While the framing of 88 relates the monotonicity and conservation of asymmetry monotones to the conserved Noether charge, asymmetry resource monotones otherwise have little conceptual resemblance to Noether charges.

Consider a symmetry group $G \subseteq U(\mathcal{H})$ on Hilbert space $\mathcal{H}$. Associated with $G$ is a fixed point algebra $\mathcal{N}_{G} \subseteq \mathbb{B}(\mathcal{H})$ and a conditional expectation $\mathcal{E}_{G}$ that projects densities onto the fully symmetric subspace. That a Hamiltonian $\mathfrak{H}$ is invariant under $G$ is equivalent to $\mathfrak{H} \in \mathcal{N}_{G}$. Anything that commutes with the Hamiltonian is conserved under time-evolution. Hence

Remark 5.1. Let $G \subseteq U(\mathcal{H})$ be a symmetry group. Then $\mathcal{N}_{G}^{\prime}$, the commutant of the invariant subalgebra,
is the algebra of operators that are conserved under time-evolution by any invariant Hamiltonian. $\mathcal{N}_{G}^{\prime}$ is conceptually analogous to an algebra of Noether charges.

We may consider more general classes of $G$ that do not require full group structure. As discussed in [29], a transformation set that forms a quantum group or Hopf algebra has a fixed point algebra with commutant.

Given a quantum channel in finite dimension, we may Stinespring dilate, apply Stone's theorem, and ask if the associated generator commutes with a given symmetry group. Alternatively, if a quantum channel's Kraus operators are contained within the invariant subalgebra, then the channel commutes with (hence preserving) $\mathcal{N}_{G}^{\prime}$. Hence the interpretation of $\mathcal{N}_{G}^{\prime}$ as an algebra of conserved charges extends to open systems.

Remark 5.1 connects the traditional theory of symmetries and their corresponding charges, 1-3, to the resource-theoretic approach in quantum information, 4-6. A key observation is the appearance of the commutant, invoking a complementarity-like notion. The commutant of the invariant algebra contains the observables described in 2-3, which happen to commute with the Hamiltonian. There is more involved in this construction, as we have started with a description of invariances $G$ rather directly with a commuting observable $\mathcal{O}$. Nonetheless, these definitions are often compatible. A system that is symmetric in the sense of 1-3 undergoes dynamics that would quantize to operators in the invariant subspace for a set of symmetries.

At first glance, it is not clear that the idea of symmetry in modeling and in the philosophy of science (point 7) relates to either. Qualitatively, the resource-theoretic approach favors states with high asymmetry, while the modeling approach benefits from symmetry between systems. They seem to disagree on whether mixture creates symmetry or asymmetry. To summarize the apparent difference:

Remark 5.2. A completely mixed state or completely random process is uncorrelated between instances of an experiment, so it should be highly asymmetric from a classical modeling perspective. There are no generalizations between instances. In contrast, it is useless as an asymmetry resource, so it should be fully symmetric in this context.

The resolution to this conundrum again recalls complementarity. A recurring concept in quantum information and particularly in Shannon theory is decoupling. In decoupling, given many copies of a quantum process with strongly-coupled inputs, one finds [134, 1] output subspaces that are independent of the environment. The nature of time-evolution for open quantum systems necessarily links noise with environmental backaction (see the Stinespring dilation in Section 2.6), so these subspaces are approximately noise-free.

For this illustration, consider determining the expectation value of an observable $\mathcal{O}$ by averaging trials from a repeated experiment with fixed initial configuration $x$. This experiment may involve any combination of quantum, stochastic, and classically deterministic processes. Inconsistencies in preparation and measurement between trials are implicitly included as part of these processes, as are non-deterministic quantum
outcomes. Hence we model the desired expectation as $\langle\mathcal{O}\rangle_{\Phi(x)}$, where $\Phi$ is a channel with classical input $x$ that outputs a density matrix. Despite potential non-determinism in $\Phi(x),\langle\mathcal{O}\rangle_{\Phi(x)}$ is a fully-determined value in $\mathbb{R}$. Let $\vec{M}$ denote a vector of $n$ measurement outcomes with initial configuration $x$, and $\langle\mathcal{O}\rangle_{\vec{M}}$ denote the average of $\mathcal{O}$ over those outcomes. In general, $\langle\mathcal{O}\rangle_{\Phi(x)} \neq\langle\mathcal{O}\rangle_{\vec{M}}$, since the particular content $\vec{M}$ can be probabalistic. We expect however that as $n \rightarrow \infty,\langle\mathcal{O}\rangle_{\vec{M}} \rightarrow\langle\mathcal{O}\rangle_{\Phi(x)}$ with probability approaching 1 .

For any $i \in 1 \ldots n$, the $i$ th measurement $M_{i}$ is the outcome of a random variable, and $M_{i}-\langle\mathcal{O}\rangle_{\Phi(x)}$ is the outcome of a random variable with mean 0 . Let $\vec{M}-\langle\mathcal{O}\rangle_{\Phi(x)}$ denote the vector $\vec{M}$ with each entry shifted by $-\langle\mathcal{O}\rangle_{\Phi(x)}$, so that its limit as $n \rightarrow \infty$ approaches zero. If (as is often the case) we can assume that $M_{i}-\mathcal{O}$ has random sign, then we may apply Khintchine's inequality (see [135]). In particular,

$$
\frac{1}{\sqrt{2} n}\left\|\vec{M}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\|_{2} \leq\left\langle\langle\mathcal{O}\rangle_{\vec{M}}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\rangle_{\{+,-\}} \leq \frac{1}{n}\left\|\vec{M}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\|_{2}
$$

where $\langle\ldots\rangle_{\{+,-\}}$denotes the expectation over random signs with fixed absolute values of entries $\left(\left|M_{i}\right|\right)$. If $M_{i}-\langle\mathcal{O}\rangle_{\Phi(x)}$ is Gaussian-distributed with standard deviation $\beta$, then

$$
\left\langle\langle\mathcal{O}\rangle_{\vec{M}}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\rangle_{\{+,-\}}=\frac{\left\|\vec{M}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\|_{2}}{n} \sqrt{\frac{2}{\pi}}
$$

Here the 2-norm, $\left\|\vec{M}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\|_{2}$, acts like a variance as would be expected. This norm is however not a variance of the underlying process, but a function of the observed values - it might be different between different instances of $\vec{M}$. In any case, let us assume that

$$
\left\langle\langle\mathcal{O}\rangle_{\vec{M}}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\rangle_{\{+,-\}}=\frac{c\left\|\vec{M}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\|_{2}}{n}
$$

where $1 / \sqrt{2} \leq c \leq 1$.
Let $\vec{p}_{M}=\left\|\vec{M}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\|_{2}^{2} /\left\|\vec{M}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\|_{1}^{2}$, which is a probability vector. Note that $\left\|\vec{M}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\|_{1}=$ $\langle | \mathcal{O}-\langle\mathcal{O}\rangle_{\Phi(x)}| \rangle_{\vec{M}}$, the average absolute difference between the observable and its expectation in $\vec{M}$. We may then interpret the Khintchine inequality as stating that

$$
\begin{equation*}
\left\langle\langle\mathcal{O}\rangle_{\vec{M}}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\rangle_{\{+,-\}}=c\langle | \mathcal{O}-\langle\mathcal{O}\rangle_{\Phi(x)}| \rangle_{\vec{M}} e^{\frac{1}{2}\left(D_{2}\left(\vec{p}_{M} \| \hat{1} / n\right)-\log n\right)} \tag{5.3}
\end{equation*}
$$

As $\left\langle\langle\mathcal{O}\rangle_{\vec{M}}-\langle\mathcal{O}\rangle_{\Phi(x)}\right\rangle_{\{+,-\}}$estimates the expected error induced in the expectation of $\mathcal{O}$ by a given vector of observations $\vec{M}$, minimizing the error corresponds to minimizing a Rényi relative 2-entropy.

We may interpret the asymmetry in Equation 5.3 as that with respect to hidden variables that take
different values in each run of the experiment, but are irrelevant to the expectation value of $\mathcal{O}$. In classical, stochastic dynamics, all noise or randomness is indistinguishable from extra hidden variables. Quantum channels may include operations such as pinching, which according to quantum theory might not be determined by any pre-existing information in the environment. Nonetheless, via Stinespring dilation we may extract all randomness coming from a quantum channel to variables in the final environment, so that conditioned on the final environment's state, the physical process in each instance is a fully deterministic map from initial configuration to measured outcome. We then conclude:

Remark 5.3. The squared ratio of the 2-norm to the 1-norm of $\vec{M}-\langle\mathcal{O}\rangle_{\Phi(x)}, \vec{p}_{M}$, reflects the extra, per-trial information contained in the vector of experimental trials $\vec{M}$ that differentiate each trial from the expectation. The Rényi relative 2-entropy of asymmetry of $\vec{p}_{M}$ with respect to the trivial algebra quantifies the expected decay of error with trial number $n$. Hence the decay of error when averaging repeated experiments exponentially follows the increase in symmetry measured by $\frac{1}{2}\left(\log n-D_{2}\left(\vec{p}_{M} \| \hat{1} / n\right)\right)$.

When $\vec{p}_{M}$ is maximally symmetric, we obtain the full, expected $1 / \sqrt{n}$ convergence for the expectation of a binary random variable. More broadly, we still usually expect $O(1 / \sqrt{n})$ convergence when the deviation of any trial from expectation is bounded, or when large deviations are rare. For processes with unbounded deviations that typically reach $O(n)$ or greater within $n$ trials, there is no such convergence to expectation values.

The conceptual consequence of Remark 5.3 is that we can begin to view symmetry in the sense of 7 as linked with the Rényi relative entropy of asymmetry. Estimating the expectation of an observable by averaging trials is a relatively simplistic example, but a similar concept underlies many forms of predictive modeling. In assuming that there is any common structure between trials of an experiment, one assumes symmetry between them. The goal in modeling often involves highlighting some set of initial conditions as relevant, assuming irrelevance of other parameters. A maximally asymmetric model is a raw data table, conditioning all predictions on the label of the experiment, assuming no extrapolations whatsoever. A maximally symmetric model makes no distinctions, even between radically different systems. Useful models generally fall somewhere in between, predicting expectations conditioned on some initial conditions $x$ (which by expectations of multiple observables also predicts higher moments). Key to extrapolation and generalization in models is symmetry as a form of decoupling from excess degrees of freedom.

## Chapter 6

## Entanglement, Rates \& Superadditivity

The main result in this Chapter is a bound on the superadditivity of classical information rates for a particular class of channels that frequently destroy their inputs. This bound arises from the monogamy of quantum entanglement. Section 6.1 is a brief introduction to the classical capacity of a quantum channel. Section 6.2 contains the main result and its derivation. Section 6.3 applies a similar idea to bound the advantage from entanglement in a particular class of quantum games. Section 6.4 discusses a proposal to experimentally test superadditivity of the rate at which a quantum channel may transmit qubits.

### 6.1 Background on Holevo Information \& Superadditivity

The Holevo information of a quantum channel $\Phi$ is formally for a classical reference system $X$, a quantum input system $A^{\prime}$, and a corresponding quantum output system $B$. It is given by

$$
\chi(\Phi)=\sup _{\rho^{X} A^{\prime}} I(X: B)_{(\hat{1} X}{ }_{\otimes \Phi)(\rho)}
$$

in analogy to Shannon's definition of the classical capacity [136, 137]. The Holevo information is an achievable rate of classical information transmission in the asymptotic limit of many channel copies and infinite encoding/decoding resources, though it is not a capacity. A channel's capacity for (not necessarily private) classical transmission is given by

$$
C(\Phi)=\lim _{n \rightarrow \infty} \frac{1}{n} \chi\left(\Phi^{\otimes n}\right)
$$

The infinite limit is known as regularization of Holevo information, accounting for entangled encodings between inputs to different uses of the same channel. As shown by Hastings in 2009 [138, the Holevo information is superadditive in that $\chi\left(\Phi^{\otimes n}\right)>n \chi(\Phi)$ for some $\Phi$. It remains an area of active research to find concrete, low-dimensional examples of superadditive Holevo information. While the effect appears small or absent in practical, low-dimensional settings, it nonetheless implies that calculating Holevo capacity is

[^3]much harder than calculating classical capacity 10 .
The potential Holevo capacity of a channel $\Phi$ is the maximum additional Holevo rate that $\Phi$ can contribute when paired with another channel [139]:
$$
\chi^{(p o t)}(\Phi)=\sup _{\Psi}(\chi(\Phi \otimes \Psi)-\chi(\Psi))
$$

The potential capacity is trivially an upper bound on the regularized capacity, and by its nature additive. It is always true that $\chi(\Phi) \leq C(\Phi) \leq \chi^{(p o t)}(\Phi)$, so one method to estimate $C(\Phi)$ is to upper bound $\chi^{(p o t)}(\Phi)-\chi(\Phi)$. In finite dimension, $\chi(\Phi)$ is generally easier to compute than its regularization (though still non-trivial).

### 6.2 Heralded Channel Holevo Superadditivity Bounds from Entanglement Monogamy

The intuition for this section is that because entanglement is monogamous, losing a large number of channel instances to the environment effectively disentangles the remaining instances. This section describes the primary result in [27], but with an update that reflects some improvements to the faithfulness of squashed entanglement. Hence the enhancement of transmission rates due to superadditivity, an entanglement-dependent effect, is necessarily limited.

The original bounds were only useful in the limit of very high loss. The technique of using monogamy and faithfulness of a given entanglement measure appears much broader, however, and adds what we believe is a new approach to calculations that may become intractable due to superadditivity. Holevo capacity is a good example of a quantity that is clearly defined and well-studied, but for which there are few good analytical techniques, and which resists numerical calculation due to unbounded Hilbert space dimension. Hence this is a good problem on which to demonstrate the potential power of a general method. Furthermore, the method presented gains potency with further refinements to the faithfulness of monogamous entanglement measures. As a case in point, we review an updated version of the main Theorem that gives a stronger result than that in [27] simply by substituting a stronger and more recent faithfulness bound.

We denote for $\lambda \in[0,1]$ the generalized quantum erasure channel with $1-\lambda$ erasure probability,

$$
Z_{\lambda}(\Phi)(\rho) \equiv \lambda|0\rangle\left\langle\left. 0\right|^{Y} \otimes \Phi(\rho)+(1-\lambda) \mid 1\right\rangle\left\langle\left. 1\right|^{Y} \otimes \sigma=\left[\begin{array}{ll}
\lambda \Phi(\rho) &  \tag{6.1}\\
& (1-\lambda) \sigma .
\end{array}\right]\right.
$$

Here $Y$ is an extra classical output system containing an erasure flag, and $\sigma$ is any fixed density. A relatively simple consequence of our results is that

Theorem 6.1 (based on and updated from theorem 1.1 from [27]). For any quantum channel $\Phi$ with output dimension at most $d$,

$$
\begin{equation*}
C\left(Z_{\lambda}(\Phi)\right) \leq \lambda \chi(\Phi)+O\left(\lambda^{3 / 2} \log (1 / \lambda) \cdot d \sqrt{\log d}\right) \tag{6.2}
\end{equation*}
$$

This statement is stronger than that appearing in [27], because we use a stronger and more recent result on the faithfulness of squashed entanglement with trace distance. Our bound does not depend on the extent of $\Phi$ 's superadditivity or on other details of $\Phi$. It is relevant in the regime where $\lambda \ll 1 / d$, which means that parallel copies of $Z_{\lambda}(\Phi)$ erase most of the inputs. The rest of this section shows the derivation of this and similar bounds.

### 6.2.1 Heralded Channels \& Combinatoric Separability

Let $\left\{\Phi_{1}, \cdots, \Phi_{n}\right\}$ and $\left\{\Psi_{1}, \ldots, \Psi_{n}\right\}$ be two classes of quantum channels. For $k<n$, we define the flagged switch channel as follows,

$$
\begin{equation*}
Z_{k}\left(\Phi_{1}, \cdots, \Phi_{n} ; \Psi_{1}, \cdots, \Psi_{n}\right)(\rho)=\frac{1}{\binom{n}{k}} \sum_{R \subset[n],|R|=k}\left(\Phi^{R} \otimes \Psi^{R^{c}}\right)(\rho) \otimes|R\rangle\left\langle\left. R\right|^{Y}\right. \tag{6.3}
\end{equation*}
$$

$R$ labels which subset of the outputs were $\Phi$ channels. $\Phi^{R} \otimes \Psi^{R^{c}}$ denotes a tensor product containing $\Phi$ channels at the positions in $R$ and $\Psi$ channels at the others. The flagged switch channel also outputs a flag state $|R\rangle\left\langle\left. R\right|^{Y}\right.$, giving the output a classical description of which channels wound up as $\Phi$ vs. $\Psi$ instances. It is key to our results that this is not known at the input. Related flagged channels appear in [124, 140, 141].

Let $\Theta$ be a trivial channel, such as a complete erasure, depolarization, or other state replacement. We define a heralded channel as

$$
Z_{k}\left(\Phi_{1}, \cdots, \Phi_{n}\right):=Z_{k}\left(\Phi_{1}, \cdots, \Phi_{n} ; \Theta, \cdots, \Theta\right)
$$

Heralded channels with differing $\Theta$ are interconvertible via local post-processing at the output as long as $\Theta$ 's output has no input dependence. Hence the particular $\Theta$ used has no bearing on the Holevo information or capacity. The heralded channel is inspired by common situations in linear optics, where a gate, photon source or other element has some probability to perform the desired operation, but may fail in a way that is immediately apparent. Heralded operations are key to optical feed-forward schemes such as the Knill-

Laflamme-Milburn quantum computer [142]. For notational convenience, we may write

$$
Z_{k}(\mathbf{\Phi} ; \boldsymbol{\Psi}):=Z_{k}\left(\Phi_{1}, \cdots, \Phi_{n} ; \Psi_{1}, \cdots, \Psi_{n}\right), Z_{k}(\mathbf{\Phi}):=Z_{k}\left(\Phi_{1}, \cdots, \Phi_{n}\right)
$$

where $\boldsymbol{\Phi}=\left\{\Phi_{1}, \cdots, \Phi_{n}\right\}$ and $\boldsymbol{\Psi}=\left\{\Psi_{1}, \cdots, \Psi_{n}\right\}$.

## $\Psi \Psi \Phi \Psi \Psi \Psi \Psi \mid \Psi \Psi \Psi \Psi \Psi$

Figure 6.1: Diagram of possible cases of a flagged channel that usually applies $\Phi$ but sometimes applies $\Psi$. We don't know where the $\Phi$ instances will appear in advance but have an output flag distinguishing them.

We recall the squashed entanglement given by

$$
E_{s q}(A, B)_{\rho}=\frac{1}{2} \inf \left\{I(A ; B \mid C)_{\rho} \mid \operatorname{tr}_{C}\left(\rho^{A B C}\right)=\rho^{A B}\right\}
$$

where the infimum runs over all extensions $\rho^{A B C}$ of $\rho^{A B}$. In Section 4.3, we constructed a generalization of squashed entanglement, $I_{s q}$. Here we need only consider tensor products of subsystems, not general subalgebras. We will use three properties of the squashed entanglement:
i) Convexity: let $\rho^{A B}=\sum_{x} p_{x} \rho_{x}^{A B}$ be a convex combination of states $\left\{\rho_{x}\right\}$. Then

$$
\begin{equation*}
E_{s q}(A, B)_{\rho} \leq \sum_{x} p_{x} E_{s q}(A, B)_{\rho^{x}} \tag{6.4}
\end{equation*}
$$

ii) Monogamy: let $\rho^{A B_{1} \cdots B_{k}}$ be a $(k+1)$-partite state, then

$$
\begin{equation*}
\sum_{j=1}^{k} E_{s q}\left(A, B_{j}\right)_{\rho} \leq E_{s q}\left(A, B_{1} \ldots B_{k}\right)_{\rho} \leq H(A)_{\rho} \tag{6.5}
\end{equation*}
$$

iii) 1-norm faithfulness:

$$
\begin{equation*}
\min \left\{\left\|\rho^{A B}-\sigma^{A B}\right\|_{1} \mid \sigma=\sum_{x} p_{x} \sigma_{x}^{A} \otimes \sigma_{x}^{B}\right\} \leq 4 \sqrt{\log 2}(\min \{|A|,|B|\}-1 / 2) \sqrt{E_{s q}(A, B)_{\rho}} \tag{6.6}
\end{equation*}
$$

Convexity and monogamy of squashed entanglement are basic properties known at its introduction in [115]. Its 1-norm faithfulness was proved by Brandão et al [116] and via a different method by Li and Winter [117], which we used in [27]. Here I use a further refinement that appeared in the thesis of Ludovico Lami [125] after we had submitted [27] for publication. Compared with the Brandão et al bound, Lami's squashed
entanglement monogamy depends on the dimension of either $A$ or $B$ rather than both. Compared with Li and Winter's bound, Lami's is quadratic rather than quartic.

Lemma 6.1 (lemma 3.1 from [27]). Let $Z_{k}(\boldsymbol{\Phi})$ be a heralded channel with fixed success number. For any state $\rho \in B_{0} \otimes A_{1} \cdots A_{n}$,

$$
E_{s q}\left(B_{0}, Z_{k}(\boldsymbol{\Phi})\right)_{\rho} \leq \frac{1}{L} H\left(B_{0}\right)_{\rho}
$$

where $L=\lfloor n / k\rfloor$, the largest integer less or equal than $n / k$.

Proof. Let $S_{n}$ be the symmetric group of the integer set $[n]=\{1, \cdots, n\}$. The heralded channel $Z_{k}(\boldsymbol{\Phi})$ can be rewritten as

$$
Z_{k}(\boldsymbol{\Phi})(\rho)=\frac{1}{n!} \sum_{\sigma \in S_{n}}\left(\Phi^{\sigma(R)} \otimes \Theta^{\sigma(R)^{c}}\right)(\rho) \otimes|\sigma(R)\rangle\left\langle\left.\sigma(R)\right|^{Y}\right.
$$

where $R$ can be any $k$-subset of $[n]$ and the summation runs over all permutations $\sigma$. Then we find $L$ disjoint subset $R_{1}, R_{2}, \cdots, R_{L}$ with each $\left|R_{l}\right|=k$, and have

$$
Z_{k}(\mathbf{\Phi})(\rho)=\frac{1}{L} \sum_{l=1}^{L} \frac{1}{n!} \sum_{\sigma \in S_{n}}\left(\Phi^{\sigma\left(R_{l}\right)} \otimes \Theta^{\sigma\left(R_{l}\right)^{c}}\right)(\rho) \otimes\left|\sigma\left(R_{l}\right)\right\rangle\left\langle\sigma\left(R_{l}\right)\right|
$$

Exchanging the summation, we have

$$
\begin{aligned}
E_{s q}\left(B_{0}, Z_{k}(\mathbf{\Phi})\right)_{\rho} & =E_{s q}\left(B_{0}, \frac{1}{n!} \sum_{\sigma \in S_{n}} \frac{1}{L} \sum_{l=1}^{L}\left(\Phi^{\sigma\left(R_{l}\right)} \otimes \Theta^{\sigma\left(R_{l}\right)^{c}}\right) \otimes\left|\sigma\left(R_{l}\right)\right\rangle\left\langle\left.\sigma\left(R_{l}\right)\right|^{Y}\right)_{\rho}\right. \\
& \leq \frac{1}{n!} \sum_{\sigma \in S_{n}} \frac{1}{L} \sum_{l=1}^{L} E_{s q}\left(B_{0},\left(\Phi^{\sigma\left(R_{l}\right)} \otimes \Theta^{\sigma\left(R_{l}\right)^{c}}\right)\right)_{\rho} \\
& =\frac{1}{n!} \sum_{\sigma \in S_{n}} \frac{1}{L} \sum_{l=1}^{L} E_{s q}\left(B_{0}, \Phi^{\sigma\left(R_{l}\right)}\right)_{\rho} \\
& \leq \frac{1}{n!} \sum_{\sigma \in S_{n}} \frac{1}{L} \sum_{l=1}^{L} E_{s q}\left(B_{0}, A^{\sigma\left(R_{l}\right)}\right)_{\rho}
\end{aligned}
$$

Here the first inequality follows from convexity and the fact $\left|\sigma\left(R_{l}\right)\right\rangle\left\langle\left.\sigma\left(R_{l}\right)\right|^{Y}\right.$ is a classical signal. The second equality is because $\Theta$ 's are trivial channels. The last inequality is that squashed entanglement never increases under local operations. Note that for any permutation $\sigma, \sigma\left(R_{1}\right), \cdots, \sigma\left(R_{L}\right)$ are disjoint positions because $R_{1}, R_{2}, \cdots, R_{L}$ are. By monogamy of squashed entanglement, we know for any $\sigma$,

$$
\sum_{l=1}^{L} E_{s q}\left(B_{0}, A^{\sigma\left(R_{l}\right)}\right)_{\rho} \leq E_{s q}\left(B_{0}, A^{\sigma\left(R_{1} \cdots R_{l}\right)}\right)_{\rho} \leq H\left(B_{0}\right)_{\rho}
$$

which completes the proof.

The above argument can be adapted to tensor products of heralded channels. Let $\boldsymbol{\Phi}_{i}=$ $\left\{\Phi_{i, 1}, \Phi_{i, 2}, \cdots, \Phi_{i, n_{i}}\right\}, 1 \leq i \leq m$ be $m$ classes of quantum channels such that each class consists of $n_{i}$ quantum channels. Let $A=\otimes_{i=1}^{m}\left(\otimes_{j=1}^{n_{i}} A_{i, j}\right)$ be the total input system and $B=$ $\otimes_{i=1}^{m}\left(\otimes_{j=1}^{n_{i}} B_{i, j}\right)$ be the quantum part of output system. Then the tensor product of heralded channels

$$
\otimes_{i=1}^{m} Z_{k_{i}}\left(\boldsymbol{\Phi}_{i}\right)(\rho)=\frac{1}{\prod\binom{n_{i}}{k_{i}}} \sum_{R=R_{1} \cdots R_{m},\left|R_{i}\right|=k_{i}}\left(\Phi^{R} \otimes \Theta^{R^{c}}\right)(\rho) \otimes|R\rangle\left\langle\left. R\right|^{Y}\right.
$$

is from $A$ to $B Y$, where the heralding signal $R$ now is an ensemble of the heralding signals $R_{i} \subset\left[n_{i}\right]$ for each $Z_{k_{i}}\left(\boldsymbol{\Phi}_{i}\right)$.

Lemma 6.2 (lemma 3.2 from [27]). Let $Z_{k_{i}}\left(\mathbf{\Phi}_{i}\right), 1 \leq i \leq m$ be a family of heralded channels. For any state $\rho \in B_{0} \otimes A$, where $A=\otimes_{i=1}^{m}\left(A_{1, i} \cdots A_{n_{i}, i}\right)$, we have

$$
E_{s q}\left(B_{0}, \otimes_{i=1}^{m} Z_{k_{i}}\left(\mathbf{\Phi}_{i}\right)\right)_{\rho} \leq \frac{1}{L} H\left(B_{0}\right)_{\rho}
$$

where $L=\min _{i}\left\lfloor n_{i} / k_{i}\right\rfloor$.
Proof. Let $S_{n_{1}, \cdots, n_{m}}=S_{n_{1}} \times \cdots \times S_{n_{m}}$ be the direct product of the permutation groups $S_{n_{1}}, \cdots, S_{n_{m}}$. Denote $\sigma=\left(\sigma_{1}, \cdots, \sigma_{m}\right) \in S_{n_{1}, \cdots, n_{m}}$ where for each $i$ such that $1 \leq i \leq m, \sigma_{i} \in S_{n_{i}}$. The tensor product of heralded channels can be rewritten as,

$$
\otimes_{i=1}^{m} Z_{k_{i}}\left(\boldsymbol{\Phi}_{i}\right)(\rho)=\frac{1}{\prod n_{i}!} \sum_{\sigma}\left(\Phi^{\sigma(R)} \otimes \Theta^{\sigma(R)^{c}}\right)(\rho) \otimes|\sigma(R)\rangle\left\langle\left.\sigma(R)\right|^{Y}\right.
$$

where $\sigma(R)=\sigma_{1}\left(R_{1}\right) \cdots \sigma_{m}\left(\mathcal{R}_{m}\right)$ is the ensemble of shifted positions and the summation runs over all permutations $\sigma \in S_{n_{1}} \times \cdots \times S_{n_{m}}$. Given $L=\min _{i}\left\lfloor n_{i} / k_{i}\right.$, in each index set [ $n_{i}$ ] we can choose mutually disjoint subset $R_{1, i}, R_{2, i}, \cdots, R_{L, i}$ with $\left|R_{l, i}\right|=k$ for all $l$. Write $R(l)=R_{l, 1} R_{l, 2} \cdots R_{l, m}$. Following the
same argument in Lemma 6.1. we have

$$
\begin{aligned}
& E_{s q}\left(B_{0}, \otimes_{i=1}^{m} Z_{k_{i}}\left(\boldsymbol{\Phi}_{i}\right)\right)_{\rho} \\
= & E_{s q}\left(B_{0}, \frac{1}{\prod n_{i}!} \sum_{\sigma \in S_{n_{1}, \ldots, n_{m}}}\left(\boldsymbol{\Phi}_{1}^{\sigma\left(R_{1}\right)} \otimes \cdots \otimes \boldsymbol{\Phi}_{m}^{\sigma\left(R_{m}\right)} \otimes \Theta^{\sigma(R)^{c}}\right)(\rho) \otimes|\sigma(R)\rangle\left\langle\left.\sigma(R)\right|^{Y}\right)_{\rho}\right. \\
\leq & E_{s q}\left(B_{0}, \frac{1}{\prod n_{i}!} \sum_{\sigma \in S_{n_{1}, \ldots, n_{m}}} \frac{1}{L} \sum_{1 \leq l \leq L}\left(\boldsymbol{\Phi}_{1}^{\sigma\left(R_{l, 1}\right)} \otimes \cdots \otimes \boldsymbol{\Phi}_{m}^{\sigma\left(R_{l, m}\right)} \otimes \Theta^{\sigma(R(l))^{c}}\right)(\rho) \otimes|\sigma(R(l))\rangle\left\langle\left.\sigma(R(l))\right|^{Y}\right)_{\rho}\right. \\
\leq & \left.\left.\frac{1}{\Pi_{i} n_{i}!} \sum_{\sigma \in S_{n_{1}, \ldots, n_{m}}} \frac{1}{L} \sum_{l=1}^{L} E_{s q}\left(B_{0}, \boldsymbol{\Phi}_{1}^{\sigma\left(R_{l, 1}\right)} \otimes \cdots \otimes \boldsymbol{\Phi}_{m}^{\sigma\left(R_{l, m}\right)}\right) \otimes \Theta^{\sigma(R(l))^{c}}\right)\right)_{\rho} \\
= & \left.\frac{1}{\Pi_{i} n_{i}!} \sum_{\sigma \in S_{n_{1}, \ldots, n_{m}}} \frac{1}{L} \sum_{l=1}^{L} E_{s q}\left(B_{0}, \boldsymbol{\Phi}_{1}^{\sigma\left(R_{l, 1}\right)} \otimes \cdots \otimes \boldsymbol{\Phi}_{m}^{\sigma\left(R_{l, m}\right)}\right)\right)_{\rho} \\
\leq & \frac{1}{\Pi_{i} n!} \sum_{\sigma \in S_{n_{1}, \ldots, n_{m}}} \frac{1}{L} \sum_{l=1}^{L} E_{s q}\left(B_{0}, A^{\sigma(R(l))}\right)_{\rho} .
\end{aligned}
$$

Note that for any permutation $\sigma \in S_{n_{1}, \cdots, n_{m}}, \sigma(R(1)), \cdots, \sigma(R(L))$ are disjoint index subsets because $R(1), R(2), \cdots, R(L)$ are. Thus by entanglement monogamy, for any $\sigma$,

$$
\sum_{l=1}^{L} E_{s q}\left(B_{0}, A^{\sigma(R(l))}\right)_{\rho} \leq E_{s q}\left(B_{0}, A^{\sigma(R(1) R(2) \cdots R(L))}\right)_{\rho} \leq H\left(B_{0}\right)_{\rho}
$$

which completes the proof.

Theorem 6.2 (based on theorem 3.4 from [27, updated via equation (6.6). Let $\otimes_{i=1}^{m} Z_{k_{i}}\left(\boldsymbol{\Phi}_{i}\right): A \rightarrow B$ be the tensor of a family of heralded channels. Let $B_{0}$ be an extra system with dimension $\left|B_{0}\right|$. Suppose $\underline{\lambda}=1 /\left\lfloor\min _{i} n_{i} / k_{i}\right\rfloor$ is small enough that $\delta=4\left|B_{0}\right| \sqrt{\underline{\lambda} H\left(B_{0}\right)_{\rho} \log 2} \leq 2$. Then for any state $\rho \in B_{0} \otimes A$, there exists a state $\eta \in B_{0} \otimes B$ that is separable between $B_{0}$ and $B$ such that

$$
\left\|i d_{B_{0}} \otimes_{i=1}^{m} Z_{k_{i}}\left(\boldsymbol{\Phi}_{i}\right)(\rho)-\eta\right\|_{1} \leq \delta \leq 2
$$

and

$$
\left|H\left(B_{0} \mid \otimes_{i=1}^{m} Z_{k_{i}}\left(\mathbf{\Phi}_{i}\right)\right)_{\rho}-H\left(B_{0} \mid B\right)_{\eta}\right| \leq \delta \log \left|B_{0}\right|+\left(1+\frac{\delta}{2}\right) h\left(\frac{\delta}{2+\delta}\right)
$$

where $h(\delta)=-\delta \log \delta-(1-\delta) \log (1-\delta)$.
Proof. By Lemma 6.2.

$$
E_{s q}\left(B_{0}, \otimes_{i=1}^{m} Z_{k_{i}}\left(\mathbf{\Phi}_{i}\right)\right)_{\rho} \leq \underline{\lambda} H\left(B_{0}\right)_{\rho}
$$

Then we apply the faithfulness of squashed entanglement (Equation 6.6) to show existence of a separable $\eta$ such that

$$
\left\|i d_{B_{0}} \otimes_{i=1}^{m} Z_{k_{i}}\left(\mathbf{\Phi}_{i}\right)(\rho)-\eta\right\|_{1} \leq \delta \leq 2 .
$$

The Alicki-Fannes inequality (recalled in Equation 2.13) completes the theorem.

### 6.2.2 Holevo Rate Bounds

Theorem 6.3 (based on and updated from theorem 4.1 from [27]). Let $Z_{k_{i}}\left(\boldsymbol{\Phi}_{i} ; \boldsymbol{\Psi}_{i}\right), 1 \leq i \leq m$ be a family of flagged switch channels and $\Phi_{0}: A_{0} \rightarrow B_{0}$ be an arbitrary channel. Suppose that $\underline{\lambda}=1 /\left\lfloor\min _{i} n_{i} / k_{i}\right\rfloor$ is small enough such that $\delta=4\left|B_{0}\right| \sqrt{\underline{\lambda} \log \left|B_{0}\right| \log 2} \leq 2$. Then

$$
\chi\left(\Phi_{0} \otimes_{i=1}^{m} Z_{k_{i}}\left(\boldsymbol{\Phi}_{i} ; \mathbf{\Psi}_{i}\right)\right) \leq \chi\left(\Phi_{0}\right)+\chi\left(\otimes_{i=1}^{m} Z_{k_{i}}\left(\boldsymbol{\Phi}_{i}\right)\right)+\sum_{i=1}^{m}\left(1-\frac{k_{i}}{n_{i}}\right) \sum_{j=1}^{n_{i}} \chi^{(p o t)}\left(\Psi_{i, j}\right)+a f\left(\left|B_{0}\right|, \delta\right),
$$

where $h(\epsilon)=-\epsilon \log \epsilon-(1-\epsilon) \log (1-\epsilon)$, and

$$
a f(d, \delta)=2 \delta \log d+(2+\delta) h\left(\frac{\delta}{2+\delta}\right)
$$

Corollary 6.1 (based on and updated from corollary 4.2 from [27]). Let the output system $B_{i, j}$ to each $\Phi_{i, j}$ be of dimension at most $d$ and let $\underline{\lambda}=1 /\left\lfloor\min _{i} n_{i} / k_{i}\right\rfloor$ be small enough such that $\delta=4\left|B_{0}\right| \sqrt{\underline{\lambda} \log \left|B_{0}\right| \log 2} \leq 2$. Then,

$$
\chi\left(\otimes_{i=1}^{m} Z_{k_{i}}\left(\mathbf{\Phi}_{i} ; \mathbf{\Psi}_{i}\right)\right) \leq \sum_{i=1}^{m} \frac{k_{i}}{n_{i}} \sum_{j=1}^{n_{i}} \chi\left(\Phi_{i, j}\right)+\sum_{i=1}^{m}\left(1-\frac{k_{i}}{n_{i}}\right) \sum_{j=1}^{n_{i}} \chi^{(p o t)}\left(\Psi_{i, j}\right)+\left(\sum_{i} k_{i}\right) a f(d, \delta),
$$

with af(d, $\delta)$ defined as in Theorem 6.3. As a consequence, for a single flagged switch channel $Z_{k}(\mathbf{\Phi} ; \mathbf{\Psi})$,

$$
C\left(Z_{k}(\boldsymbol{\Phi} ; \mathbf{\Psi})\right) \leq \frac{k}{n} \sum_{j=1}^{n} \chi\left(\Phi_{j}\right)+\left(1-\frac{k}{n}\right) \sum_{j=1}^{n} \chi^{(p o t)}\left(\Psi_{j}\right)+k \cdot a f(d, \delta) .
$$

Corollary 6.2 (based on and updated from corollary 4.3 from [27]). Let the output system to each $\Phi_{i, j}$ be of dimension at most $d$, $\Phi_{0}$ have output dimension $d_{0}$, and $\underline{\lambda}=1 /\left\lfloor\min _{i} n_{i} / k_{i}\right\rfloor$ be small enough such that
$\delta=4\left|B_{0}\right| \sqrt{\underline{\lambda} \log d \log 2} \leq 2$ and $\delta_{0}=4\left|B_{0}\right| \sqrt{\underline{\lambda} \log d_{0} \log 2} \leq 2$. Then,

$$
\begin{aligned}
\chi\left(\Phi_{0} \otimes \otimes_{i=1}^{m} Z_{k_{i}}\left(\mathbf{\Phi}_{i} ; \mathbf{\Psi}_{i}\right)\right) \leq & \chi\left(\Phi_{0}\right)+\sum_{i=1}^{m} \frac{k_{i}}{n_{i}} \sum_{j=1}^{n_{i}} \chi\left(\Phi_{i, j}\right)+\sum_{i=1}^{m}\left(1-\frac{k_{i}}{n_{i}}\right) \sum_{j=1}^{n_{i}} \chi^{(p o t)}\left(\Psi_{i, j}\right) \\
& +a f\left(d_{0}, \delta_{0}\right)+\left(\sum_{i} k_{i}\right) a f(d, \delta)
\end{aligned}
$$

where af $(d, \delta)$ and af $\left(d_{0}, \delta_{0}\right)$ are defined as in Theorem 6.3.
Lemma 6.3 (based on lemma 4.4 from [27). Let $\Phi_{0}: A_{0} \rightarrow B_{0}$ be a quantum channel. Let $B$ be any quantum system, and $\rho_{x}^{A_{0} B}$ be a family of separable bipartite state. Then for any $\eta=\sum_{x} p_{x} \eta_{x}$, where $\eta_{x}=i d \otimes \Phi_{0}\left(\rho_{x}\right)$ and $\left\{p_{x}\right\}$ probability distribution, we have

$$
H\left(B_{0} \mid B\right)_{\eta}-\sum_{x} p_{x} H\left(B_{0} \mid B\right)_{\eta_{x}} \leq \chi\left(\Phi_{0}\right)
$$

Proof. By separability, for each $x$, we may write

$$
\eta_{x}=\sum_{j} p_{x, j} \eta_{x, j}^{B_{0}} \otimes \eta_{x, j}^{B}
$$

as a convex combination of product states. Define a classical to quantum channel $\Phi^{c q}: X \rightarrow B$, where $X$ is an extra classical system, by

$$
\Phi^{c q}(|x, j\rangle\langle x, j|)=\eta_{x, j}^{B}
$$

From this, we define the classical-quantum states

$$
\eta_{x}^{\prime}=\sum_{j} p_{x, j} \eta_{x, j}^{B_{0}} \otimes|x, j\rangle\langle x, j|
$$

and observe that $\eta_{x}=\Phi^{c q}\left(\eta_{x}^{\prime}\right)$ for each $x$. Applying the data processing inequality for conditional entropy,

$$
\begin{aligned}
H\left(B_{0} \mid B\right)_{\eta}-\sum_{x} p_{x} H\left(B_{0} \mid B\right)_{\eta_{x}} & \leq H\left(B_{0}\right)_{\eta}-\sum_{x} p_{x} H\left(B_{0} \mid B\right)_{\eta_{x}} \\
& \leq H\left(B_{0}\right)_{\eta}-\sum_{x} p_{x} H\left(B_{0} \mid X\right)_{\eta_{x}^{\prime}} \\
& \leq H\left(B_{0}\right)_{\eta}-\sum_{x} p_{x} p_{x, j} H\left(B_{0}\right)_{\eta_{x, j}}
\end{aligned}
$$

This has the form of the Holevo information for the state $\sum_{x, j} p_{x} p_{x, j}|x, j\rangle\langle x, j| \otimes \eta_{x, j}$. Therefore, it is less
than the Holevo information of $\Phi_{0}$.

Lemma 6.4 (based on lemma 4.5 from [27). Let $Z_{k_{i}}\left(\boldsymbol{\Phi}_{i} ; \boldsymbol{\Psi}_{i}\right), 1 \leq i \leq m$ be a family of flagged switch channels and let $\Phi_{0}$ be an arbitrary channel $\Phi_{0}: A_{0} \rightarrow B_{0}$. Then

$$
\chi\left(\Phi_{0} \otimes_{i=1}^{m} Z_{k_{i}}\left(\mathbf{\Phi}_{i} ; \mathbf{\Psi}_{i}\right)\right) \leq \chi\left(\Phi_{0} \otimes_{i=1}^{m} Z_{k_{i}}\left(\mathbf{\Phi}_{i}\right)\right)+\sum_{i=1}^{m}\left(1-\frac{k_{i}}{n_{i}}\right) \sum_{j=1}^{k_{i}} \chi^{(p o t)}\left(\Psi_{i, j}\right) .
$$

Proof. Let $B=B_{0} \otimes\left(\otimes_{i=1}^{m} \otimes_{j=1}^{n_{i}} B_{j, i}\right)$ be the full quantum output system. For an classical quantum input state $\rho^{X A}=\sum_{x} p_{x}|x\rangle\langle x| \otimes \rho_{x}^{A}$, the output state is

$$
\begin{aligned}
\omega^{X B Y} & =\sum_{x} p_{x}|x\rangle\langle x| \otimes\left(\otimes_{i=1}^{m} Z_{k_{i}}\left(\boldsymbol{\Phi}_{i} ; \mathbf{\Psi}_{i}\right)\left(\rho_{x}\right)\right) \\
& =\sum_{x} \sum_{R=R_{1} \cdots R_{m},\left|R_{i}\right|=k_{i}} \frac{1}{\prod\binom{n_{i}}{k_{i}}} p_{x}|x\rangle\left\langle\left. x\right|^{X} \otimes\left(\Phi^{R} \otimes \Psi^{R^{c}}\right)\left(\rho_{x}\right) \otimes \mid R\right\rangle\left\langle\left. R\right|^{Y} .\right.
\end{aligned}
$$

Note that the marginal distributions (reduced density) on the two classical system $X Y$ is independent. Thus we have

$$
\chi\left(\Phi_{0} \otimes_{i=1}^{m} Z_{k_{i}}\left(\boldsymbol{\Phi}_{i} ; \mathbf{\Psi}_{i}\right)\right)=\sup _{\rho^{X A}} I(X: B Y)_{\omega}=\sup _{\rho^{X A}} \frac{1}{\prod\binom{n_{i} i}{k_{i}}} \sum_{R} I(X: B)_{\omega(R)},
$$

where

$$
\omega(R)=\sum_{x} p_{x}|x\rangle\left\langle\left. x\right|^{X} \otimes\left(\Phi^{R} \otimes \Psi^{R^{c}}\right)\left(\rho_{x}\right)\right.
$$

is the outcome of the heralding signal $R$. In each $I(X: B)_{\omega(R)}$, we could then replace $R^{c}$ systems by the potential capacities of $\Psi$ channels without decreasing the expression. That is

$$
I(X: B)_{\omega(R)} \leq I(X: B)_{\omega(R)^{\prime}}+\sum_{j \in R_{i}} \chi^{(p o t)}\left(\Psi_{i, j}\right)
$$

where

$$
\omega(R)^{\prime}=\sum_{x} p_{x}|x\rangle\left\langle\left. x\right|^{X} \otimes\left(\Phi^{R} \otimes \Theta^{R^{c}}\right)\left(\rho_{x}\right)\right.
$$

is the corresponding output of heralded channels. The result follows from summing over all $R$ with uniform probabilities.

Lemma 6.5 (based on lemma 4.6 from [27]). Let $\Phi_{0} \otimes \Phi_{1}: A_{0} \otimes A \rightarrow B_{0} \otimes B$ be a tensor product of channels. Let $X$ be a classical system, with states $x \in X$. Let $\rho_{x}$ be the input state to the channel for each $x$, and $\rho=\sum_{x} p_{x} \rho_{x}$. Let $\omega_{x}=\Phi_{0} \otimes \Phi_{1}\left(\rho_{x}\right)$, and $\omega=\sum_{x} p_{x} \omega_{x}$. Assume $\exists$ a state $\eta=\sum_{x} p_{x} \eta_{x}$ that is
separable between $B_{0}$ and $B$ such that for each $x$,

$$
\left\|\left(i d_{A_{0}} \otimes \Phi_{1}\right)\left(\rho_{x}\right)-\eta_{x}\right\|_{1} \leq \delta
$$

Then

$$
\begin{aligned}
I\left(X: B_{0} B\right)_{\omega} & \leq \chi\left(\Phi_{0}\right)+\chi\left(\Phi_{1}\right)+2 \delta \log \left|B_{0}\right|+(2+\delta) h\left(\frac{\delta}{2+\delta}\right) \\
& \leq \chi\left(\Phi_{0}\right)+\chi\left(\Phi_{1}\right)+2 \delta \log \left(\frac{4\left|B_{0}\right|}{\delta}\right)
\end{aligned}
$$

Proof. For a classical-quantum state $\omega^{X B_{0} B}=\sum_{x} p_{x}|x\rangle\langle x| \otimes \omega_{x}^{B_{0} B}$,

$$
\begin{align*}
I\left(X ; B_{0} B\right)_{\omega} & =H\left(B_{0} B\right)_{\omega}-\sum_{x} p_{x} H\left(B_{0} B\right)_{\omega_{x}}  \tag{6.7}\\
& =\left(H\left(B_{0} \mid B\right)_{\omega}-\sum_{x} p_{x} H\left(B_{0} \mid B\right)_{\omega_{x}}\right)+\left(H(B)_{\omega}-\sum_{x} p_{x} H(B)_{\omega_{x}}\right) .
\end{align*}
$$

The second half of this expression is upper bounded by the Holevo information of $\Phi_{1}\left(\rho^{X A}\right)$ if

$$
\omega^{X B_{0} B}=\left(i d_{X} \otimes \Phi_{0} \otimes \Phi_{1}\right)\left(\rho^{X A_{0} A}\right)
$$

For the first half, we use the factorization property,

$$
\Phi_{0} \otimes \Phi_{1}=\left(\Phi_{0} \otimes i d_{A}\right) \circ\left(i d_{A_{0}} \otimes \Phi_{1}\right)
$$

where " $i d$ " represents the identity channel. Hence by assumption, $\exists \eta_{x}^{X} A_{0} A$ such that $\forall x \in X$,

$$
\left\|\left(i d_{A_{0}} \otimes \Phi_{1}\right)\left(\rho_{x}\right)-\eta_{x}\right\|_{1} \leq \delta
$$

and by the convexity of the 1-norm,

$$
\left\|\left(i d_{A_{0}} \otimes \Phi_{1}\right)(\rho)-\eta\right\|_{1} \leq \delta
$$

The main subtlety of this part of the proof is that we need $\eta_{x}^{B_{0}}$ to be an output state of $\Phi_{0}$, but the $B$ part can be arbitrary. This is because we use this state to estimate only the $H\left(B_{0} \mid B\right)$ terms, and not the $H(B)$ terms. What we have just shown is that we can prepare a separable input state to the channel $\Phi_{0} \otimes i d_{A}$ that is close in the 1-norm sense to the output of $i d_{A_{0}} \otimes \Phi_{1}$. By contractivity of the trace distance under
quantum channels,

$$
\left\|\left(\Phi_{0} \otimes \Phi_{1}\right)\left(\rho_{x}\right)-\Phi_{0} \otimes i d_{B}\left(\eta_{x}\right)\right\|_{1} \leq \delta, \text { and }\left\|\left(\Phi_{0} \otimes \Phi_{1}\right)(\rho)-\Phi_{0} \otimes i d_{B}(\eta)\right\|_{1} \leq \delta
$$

By the Alicki-Fannes inequality 2.13 , for all $x$,

$$
\left|H\left(B_{0} \mid B\right)_{\omega_{x}}-H\left(B_{0} \mid B\right)_{\Phi_{0} \otimes i d_{B}\left(\eta_{x}\right)}\right| \leq \delta \log \left|B_{0}\right|+\left(1+\frac{\delta}{2}\right) h\left(\frac{\delta}{2+\delta}\right)
$$

and

$$
\left|H\left(B_{0} \mid B\right)_{\omega}-H\left(B_{0} \mid B\right)_{\Phi_{0} \otimes i d_{B}(\eta)}\right| \leq \delta \log \left|B_{0}\right|+\left(1+\frac{\delta}{2}\right) h\left(\frac{\delta}{2+\delta}\right)
$$

We now use the triangle inequality and Lemma 6.3 .

$$
\begin{aligned}
& H\left(B_{0} \mid B\right)_{\omega}-\sum_{x} p_{x} H\left(B_{0} \mid B\right)_{\omega_{x}} \leq H\left(\Phi_{0} \mid B\right)_{\eta}-\sum_{x} p_{x} H\left(\Phi_{0} \mid B\right)_{\eta_{x}}+2 \delta \log \left|B_{0}\right|+(2+\delta) h\left(\frac{\delta}{2+\delta}\right) \\
& \leq \chi\left(\Phi_{0}\right)+2 \delta \log \left|B_{0}\right|+(2+\delta) h\left(\frac{\delta}{2+\delta}\right)
\end{aligned}
$$

Returning to Equation (6.7), we obtain

$$
I\left(X ; B_{0} B\right)_{\omega} \leq \chi\left(\Phi_{0}\right)+\chi\left(\Phi_{1}\right)+2 \delta \log \left|B_{0}\right|+(2+\delta) h\left(\frac{\delta}{2+\delta}\right)
$$

The final inequality in the Lemma follows from Equation 2.13.

Proof of Theorem 6.3, based on proof in [27]. First, by Lemma 6.4 it is sufficient to estimate $\chi\left(\Phi_{0} \otimes_{i=1}^{m}\right.$ $\left.Z_{k_{i}}\left(\boldsymbol{\Phi}_{i}\right)\right)$. By Theorem 6.2, for each $\rho_{x}$ there exists state $\eta_{x}^{A_{0} A Y}$ separable between $A_{0}$ and $A Y$ such that

$$
\left\|i d \otimes_{i=1}^{m} Z_{k_{i}}^{n_{i}}(i d: \Theta)\left(\rho_{x}\right)-\eta_{x}\right\|_{1} \leq 4\left|B_{0}\right| \sqrt{\underline{\lambda} H\left(B_{0}\right)_{\rho} \log 2}
$$

Let $\delta=4\left|B_{0}\right| \sqrt{\underline{\lambda} \log \left|B_{0}\right| \log 2}$. Apply Lemma 6.5.
Proof of Corollary 6.1 based on proof in [27]. As before, Lemma 6.4 implies we need only estimate the Holevo information of $\otimes_{i=1}^{m} Z_{k_{i}}\left(\boldsymbol{\Phi}_{i}\right)$. We start by the averaging on the $j$ th position being a position in the set $R$ (of non-erased outputs) for a heralded channel $Z_{k}\left(\Phi_{1}, \cdots, \Phi_{n}\right)$. Since each $R$ contains $k$ positions,
up to a re-ordering based on the classical signal,

$$
\begin{align*}
Z_{k}\left(\Phi_{1}, \ldots, \Phi_{n}\right)(\rho) & =\frac{1}{\binom{n}{k}} \sum_{R}\left(\Phi^{R} \otimes \Theta^{R^{c}}\right)(\rho) \otimes|R\rangle\langle R| \\
& =\frac{1}{\binom{n}{k}} \sum_{|R|=k} \frac{1}{k} \sum_{j \in R}\left(\Phi^{R} \otimes \Theta^{R^{c}}\right)(\rho) \otimes|R\rangle\langle R| \\
& \rightarrow \frac{1}{n} \sum_{j=1}^{n} \Phi_{j} \otimes \frac{1}{\binom{n-1}{k-1}} \sum_{|R|=k-1, j \notin R} \Phi^{R} \otimes \Theta^{R^{c}}(\rho) \otimes|R\rangle\langle R|  \tag{6.8}\\
& =\frac{1}{n} \sum_{j=1}^{n} \Phi_{j} \otimes Z_{k-1}\left(\Phi_{1}, \cdots, \Phi_{j-1}, \Phi_{j+1}, \cdots, \Phi_{n}\right)(\rho)
\end{align*}
$$

Here in Equation (6.8), we rearrange the heralding sum by separating the $j$-th position in the index set $R$. Knowing this position in advance at the input does not lower the achievable rate, so we may estimate the channel capacity from above by moving this position to the front. Note that for the coefficients, $k\binom{n}{k}=$ $n\binom{n-1}{k-1}$. Denote $\delta=4\left|B_{0}\right| \sqrt{\underline{\lambda} \log \left|B_{0}\right| \log 2}$. We use the convexity of Holevo information over channels (reproved in [143] version 1, Proposition 4.3, though this had been previously known and is not hard to show) and Theorem 6.3.

$$
\begin{aligned}
\chi\left(\otimes_{i=1}^{m} Z_{n_{i}}\left(\mathbf{\Phi}_{i}\right)\right) \leq & \chi\left(\frac{1}{n_{1}} \sum_{j} \Phi_{1, j} \otimes Z_{k_{1}-1}\left(\Phi_{1,1}, \cdots, \Phi_{1, j-1}, \Phi_{1, j+1}, \cdots, \Phi_{n_{1}, 1}\right) \otimes \otimes_{i=2}^{m} Z_{n_{i}}\left(\mathbf{\Phi}_{i}\right)\right) \\
\leq & \frac{1}{n_{1}} \sum_{j} \chi\left(\Phi_{1, j} \otimes Z_{k_{1}-1}\left(\Phi_{1,1}, \cdots, \Phi_{1, j-1}, \Phi_{1, j+1}, \cdots, \Phi_{n_{1}, 1}\right) \otimes \otimes_{i=2}^{m} Z_{k_{i}}\left(\mathbf{\Phi}_{i}\right)\right) \\
\leq & \frac{1}{n_{1}} \sum_{j} \chi\left(\Phi_{1, j}\right)+2 \delta \log d+(2+\delta) h\left(\frac{\delta}{2+\delta}\right) \\
& \left.+\chi\left(Z_{n-1}\left(\Phi_{1,1}, \ldots, \Phi_{1, j-1}, \Phi_{1, j+1}, \ldots, \Phi_{1, k_{1}}\right) \otimes \otimes_{i=2}^{m} Z_{k_{i}}\left(\mathbf{\Phi}_{i}\right)\right)\right) .
\end{aligned}
$$

We may repeat this procedure to separate out all $\Phi$ positions in each $Z_{k_{i}}\left(\boldsymbol{\Phi}_{i}\right)$. As we replace each $\Phi_{i, j}$ by its Holevo information plus the correction term, we are reducing $n$ and $k$ by the same amount, so $\underline{\lambda}=1 /\left\lfloor\min k_{i} / n_{i}\right\rfloor$ does not increase. Thus $2 \delta \log d+(2+\delta) h(\delta /(2+\delta))$ is a uniform bound for the correction term at all steps. Therefore

$$
\chi\left(\otimes_{i=1}^{m} Z_{k_{i}}\left(\mathbf{\Phi}_{i}\right)\right) \leq \sum_{i=1}^{m} \frac{k_{i}}{n_{i}} \sum_{j=1}^{n_{i}} \chi\left(\Phi_{i, j}\right)+\left(\sum_{i} k_{i}\right)\left(2 \delta \log d+(2+\delta) h\left(\frac{\delta}{2+\delta}\right)\right) .
$$

Regularizing the expression for $Z_{k}(\mathbf{\Phi})^{\otimes m}$ yields the bound for classical capacity.

Finally, Theorem 6.1 follows from the fact that in the limit of many copies of the channel, the number of successes of an erasure channel $Z_{\lambda}$ concentrates around its average.

Theorem 6.4 (based on theorem 5.1 from [27]). For any $n$ and $\lambda$,

$$
\left|\chi\left(Z_{\lambda}(\Phi)^{\otimes n}\right)-\chi\left(Z_{[\lambda n\rfloor}^{n}(\Phi)\right)\right| \leq(1+\sqrt{n \lambda(1-\lambda)}) \chi^{(p o t)}(\Phi) .
$$

In particular, the classical capacity of the erasure channel $Z_{\lambda}(\Phi)$ can be rewritten by

$$
C\left(Z_{\lambda}(\Phi)\right)=\lim _{n \rightarrow \infty} \frac{1}{n} \chi\left(Z_{\lfloor\lambda\rfloor\rfloor}^{n}(\Phi)\right)
$$

Even though the difference in Holevo information grows with the number of channel uses, the $O(\sqrt{n})$ growth is subleading in the asymptotic, many-copy limit. Under the $1 / n$ regularization, it therefore goes to zero. To prove this, we rely on the following Lemma:

Lemma 6.6 (lemma 5.2 from [27]). Let $k_{1} \leq k_{2}$. For any classical-quantum input $\rho$,

$$
0 \leq I\left(X: Z_{k_{2}}^{n}(\Phi)\right)_{\rho}-I\left(X: Z_{k_{1}}^{n}(\Phi)\right)_{\rho} \leq\left(k_{2}-k_{1}\right) \chi^{(p o t)}(\Phi)
$$

Proof. By the zero contribution from erased outputs and classical conditionality of the mutual information,

$$
I\left(X: Z_{k}^{n}(\Phi)\right)_{\rho}=\frac{1}{\binom{n}{k}} \sum_{|R|=k} I\left(X: \Phi^{R}\right)_{\rho}
$$

Therefore, we have

$$
\begin{aligned}
I\left(X: Z_{k_{2}}^{n}(\Phi)\right)_{\rho} & =\frac{1}{\binom{n}{k_{2}}} \sum_{|R|=k_{2}} I\left(X: \Phi^{R}\right)_{\rho} \\
& =\frac{1}{\binom{n}{k_{2}}} \sum_{|R|=k_{2}} \frac{1}{\binom{k_{2}}{k_{1}}} \sum_{|P|=k_{1}, P \subset R} I\left(X: \Phi^{P} \otimes \Phi^{R \backslash P}\right)_{\rho} \\
& \leq \frac{1}{\binom{n}{k_{2}}} \sum_{|R|=k_{2}} \frac{1}{\binom{k_{2}}{k_{1}}} \sum_{|P|=k_{1}, P \subset R}\left(I\left(X: \Phi^{P}\right)_{\rho}+\left(k_{2}-k_{1}\right) \chi^{(p o t)}(\Phi)\right) \\
& =\frac{1}{\binom{n}{k_{1}}} \sum_{|P|=k_{1}} I\left(X: \Phi^{P}\right)_{\rho}+\left(k_{2}-k_{1}\right) \chi^{(p o t)}(\Phi) \\
& =I\left(X: Z_{k_{1}}^{n}(\Phi)\right)_{\rho}+\left(k_{2}-k_{1}\right) \chi^{(p o t)}(\Phi)
\end{aligned}
$$

The inequality follows from Lemma 6.3. The last step is because each $k_{1}$-subset $P$ has been counted $\binom{n-k_{1}}{k_{2}-k_{1}}$ times as a subset of some $k_{2}$-set $R$. The inequality follows similarly.

Proof of Theorem 6.4. duplicating proof from [27]. Let $A$ be the input system of $\Phi$. Then the two channels
$Z_{\lambda}(\Phi)^{\otimes n}$ and $Z_{\lfloor\lambda n\rfloor}^{n}(\Phi)$ have the same input $A^{\otimes n}$. Denote $\rho^{X A^{n}}$ by a classical-quantum state. By the triangle inequality and Lemma 6.6

$$
\begin{aligned}
\left|\chi\left(Z_{\lambda}(\Phi)^{\otimes n}\right)-\chi\left(Z_{\lfloor\lambda n\rfloor}^{n}(\Phi)\right)\right| & =\left|\sup _{\rho} \sum_{k=0}^{n}\binom{n}{k} \lambda^{k}(1-\lambda)^{n-k} I\left(X: Z_{k}^{n}(\Phi)\right)-\sup _{\rho} I\left(X: Z_{\lfloor\lambda m\rfloor}^{n}(\Phi)\right)_{\rho}\right| \\
& \leq \sup _{\rho}\left|\sum_{k=0}^{n}\binom{n}{k} \lambda^{k}(1-\lambda)^{n-k} I\left(X: Z_{k}^{n}(\Phi)\right)-I\left(X: Z_{\lfloor\lambda m\rfloor}^{n}(\Phi)\right)_{\rho}\right| \\
& \leq \sum_{k=0}^{n}\binom{n}{k} \lambda^{k}(1-\lambda)^{n-k}\left|\sup _{\rho} I\left(X: Z_{k}^{n}(\Phi)\right)-I\left(X: Z_{\lfloor\lambda m\rfloor}^{n}(\Phi)\right)_{\rho}\right| \\
& \leq \chi^{p o t}(\Phi) \sum_{k=0}^{n}\binom{n}{k} \lambda^{k}(1-\lambda)^{n-k}|k-\lfloor\lambda n\rfloor| \\
& \leq \chi^{p o t}(\Phi)\left(1+\sum_{k=0}^{n}\binom{n}{k} \lambda^{k}(1-\lambda)^{n-k}|k-\lambda n|\right) .
\end{aligned}
$$

Recall that the variance of binomial distribution is $n \lambda(1-\lambda)$. We obtain by Hölder's inequality that

$$
\sum_{k=0}^{n}\binom{n}{k} \lambda^{k}(1-\lambda)^{n-k}|k-\lambda n| \leq\left(\sum_{k=0}^{n}\binom{n}{k} \lambda^{k}(1-\lambda)^{n-k}|k-\lambda n|^{2}\right)^{1 / 2}=\sqrt{n \lambda(1-\lambda)}
$$

Putting this together with the bounds on heralded channels completes Theorem 6.1.

### 6.2.3 Bounds for Rates with Finite Block Size

In practice, a common scenario in practice is frequent failure with small encoding block size, due to practical constraints on creating large, entangled states with high success probability. While the Shannon regime assumes local resources are effectively limitless and infallible, the reality of quantum technology is far from it. For short-distance quantum communication, such as between pieces of a distributed quantum computer, the encoding/decoding cost may be as larger or larger of a concern than the transmission channel. When block size is small and success rare, usually there will be only one success per block, eliminating superadditivity. Here we show that these assumptions result in superadditivity violations being at most of quadratic order in the transmission success probability. This does not rely on monogamy of entanglement, but reflects the quadratic-order probability that two successes appear in the same block. This result further gives some intuition for why in lossy channels, superadditive effects are often not large enough to justify the use of entangled blocks. There may yet be potential enhancements from encodings that use multiple degrees of freedom in the same information carrier (see Example 4.1), resulting in correlated loss.

One might wonder if we can apply the methods of this section or use entanglement monogamy to bound superadditivity of the quantum and private capacities. Technically, this might be the case, though the literal expressions are more complicated due to quantum subsystems potentially kept back at the input. Practically, however, both the (one-way) quantum and private capacities go to 0 when the failure probability is $1 / 2$. The channel becomes antidegradable, meaning that an eavesdropper could reconstruct a copy of the output density from the channel's environment. It is intuitive why such a channel is useless for sending private information. Quantum information is inherently private due to effects related to entanglement monogamy and the no cloning theorem, so transmitting qubits is at least as hard as transmitting private bits. Even when some qubits may randomly reach the end, achieving a given quantum capacity requires the existence of an encoding/decoding scheme that reconstructs inputs with arbitrarily high success probability, and this is impossible for any block size given such a channel.

With feedback or two-way classical assistance, these channels often regain their ability to send and receive quantum or private data. This regime is however much more complicated to model, and even writing the quantum and private capacity with such assistance as a concise entropy expression remains an open question. Classically, capacity does not change with feedback, as one can always find a one-way encoding that reproduces whatever gains would appear from having the sender respond to information from the receiver. For quantum channels this is not the case, and the d-dimensional erasure channel with success probability $\lambda$ is an especially dramatic example, in which the capacity for a channel with $\lambda=1 / 2$ goes from zero with no extra assistance to $(\log d) / 2$ with a polynomial amount of two-way classical resources [144]. Based on present-day technology, however, quantum data is likely to have a great deal of classical help, but also suffer from high loss and encoding overhead. It's plausible that classical assistance will play a much larger role in near-term quantum communication than superadditivity.

Proposition 6.1 (proposition 7.1 from [27]). Let $\Phi_{1}, \cdots, \Phi_{n}$ be a family of quantum channels, and let $\lambda \ll 1 / n$. Let $F^{(1)}$ be a function mapping densities to positive real numbers, and define its value for a quantum channel by $F^{(1)}(\Phi)=\max _{\rho}\left\{F^{(1)}(\Phi(\rho))\right\}$. Assume $F^{(1)}$ is superadditive on quantum channels, additive for separable input states, convex in the input state and channel, and admit a well-defined expression of the form $F^{(p o t)}(\Phi)=\max _{\Psi}\left\{F^{(1)}(\Phi \otimes \Psi)-F^{(1)}(\Psi)\right\}$ such that $F^{(p o t)}(\Theta)=0$ if $\Theta$ is a trivial channel for which the output provides no information about the input. Then

$$
F^{(1)}\left(Z_{\lambda}\left(\Phi_{1}\right) \otimes \ldots \otimes Z_{\lambda}\left(\Phi_{n}\right)\right)-\lambda \sum_{i=1}^{n} F^{(1)}\left(\Phi_{i}\right) \leq O\left(\lambda^{2} \sum_{i}\left(F^{(p o t)}\left(\Phi_{i}\right)-F^{(1)}\left(\Phi_{i}\right)\right)\right)
$$

In words, Proposition 6.1 shows that a broad class of entropy functions depending on the output of a quantum channel $\Phi$ with fixed block size can be written as a first order additive term, plus a correction of quadratic order in the erasure probability, when applied to a frequently erasing channel. Theorem6.1bounds superadditivity in the Shannon regime with unbounded blocksize, while Proposition refprop:finiteblock gives a bound of potentially stronger order under the finite blocksize assumption. Furthermore, Proposition 6.1 may apply to a wider variety of information measures than just Holevo capacity.

Proof. If only one success has occurred at position $i$, then

$$
\begin{equation*}
F^{(1)}\left(\Theta_{1} \otimes \cdots \otimes \Phi_{i} \otimes \cdots \otimes \Theta_{n}\right)=F^{(1)}\left(\Phi_{i}\right) \tag{6.9}
\end{equation*}
$$

This follows from the fact that the trivial channels provide no information about the input, and being uncorrelated with it, are therefore not entangled either. Since $F$ is additive on separable states and 0 on these trivial channels, they contribute nothing. For some tensor product $\Phi^{R} \otimes \Theta^{R^{c}}$, define $\Psi_{1} \cdots \Psi_{n}$ such that $\Phi^{R} \otimes \Theta^{R^{c}}=\Psi_{1} \otimes \cdots \otimes \Psi_{n}$.

$$
\begin{align*}
& F^{(1)}\left(\Psi_{1} \otimes \cdots \otimes \Psi_{n}\right) \leq F^{(p o t)}\left(\Psi_{1}\right)+F^{(1)}\left(\Psi_{2} \otimes \cdots \otimes \Psi_{n}\right) \\
& =F^{(1)}\left(\Psi_{1}\right)+F^{(1)}\left(\Psi_{2} \otimes \cdot \otimes \Psi_{n}\right)+F^{(p o t)}\left(\Psi_{1}\right)-F^{(1)}\left(\Psi_{1}\right)  \tag{6.10}\\
& \leq \sum_{i \in R} F^{(1)}\left(\Phi_{i}\right)+\sum_{i \in R: i \neq|R|}\left(F^{(p o t)}\left(\Phi_{i}\right)-F^{(1)}\left(\Phi_{i}\right)\right)
\end{align*}
$$

where the last inequality is obtained by iterating and discarding the $F^{(p o t)}\left(\Theta_{i}\right)$ terms that are zero anyway. Note that the final correction term has one fewer channel correction term than are channels, because Equation 6.9) shows that we do not need to add a correction term when only one success is involved. Using Equations
6.10 and 6.9 , and the convexity of $F^{(1)}$ in the channel,

$$
\begin{aligned}
& F^{(1)}\left(Z_{\lambda}\left(\Phi_{1}\right) \otimes \cdots \otimes Z_{\lambda}\left(\Phi_{n}\right)\right) \leq \sum_{k=0}^{n} \sum_{|R|=k} \lambda^{k}(1-\lambda)^{n-k} F^{(1)}\left(\Phi^{R} \otimes \Theta^{R^{c}}\right) \\
\leq & \sum_{k=1}^{n} \sum_{|R|=k} \lambda^{k}(1-\lambda)^{n-k} \sum_{i \in R} F^{(1)}\left(\Phi_{i}\right)+\sum_{k=2}^{n} \sum_{|R|=k} \lambda^{k}(1-\lambda)^{n-k} \sum_{i \in R: i \neq|R|}\left(F^{(p o t)}\left(\Phi_{i}\right)-F^{(1)}\left(\Phi_{i}\right)\right) \\
\leq & \sum_{k=1}^{n}\binom{n}{k} \lambda^{k}(1-\lambda)^{n-k} \frac{k}{n}\left(\sum_{i=1}^{n} F^{(1)}\left(\Phi_{i}\right)\right)+\sum_{k=2}^{n}\binom{n}{k} \lambda^{k}(1-\lambda)^{n-k} \frac{k-1}{n} \sum_{i=1}^{n}\left(F^{(p o t)}\left(\Phi_{i}\right)-F^{(1)}\left(\Phi_{i}\right)\right) \\
\leq & \lambda \sum_{i=1}^{n} F^{(1)}\left(\Phi_{i}\right)+\lambda \sum_{k=2}^{n}\binom{n-1}{k-1} \lambda^{k-1}(1-\lambda)^{n-k}\left(\sum_{i=1}^{n} F^{(p o t)}\left(\Phi_{i}\right)-F^{(1)}\left(\Phi_{i}\right)\right) \\
\leq & \lambda \sum_{i=1}^{n} F^{(1)}\left(\Phi_{i}\right)+\lambda\left(1-(1-\lambda)^{n-1}\right) \sum_{i=1}^{n}\left(F^{(p o t)}\left(\Phi_{i}\right)-F^{(1)}\left(\Phi_{i}\right)\right) \\
\leq & \lambda \sum_{i=1}^{n} F^{(1)}\left(\Phi_{i}\right)+O\left(\lambda^{2}\left(\sum_{i=1}^{n} F^{(p o t)}\left(\Phi_{i}\right)-F^{(1)}\left(\Phi_{i}\right)\right)\right) .
\end{aligned}
$$

In the last inequality, we used that for small $\lambda$,

$$
\lambda\left(1-(1-\lambda)^{n-1}\right) \approx \lambda\left(1-\left(1-\frac{1}{n-1} \lambda\right)\right)=\frac{\lambda^{2}}{n-1}
$$

### 6.3 Entanglement Monogamy Bounds Non-Classicality of Quantum Games

While the majority of [27] focuses on superadditivity of Holevo capacity, we also include a basic result on a special kind of quantum game. Consider a game with $n+1$ players: one Alice, and $n$ "Bob" players. At the beginning of the game, all of the players share some quantum state $\rho \in S\left(A B_{1} \ldots B_{n}\right)$, which might be entangled between any and all systems involved. A referee then chooses some $x \in X$, where $X$ is the set of possible questions to Alice, and $y \in Y$, where $Y$ is the set of possible questions to Bob. Furthermore, in our setting, the referee randomly selects some $i \in 1 \ldots n$ and sends only that "Bob" player $y$. Alice may then apply any local operations and measurements to $A$, and the chosen Bob to $B_{i}$. Alice and the $i$ th Bob then return respective answers $a$ and $b$ to the referee. In a traditional, two-player game, $n=1$.

There are many two-player games in which Alice and Bob gain some advantage by pre-sharing quantum entanglement. The general form of these games forces Alice and Bob to compute different parts of the solution to some problem that does not have a complete, universal solution. The referee checks that each
piece is valid, and also that answers are consistent. In the CHSH game (named for Clauser, Horne, Shimony, \& Holt, and based on the Bell test and inequality proposed by these authors [145]), Alice and Bob are sent random bits $x$ and $y$, and they must return bits $a$ and $b$ such that $x \cdot y=a \oplus b$, where "." denotes multiplication in binary and " $\oplus$ " denotes addition mod 2 . One can easily write down a truth table of all possible questions and answers, and see that the best classical strategy is for both Alice and Bob to return 0 , which succeeds in $75 \%$ of cases. Pre-shared classical randomness does not lead to a better strategy. With a shared Bell state, they can achieve an $85 \%$ success probability. Despite its simplicity, the CHSH game is deep and powerful, as it is only possible to win many copies of this game with near-optimal probability if Alice and Bob's pre-shared state nearly approximates that many copies of a Bell state 146 . The broader name for this property is rigidity: a game that is rigid has a specific pre-shared state (up to unitary conjugation) underpinning every successful strategy. Quantum games are one of the classic theoretical techniques to illuminate how quantum mechanics changes the rules of the universe.

For a two-player quantum game $G$, we denote by

$$
\operatorname{val}(G)=\sup _{a_{x}, b_{y}} \sum_{x, y, a, b} \pi(x, y) v(a, b, x, y) \int_{\Omega} a_{x}(\omega) b_{y}(\omega) d \mathbb{P}(\omega)
$$

the winning probability of the best possible classical strategy for $G$, and by

$$
v a l^{*}(G)=\sup _{\rho, E_{x}^{a}, F_{y}^{b}} \sum_{x, y, a, b} \pi(x, y) v(a, b, x, y) \operatorname{tr}\left(\rho E_{x}^{a} \otimes F_{y}^{b}\right)
$$

that of the best possible quantum strategy (which may include pre-shared entanglement).
There is some precedent for using monogamy to bound values of quantum games. Vidick et. al. used tripartite entanglement monogamy to show that quantum multi-prover games have nearly classical values, making their values similarly difficult to approximate [147]. Other previous authors noted the effects of monogamy of quantum correlations [148, 149] and the link between symmetric extendibility and hidden variable theories 150 .

We modify the two-player quantum game to have $n$ "Bob" players, only one of whom actually plays, such that neither Alice nor any "Bob" player know ahead of time which the referee will select. One way to model this is by requiring the players to pre-share a quantum state, and then play any of $n$ quantum games $G_{1}, \ldots, G_{n}$, each differing only in its choice of "Bob" player. We then denote by $\operatorname{Aval}\left(\left\{G_{i}\right\}\right)$ the optimal winning probability for classical strategies averaged over $\left\{G_{i}\right\}$, and by $A v a l^{*}\left(\left\{G_{i}\right\}\right)$ that for quantum strategies.

Theorem 6.5 (based on and updated from theorem 7.4 from [27]). Let $G_{1}, \cdots, G_{n}$ be a family of bipartite games that Alice play respectively with the players $B_{1}, \cdots, B_{n}$. Then

$$
\operatorname{Aval}^{*}\left(\left\{G_{i}\right\}\right)-\operatorname{Aval}\left(\left\{G_{i}\right\}\right) \leq 4 \sqrt{\log 2}(\min \{|A|,|B|\}-1 / 2) \frac{\log \min \{|A|,|B|\}}{\sqrt{n}}
$$

Proof. Let $G=(A, B, X, Y, \pi, v)$ be a bipartite game. For fixed systems $\mathcal{A}, \mathcal{B}$ and POVMs $E_{x}^{a}, F_{y}^{b}$, the value function can be viewed as a positive linear functional $l_{G}$ on the trace-class $S_{1}(\mathcal{A} \otimes \mathcal{B})$,

$$
l_{G}\left(\rho^{\mathcal{A B}}\right)=\sum_{x, y, a, b} \pi(x, y) v(a, b, x, y) \operatorname{tr}\left(\rho E_{x}^{a} \otimes F_{y}^{b}\right)
$$

Note that $l_{G}$ is of norm at most 1 . Then for a separable $\sigma$ and an arbitrary $\rho$,

$$
l_{G}(\rho) \leq l_{G}(\rho-\sigma)+l_{G}(\sigma) \leq\|\rho-\sigma\|_{1}+\operatorname{val}(G) .
$$

Now suppose that the quantum system $\mathcal{A}$ of Alice is of dimension at most $d$. We know by the monogamy of entanglement (Equation 6.5) that for any $\rho^{A B_{1} \cdots B_{n}}$,

$$
\frac{1}{n} \sum_{i=1}^{n} E_{s q}\left(A, B_{i}\right)_{\rho} \leq \frac{1}{n} S(A)_{\rho} \leq \frac{\log d}{n}
$$

It follows from the faithfulness of squashed entanglement that there exists a state $\sigma^{A B_{i}}$ separable on $A$ and $B_{i}$ such that

$$
\left\|\rho^{A B_{i}}-\sigma^{A B_{i}}\right\|_{1} \leq 4 \sqrt{\log 2}(\min \{|A|,|B|\}-1 / 2) \sqrt{E_{s q}\left(A, B_{i}\right)_{\rho}}
$$

Thus,

$$
l_{G_{i}}\left(\rho^{A B_{i}}\right) \leq 4 \sqrt{\log 2}(\min \{|A|,|B|\}-1 / 2) \sqrt{E_{s q}\left(A, B_{i}\right)_{\rho}}+\operatorname{val}\left(G_{i}\right)
$$

and then the average entangled value obeys

$$
\operatorname{Aval}_{d}^{*}\left(\left\{G_{i}\right\}\right) \leq \operatorname{Aval}\left(\left\{G_{i}\right\}\right)+4 \sqrt{\log 2}(\min \{|A|,|B|\}-1 / 2) \frac{1}{n} \sum_{i=1}^{n} \sqrt{E_{s q}\left(A, B_{i}\right)_{\rho}}
$$

By Hölder's inequality, we have

$$
\sum_{i=1}^{n} \sqrt[4]{E_{s q}\left(A, B_{i}\right)_{\rho}} \leq \sqrt{\left.n \sum_{i=1}^{n} E_{s q}\left(A, B_{i}\right)_{\rho}\right)} \leq \sqrt{n \log \min \{|A|,|B|\}}
$$

Therefore,

$$
\operatorname{Aval}_{d}^{*}\left(\left\{G_{i}\right\}\right)-\operatorname{Aval}\left(\left\{G_{i}\right\}\right) \leq 4 \sqrt{\log 2}(\min \{|A|,|B|\}-1 / 2) \frac{\log \min \{|A|,|B|\}}{\sqrt{n}}
$$

### 6.4 Potential Experiment to Test Superadditivity of Coherent Information

In an ongoing effort, the Kwiat lab at UIUC seeks to make an experimental demonstration of the superadditivity of transmission rates through a quantum channel* As noted, this is prohibitively difficult to show for Holevo information due to a lack of low-dimensional, easily preparable examples that are sufficiently robust to noise at the encoder and decoder. Instead, we consider a formula for the rate of one-way qubit transmission, the coherent information. For a state $\rho^{A B}$, the coherent information is simply the negative conditional entropy,

$$
\begin{equation*}
\left.I_{c}(A\rangle B\right)_{\Phi}(\rho)=-H(B \mid A)_{\Phi(\rho)}=D^{\mathcal{A}}(\Phi(\rho))-\log |B| \tag{6.11}
\end{equation*}
$$

For a quantum channel $\Phi: A^{\prime} \rightarrow B$, we define

$$
\left.Q^{(1)}(\Phi)=\sup _{\rho^{A A^{\prime}}} I_{c}(A\rangle B\right)_{(\hat{1} A \otimes \Phi)(\rho)}
$$

$Q^{(1)}$ is an achievable rate of qubit transmission with asymptotically many channel copies and perfect encoding/decoding, though like the Holevo information, it requires regularization to become a capacity. The quantum capacity is given by

$$
\begin{equation*}
Q(\Phi)=\lim _{n \rightarrow \infty} \frac{1}{n} Q^{(1)}\left(\Phi^{\otimes n}\right) \tag{6.12}
\end{equation*}
$$

It is important to note that the quantum capacities with classical feedback, with two-way classical communication, and with quantum back-transmission are in general all different. Hence while many texts describe

[^4]the quantum capacity as the ultimate rate of quantum information transmission, this is under strong assumptions. As with the Holevo information, superadditivity of $Q^{(1)}$ demonstrates a clear distinction between the additive regime of classical rates and the quantum setting. Unlike Holevo information, $Q^{(1)}$ shows superadditivity on some known, low-dimensional, easily preparable input states. This makes it a much more practical candidate for an experimental demonstration.

The dephrasure channel proposed in [12] shows superadditivity of coherent information with few channel uses. Its original form is given as

$$
\begin{equation*}
\Phi_{p, q}^{d p r}(\rho)=(1-q)((1-p) \rho+p Z \rho Z)+q \operatorname{tr}(\rho)|e\rangle\langle e|, \tag{6.13}
\end{equation*}
$$

where $\rho$ is the input density, $Z$ the Pauli matrix, $q$ the probability of erasure, and $p$ the probability of dephasing given that the channel did not erase. For the dephrasure channel, $Q^{(1)}\left(\Phi_{p, q}^{d p r} \otimes \Phi_{p, q}^{d p r}\right)>2 Q^{(1)}\left(\Phi_{p, q}^{d p r}\right)$ in some parameter regimes. Superadditivity of coherent information appears with a simple repetition code input,

$$
\begin{equation*}
\left|\phi_{2}(\lambda)\right\rangle \equiv \sqrt{\lambda}^{A A^{\prime}}|000\rangle+\sqrt{1-\lambda}|111\rangle^{A A^{\prime}} \tag{6.14}
\end{equation*}
$$

with a 1 -qubit $A$ and 2-qubit $A^{\prime}$ system (for the 3 total qubits shown). This puts the dephrasure channel potentially within the precision and dimension ranges achievable by quantum optics.

One of the major barriers to quantum optics is creating entanglement and applying multi-qubit gates between photons. While theoretical schemes including gate-based 142 and cluster-state optical quantum computers achieve scalability in principle, many of the usual methods for quantum computing [152, 153] impose high overhead in straightforward implementations. There is still ongoing research into large-scale optical quantum computing that shows potential promise [154.

One workaround for the difficulty of entangling photons exploits multiple degrees of freedom on each photon. Widely explored phenomena around this idea include hyperentanglement [155], in which multiple photons are entangled across multiple degrees of freedom simultaneously, and hybrid entanglement, which may refer to cross-photon or same-photon, cross-aspect entanglement [156, 157. As an example, time bin encoding allows one photon to carry a large amount of information [158, which can be useful in brightnesslimited quantum cryptography and tests of high-dimensional entanglement.

The effort to experimentally demonstrate superadditivity of the dephrasure channel continues [28]. This is an early step toward determining whether superadditivity is likely to be of practical value in quantum communication.

## Chapter 7

## Relative Entropy Decay

Previous chapters of this thesis have focused on the nature of quantum entropy and its non-classical properties. Chapter 3 essentially dealt with statics, deriving relations between different entropies on fixed states. Chapters 4 and 6 introduce dynamics in the use of entropy as a non-classical resource but still delegate transformations to discrete operations, encodings and transmissions. This chapter focuses on entropy as a dynamical quantity, subject to (often unwanted) interactions between system and environment. The decay of quantum states toward equilibrium is a primary driver of decoherence in quantum technologies, one of the main challenges to scalability of quantum information.

As briefly noted, the relative entropy can serve as a distance-like quantity between states. $D(\rho \| \omega)=$ $0 \Longleftrightarrow \rho=\omega$, so it is faithful. Since $D(\rho \| \omega) \neq D(\omega \| \rho)$ in general, we cannot literally interpret it as a distance. It is however bi-convex in its two arguments, satisfies the data processing inequality as recalled in Chapter 3, and upper bounds the 1-norm distance. In many cases, we wish to compare a given state $\rho$ to some state that plays the role of ultimate decay, such as a free state in a resource theory, a fixed point state as described in Section 7.2, or the output of a worst-case member of a family of quantum channels. Often we will find that such a comparison involves the expression $D(\rho \| \mathcal{E}(\rho))$ for some conditional expectation, which we saw in Chapters 3. 4 , and 5 has good properties, such as being always finite and equaling $H(\mathcal{E}(\rho))-H(\rho)$.

We can apply our results to estimate decay of asymmetry and coherence as resources (see Section 4.2), quantum capacity, and well as other resources characterized by relative entropy with respect to a subalgebraic projection of the input state. By Pinsker's inequality (Equation 2.12), decay of relative entropy implies 1-norm distance decay. It therefore lets us estimate decoherence times, defined as

$$
\begin{equation*}
t_{\epsilon}^{d e c}\left(\left\{\Phi^{t}\right\}\right)=\inf \left\{t \geq 0:\left\|\Phi^{t}(\rho)-\Phi^{\infty}(\rho)\right\|_{1} \leq \epsilon \forall \rho \in S(\mathcal{H})\right\} \tag{7.1}
\end{equation*}
$$

for a family of channels $\left\{\Phi^{t}\right\}$ parameterized by $t \in \mathbb{R}^{+}$.
$D(\mathcal{E}(\rho) \| \rho)$ would not be as nice a form, as it is often infinite, does not equal an entropy difference, etc.

[^5]This asymmetry in the relative entropy may not be a flaw. Decoherence seems to have a preferred direction it would be a wonderful but unlikely phenomenon if densities were to decohere toward long-range Bell pairs, cluster states, or other states with useful, non-classical properties.

In this chapter more than previous ones, I rely on quantum channels and quantum Markov semigroups as recalled in Section 2.6. Like entropy, the quantum channel is historically analogous to the channel in classical information theory, but its physical interpretations go well beyond the context of communication. In Section 7.1. I recall some results with Gao and Junge on a method for estimating the change in relative entropy with respect to a subalgebra for a class of parameterized quantum channels. In Section 7.2 , I describe and recall a class of exponential decay bounds for channels modeling continuous decay. In Section 7.3. I briefly discuss some reasons why decay toward states without accessible quantum properties might be naturally expected.

### 7.1 Interpolation to Estimate Relative Entropy

This section summarizes a method to estimate relative entropy at the output of channels from a particular class. The main mathematical base comes from the paper co-authored with Gao and Junge on "TRO channels [29]." Let $B$ and $E$ be some output and environment systems, denoting by $\mathbb{B}(B, E) \cong \mathbb{B}(B \otimes E)$ the bounded operators from $B$ to $E$. A ternary ring of operators (TRO) is a subalgebra $X \subset \mathbb{B}(B, E)$ such that $\forall x, y, z \in X, x y^{*} z \in X$ [159].

We may construct a Hilbert space $X_{2} \subseteq B \otimes E$ by applying the inner product $\langle x \mid y\rangle=\operatorname{tr}\left(x^{*} y\right)$ to elements of $X$. We define an observable algebra accessible to the environment $E(X)=\operatorname{span}\left\{x^{*} y \mid x, y \in X\right\}$, which we call the right algebra of $X$. Similarly, we define the left algebra $B(X)=\operatorname{span}\left\{x y^{*} \mid x, y \in X\right\}$, which is accessible at the output. Let $\mathcal{N} \subseteq \mathbb{B}\left(X_{2}\right)$ be a subalgebra such that $\mathcal{E}_{\mathcal{N}} \mathcal{E}_{E(X)}=\mathcal{E}_{E(X)} \mathcal{E}_{\mathcal{N}}$ (a commuting square). Then $\forall f \in \mathcal{N}$, we define a channel $\Phi_{f}: \mathbb{B}\left(X_{2}\right) \rightarrow \mathbb{B}(B)$ given by

$$
\begin{equation*}
\Phi_{f}(|x\rangle\langle y|)=x f y^{*} \tag{7.2}
\end{equation*}
$$

$\Phi_{1}$ is what we call the $T R O$ channel - this is the conditional expectation onto $E(X)$, or a full averaging over $\mathcal{N} . f$ is the symbol for $\Phi_{f}$. When $E(X)$ is a commutative group, we have a particularly simple form of channel,

$$
\begin{equation*}
\Phi_{G, f}(\rho)=\sum_{g \in G} f(g) U_{g} \rho U_{g}^{\dagger} \tag{7.3}
\end{equation*}
$$

where in this case $f(g)$ is equivalent to a probability distribution on $G$. Another of our papers 160 contains more complicated examples, such as depolarizing and quantum group channels. Once we have established a

TRO, we look to operator theory to estimate entropy:
Theorem 7.1 (Kosaki's Interpolation [161, modified as in [29]). Let $X$ be a TRO. For positive $\sigma \in B(X)$, $1 \leq p \leq \infty$ and $\theta \in[0,1]$, let $X_{p, \theta, \sigma, \rho}$ be $X$ with the norm $\|x\|_{p, \theta, \sigma, \rho}=\left\|\sigma^{\theta / p} x \rho^{(1-\theta) / p}\right\|_{p}$. Then $X_{p, \theta, \sigma, \sigma}=$ $\left[X_{\infty}, X_{1, \theta, \sigma, \rho}\right]_{1 / p}$ is an interpolation space, where $X_{\infty}$ is $X$ with the $p=\infty$ norm $\|x\|_{\infty}$. In particular, this means that

$$
\begin{equation*}
\|x\|_{p, \theta, \sigma, \rho} \leq\|x\|_{\infty}^{1-1 / p}\|x\|_{1, \theta, \sigma, \rho}^{1 / p} \tag{7.4}
\end{equation*}
$$

The interpolation theorem allows us to estimate one hard-to-estimate norm by a product of easier norms. Our main consequence is the following entropy comparison theorem:

Theorem 7.2 (Comparison Theorem from [29]). Let $\Phi_{f}$ be a TRO channel for TRO X with symbol $f$. Then for any $\sigma \in B(X), 1 \leq \alpha \leq \infty$ st. $1 / \alpha+1 / \alpha^{\prime}=1$, and $\rho$,

$$
\begin{equation*}
\left\|\sigma^{-1 / 2 \alpha^{\prime}} \Phi_{1}(\rho) \sigma^{-1 / 2 \alpha^{\prime}}\right\|_{\alpha} \leq\left\|\sigma^{-1 / 2 \alpha^{\prime}} \Phi_{f}(\rho) \sigma^{-1 / 2 \alpha^{\prime}}\right\|_{\alpha} \leq\|f\|_{\alpha}\left\|\sigma^{-1 / 2 \alpha^{\prime}} \Phi_{1}(\rho) \sigma^{-1 / 2 \alpha^{\prime}}\right\|_{\alpha} \tag{7.5}
\end{equation*}
$$

We then make use of the fact that various entropy expressions are equivalent to matrix norms, in particular the sandwiched Rényi relative $\alpha$-entropy as defined in Equation 2.7. Hence the comparison theorem, restated in terms of $\alpha$-entropy, becomes (for normalized $f$ ),

$$
\begin{equation*}
D_{\alpha}\left(\Phi_{1}(\rho) \| \sigma\right) \leq D_{\alpha}\left(\Phi_{f}(\rho) \| \sigma\right) \leq D_{\alpha}\left(\Phi_{1}(\rho) \| \sigma\right)+D_{\alpha}\left(f \| \hat{1}^{E} /|E|\right) \tag{7.6}
\end{equation*}
$$

We also derived a version for continuous environments in (33]:
Theorem 7.3 (Theorem 2.1 from [33]). Let $G$ be a compact group with Haar measure $\mu$, and $f$ a bounded, measurable function such that $\int f(g) d \mu(g)=1$. Let $\Phi_{f}$ be a quantum channel given by

$$
\Phi_{f}(\rho)=\int f(g) u_{g} \rho u_{g}^{\dagger} d \mu(g),
$$

where $u_{g}$ is given by some projective representation of $G$. Then $\Phi_{\hat{1}}$ is a conditional expectation, and for any $\sigma$ such that $\Phi_{1}(\sigma)=\sigma$ and $\alpha \in[1, \infty]$,

$$
D_{\alpha}\left(\Phi_{f}(\rho) \| \sigma\right) \leq D_{\alpha}\left(\Phi_{1}(\rho) \| \sigma\right)+D_{\alpha}(f \mu \| \mu)
$$

where $D_{\alpha}(f \mu \| \mu) \equiv \alpha^{\prime} \log \int_{G} f^{\alpha} d \mu(g)$. Here $D_{1}(f \mu \| \mu)=\int f \log f d \mu$, and $D_{\infty}(f \mu \| \mu)=\log \|f\|_{\infty}$.
I leave the proofs of the comparison Theorem to our three respective papers on the topic, [29, 30, 33].

While the original method was developed for quantum channel capacity, the formalism should apply to relative entropy of asymmetry and coherence at the output of channels, and possibly inform general scenarios in which a subsystem of a larger quantum system acquires entropy during interaction.

One primary application of the comparison Theorem, and the focus of [29, 30] is to estimate quantum capacity. For a finite group $G$ and channel $\Phi_{f}$ in the form of Equation 7.3),

$$
\begin{equation*}
Q\left(\Phi_{1}(\rho)\right) \leq Q\left(\Phi_{f}(\rho)\right) \leq Q\left(\Phi_{1}(\rho)\right)+\log |G|-H(f) \tag{7.7}
\end{equation*}
$$

The comparison Theorem bypasses the challenge of superadditivity (as discussed at length in Chapter 6), estimating capacities that would at first glance appear difficult. The bounds implied by the comparison theorem are tensor-stable, so they are stable under regularization.

The comparison Theorem is a perturbative bound, but rather than perturb around a ground state or weakly-interacting model, it perturbs around a conditional expectation. The success of this technique relies on the relative simplicity of computing $D^{\mathcal{N}}$ for a subalgebra $\mathcal{N}$. Fukuda and Wolf had previously studied additivity problems for classical capacity of direct sums of quantum channels [162, which are closely related and often equivalent to conditional expectations. In [25], we further address calculation of $D^{\mathcal{N}}$ and its relation to the mathematical questions of index theory. Conditional expectations also provide simple examples of channels that are not degradable, but have additive coherent information and thereby often admit simple, analytical formulae for several kinds of capacity. The broader philosophy of the comparison Theorem is that even though conditional expectations are often strongly-interacting processes, they present points at which entropies are easy to calculate, and easy to perturb around.

### 7.2 Modified Logarithmic Sobolev Inequalities (MLSIs) for Quantum Markov Semigroups

Classical Sobolev inequalities and logarithmic Sobolev inequalities have a long history, only a recent sliver of which is directly used in this thesis. Sobolev inequalities concern norms on Sobolev spaces, which combine $L^{p}$ norms of a function with its derivatives. Logarithmic Sobolev inequalities relate notions of entropy to Dirichlet forms [163, 164]. Due to some difficulties in extending this formalism to the general quantum case, Kastoryano and Temme defined [164] (and Bardet later extended [165]) the modified logarithmic Sobolev
inequalities. Let $\left\{\Phi^{t}: t \in \mathbb{R}^{+}\right\}$be a semigroup of quantum channels. $\left\{\Phi^{t}\right\}$ satisfies an $\alpha$-MLSI for $\alpha \in \mathbb{R}^{+}$if

$$
\begin{equation*}
D\left(\Phi^{t}(\rho) \| \Phi^{\infty}(\rho)\right) \leq e^{-\alpha t} D\left(\rho \| \Phi^{\infty}(\rho)\right) \tag{7.8}
\end{equation*}
$$

where $\Phi^{\infty}$ is the infinite-time limit point of $\Phi^{t}$, for all input densities $\rho$. We will often refer to $\Phi^{\infty}$ as projecting to a fixed point subspace. Many results are simpler if $\Phi^{\infty}$ is a single state. The canonical example of single-state noise is the depolarizing channel in dimension $d$ :

$$
\begin{equation*}
\Phi_{d e p\left(t_{0}\right)}^{t}(\rho)=e^{-t / t_{0}} \rho+\left(1-e^{-t / t_{0}}\right) \frac{\hat{1}}{d} \tag{7.9}
\end{equation*}
$$

This is known to have MLSI with $\alpha=1 / t_{0}$, using simple convexity arguments. We also obtain many simplifications when $\Phi^{t}$ is self-adjoint for all $t$, in which case the fixed point subspace is a subalgebra, and $\Phi^{\infty}$ becomes a conditional expectation. The depolarizing channel is self-adjoint, and its fixed point conditional expectation is the projection to $\mathbb{C}$, leaving any input state in complete mixture. A self-adjoint semigroup with a non-trivial fixed point algebra is that of continuous pinching, given by

$$
\begin{equation*}
\Phi_{d e p h\left(t_{0}\right)}^{t}(\rho)=e^{-t / t_{0}} \rho+\left(1-e^{-t / t_{0}}\right) \mathcal{E}_{\{|i\rangle\}}(\rho) \tag{7.10}
\end{equation*}
$$

where $\{|i\rangle\}$ is some measurement basis. Continuous dephasing also has $\left(1 / t_{0}\right)$-MLSI. More broadly, semigroups that exponentially replace $\rho$ by some conditional expectation of it have this form of MLSI [165.

A stronger form of MLSI is a complete logarithmic Sobolev inequality (CLSI):

$$
\begin{equation*}
D\left(\left(\Phi^{t} \otimes \hat{1}^{B}\right)(\rho) \|\left(\Phi^{\infty} \otimes \hat{1}^{B}\right)(\rho)\right) \leq e^{-\alpha t} D\left(\rho \|\left(\Phi^{\infty} \otimes \hat{1}^{B}\right)(\rho)\right) \tag{7.11}
\end{equation*}
$$

where $\rho$ is any state on the input space of $\left\{\Phi^{t}\right\}$ and a finite-dimensional extension $B$. Unlike MLSI, CLSI is automatically tensor-stable: if $\left\{\Phi^{t}\right\}$ and $\left\{\Psi^{t}\right\}$ are two semigroups with $\alpha$-CLSI, then $\left\{\Phi^{t} \otimes \Psi^{t}\right\}$ also has $\alpha$-CLSI. CLSI is usually harder to prove than MLSI for two reasons. First, the presence of the untouched $B$ system immediately eliminates the possibility of a unique fixed point density. Second, most dimensiondependent bounds become trivial with an arbitrarily large extension.

MLSI implies norm decay. In contrast, some channels lack MLSI despite showing norm decay. For example, we may define a state replacement channel with pure fixed point as

$$
\begin{equation*}
\Phi_{r e p\left(t_{0},|\psi\rangle\right)}^{t}(\rho)=e^{-t / t_{0}} \rho+\left(1-e^{-t / t_{0}}\right)|\psi\rangle\langle\psi| \tag{7.12}
\end{equation*}
$$

for some fixed $|\psi\rangle$. It is easy to see that $\left\|\Phi_{r e p\left(t_{0},|\psi\rangle\right)}^{t}(\rho)-\Phi_{r e p\left(t_{0}\right),|\psi\rangle}^{\infty}(\rho)\right\|_{1} \leq \exp \left(-t / t_{0}\right)\left\|\rho-\Phi_{r e p\left(t_{0}\right),|\psi\rangle}^{\infty}(\rho)\right\|_{1}$. For the relative entropy, however,

$$
D\left(\Phi_{r e p\left(t_{0},|\psi\rangle\right)}^{t}(\rho) \| \Phi_{r e p\left(t_{0},|\psi\rangle\right)}^{\infty}(\rho)\right)= \begin{cases}\infty & \rho \neq|\psi\rangle\langle\psi|  \tag{7.13}\\ 0 & \rho=|\psi\rangle\langle\psi|\end{cases}
$$

for all $t<\infty$. Self-adjoint channels are always unital, and as we saw in Section 3.4.1, relative entropy with respect to a conditional expectation has especially good properties. Hence for these examples, relative entropy is a good characterization of decay. In Section 7.2.4, I summarize joint work with Marius Junge and Cambyse Rouzé [32] on relative entropy decay for non-self-adjoint channels, for which the fixed point channel is generally not a conditional expectation. We obtain good results for semigroups that are nearly unital, but MLSI may not be a good way to characterize decay to pure states.

Bounds arising from Theorems 7.2 and 7.3 do not imply MLSI, since they contain additive constants. One may nonetheless apply such bounds to semigroups. When $D\left(\rho \| \Phi^{\infty}(\rho)\right)$ is relatively large compared to the additive corrections, the additive bounds can be stronger. In contrast, for large enough $t$ or $\rho \approx \Phi^{\infty}(\rho)$, there will be a point at which any fixed additive correction makes the bound trivial. MLSI does not become trivial unless $\rho$ is already a fixed point.

The rest of this section and most of the chapter are about methods to prove MLSI or CLSI for a given Lindbladian. Directly expanding the Taylor series of an operator or super-operator exponential often leads to intractable calculations, so it can be hard to infer properties of the semigroup by inspecting the form of its generator. I have worked with many collaborators, including Ivan Bardet, Li Gao, Marius Junge, Haojian Li, Cambyse Rouzé, and Daniel Stilck França, on several approaches to estimate MLSI and CLSI from a known Lindblad generator.

### 7.2.1 MLSI Merging

In [26] and as described in section 3.1, I recall adjusted subadditivity (ASA, Definition 3.2 and Theorem 3.2 of relative entropy of non-commuting conditional expectations. The main application of adjusted subadditivity is as follows:

Theorem 7.4 (MLSI Merge, theorem 1.5 from [26]). Let $\left\{\Phi_{j}^{t}: j \in 1 \ldots J \in \mathbb{N}\right\}$ be self-adjoint quantum Markov semigroups such that $\Phi_{j}^{t}=a d_{\exp \left(-\mathcal{L}_{j} t\right)}$ with fixed point conditional expectation $\Phi_{j}^{\infty}=\mathcal{E}_{j}$. Let $\Phi^{t}$ be the semigroup generated by $\mathcal{L}=\sum_{j} \mathcal{L}_{j}+\mathcal{L}_{0}$, where $\mathcal{L}_{0}$ generates $\Phi_{0}^{t}$ with fixed point algebra containing the fixed point algebra of $\left\{\Phi_{j}\right\}$. Let $\left\{\mathcal{E}_{j}\right\}$ be $\alpha$-subadditive, and $\Phi_{j}^{t}$ have $\lambda_{j}$-MLSI for each $j$. Then $\Phi^{t}$ has
$\alpha \times \min _{j}\left\{\lambda_{j}\right\}-M L S I$.

There are similarities between Theorem 7.4 and the results and techniques of [70, 71, 72, 73].

Proof. We start by writing $\Phi^{t}(\rho)=\Phi^{\tau}\left(\rho^{\prime}\right)$, where $\tau<t$, and $\rho^{\prime}=\Phi^{t-\tau}(\rho)$. Let

$$
\begin{equation*}
\operatorname{wsb}(\epsilon, \mathcal{N} \subseteq \mathcal{M})=2 \epsilon D(\mathcal{M} \| \mathcal{N})+(1+2 \epsilon) h\left(\frac{\epsilon}{1+2 \epsilon}\right) \tag{7.14}
\end{equation*}
$$

as in proposition 3.7 of [25], where $h$ is the binary entropy, $\mathcal{N} \subset \mathcal{M}$ is a subalgebra, and $D(\mathcal{M} \| \mathcal{N})=$ $\sup _{\rho} D\left(\mathcal{E}_{\mathcal{M}}(\rho) \| \mathcal{E}_{\mathcal{N}}(\rho)\right)$. Rather than depend on dimension as would the Fannes-Audenart bound, this bounds entropy in terms of trace distance and subalgebra index. Let $\mathcal{N}$ be the fixed point algebra of $\Phi^{t}$ with conditional expectation $\mathcal{E}$, and $\mathcal{N}_{j}$ the fixed point algebra of $\Phi_{j}^{t}$. Let $\mathcal{M}$ be the original algebra containing $\rho$. By the Suzuki-Trotter expansion, the Taylor expansion of an exponential, or by direct commutation, $\Phi^{\tau}(\rho)=\Phi_{1}^{\tau} \ldots \Phi_{J}^{\tau} \Phi_{0}^{\tau}(\rho)+O\left((J+1) \tau^{2}\right)$. Let $\hat{\rho}=\Phi_{0}^{\tau}\left(\rho^{\prime}\right)$. Hence

$$
\begin{equation*}
D\left(\Phi^{\tau}(\hat{\rho}) \| \mathcal{E}(\hat{\rho})\right) \leq D\left(\Phi_{1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho}) \| \mathcal{E}(\hat{\rho})\right)+\operatorname{wsb}\left(O\left(J \tau^{2}\right), \mathcal{N} \subseteq \mathcal{M}\right) \tag{7.15}
\end{equation*}
$$

Define $\gamma_{j}$ by

$$
\begin{equation*}
D\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho}) \| \mathcal{E}_{j}\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho})\right)\right)=\gamma_{j} D\left(\Phi^{\tau}(\hat{\rho}) \| \mathcal{E}(\hat{\rho})\right) \tag{7.16}
\end{equation*}
$$

Then

$$
\begin{aligned}
& D\left(\Phi_{j}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho}) \| \mathcal{E}(\hat{\rho})\right) \\
& =D\left(\Phi_{j}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho}) \| \mathcal{E}_{j}\left(\Phi_{j}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho})\right)\right)+D\left(\mathcal{E}_{j}\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho})\right) \| \mathcal{E}(\hat{\rho})\right) \\
& \leq\left(1-\lambda_{j} \tau+O\left(\lambda_{j}^{2} \tau^{2}\right)\right) D\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho}) \| \mathcal{E}_{j}\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho})\right)\right)+D\left(\mathcal{E}_{j}\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho})\right) \| \mathcal{E}(\hat{\rho})\right) \\
& \leq\left(1-\lambda_{j} \gamma_{j} \tau+O\left(\lambda_{j}^{2} \tau^{2}\right)\right)\left(D\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho}) \| \mathcal{E}_{j}\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho})\right)\right)+D\left(\mathcal{E}_{j}\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho})\right) \| \mathcal{E}(\hat{\rho})\right)\right) \\
& =\left(1-\lambda_{j} \gamma_{j} \tau+O\left(\lambda_{j}^{2} \tau^{2}\right)\right) D\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho}) \| \mathcal{E}(\hat{\rho})\right),
\end{aligned}
$$

where the first equality follows from Lemma 3.5 and the first inequality from CLSI of $\Phi_{i}^{\tau}$. The second inequality follows from Equation (7.16), where we replace the $-\lambda_{j} \tau D\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho}) \| \mathcal{E}_{j}\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho})\right)\right)$ subtracted term by $-\lambda_{j} \gamma_{j} \tau D\left(\Phi^{\tau}(\hat{\rho}) \| \mathcal{E}(\hat{\rho})\right)$ and then note that this is at least as large as the entire original expression. Iterating, we obtain

$$
\begin{equation*}
D\left(\Phi_{i}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho}) \| \mathcal{E}(\hat{\rho})\right) \leq\left(1-\sum_{j=1}^{J} \lambda_{j} \gamma_{j} \tau+O\left(\tau^{2} \sum_{j} \lambda_{j}^{2}\right) D\left(\mathcal{M} \| \mathcal{N}_{j}\right)\right) D(\hat{\rho} \| \mathcal{E}(\rho)) \tag{7.17}
\end{equation*}
$$

Now we must show that the subtracted sum $\sum_{j} \lambda_{j} \gamma_{j}$ is bounded below. Here we invoke $\alpha$-subadditivity. First, note that for any $j$,

$$
D\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho}) \| \mathcal{E}_{j}\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho})\right)\right) \geq D\left(\hat{\rho} \| \mathcal{E}_{j}(\hat{\rho})\right)+\operatorname{wsb}\left(O\left((J-j) \tau^{2}\right), \mathcal{N}_{j} \subseteq \mathcal{M}\right)
$$

Hence

$$
\sum_{j} D^{\mathcal{N}_{j}}\left(\Phi_{j+1}^{\tau} \ldots \Phi_{J}^{\tau}(\hat{\rho})\right)=\sum_{j} \gamma_{j} D(\hat{\rho} \| \mathcal{E}(\hat{\rho})) \geq \alpha D(\hat{\rho} \| \mathcal{E}(\hat{\rho}))+\sum_{j=1}^{J} \operatorname{wsb}\left(O\left((J-j) \tau^{2}\right), \mathcal{N}_{j} \subseteq \mathcal{M}\right)
$$

This implies that $\sum_{j} \gamma_{j} \geq \alpha . D(\hat{\rho} \| \mathcal{E}(\rho)) \geq D\left(\Phi^{t}(\rho) \| \mathcal{E}(\rho)\right)$ by data processing, so either the latter is zero, or the former is at least some $\epsilon$ that is independent of $\tau$. If $D\left(\Phi^{t}(\rho) \| \mathcal{E}(\rho)\right)=0$, then the Theorem is trivially complete. Otherwise, returning to Equations 7.17) and 7.15),

$$
\begin{equation*}
D\left(\Phi^{\tau}(\hat{\rho}) \| \mathcal{E}(\hat{\rho})\right) \leq\left(1-\alpha \tau \min _{j}\left\{\lambda_{j}\right\}+\operatorname{err}\right) D(\hat{\rho} \| \mathcal{E}(\hat{\rho})) \tag{7.18}
\end{equation*}
$$

if we let

$$
\begin{align*}
\mathrm{err} & =\frac{\operatorname{wsb}\left(O\left(J \tau^{2}\right), \mathcal{N} \subseteq \mathcal{M}\right)}{\epsilon} \\
& +\sum_{j=1}^{J}\left(\frac{\mathrm{wsb}\left(O\left((J-j) \tau^{2}\right), \mathcal{N}_{j} \subseteq \mathcal{M}\right)}{\epsilon}+O\left(\lambda_{j}^{2} \tau^{2}\right) D\left(\mathcal{M} \| \mathcal{N}_{j}\right)\right) \tag{7.19}
\end{align*}
$$

Furthermore,

$$
\begin{equation*}
D\left(\Phi_{0}^{\tau}\left(\rho^{\prime}\right) \| \mathcal{E}\left(\rho^{\prime}\right)\right) \leq D\left(\rho^{\prime} \| \mathcal{E}\left(\rho^{\prime}\right)\right) \tag{7.20}
\end{equation*}
$$

as the left hand side follows from data processing on the right hand side. Since $\Phi^{t}=\left(\Phi^{\tau}\right)^{t / \tau}$,

$$
\begin{equation*}
D\left(\Phi^{t}(\rho) \| \mathcal{E}(\rho)\right) \leq\left(1-\alpha \min _{j}\left\{\lambda_{j}\right\} \tau+\operatorname{err}\right)^{t / \tau} D(\rho \| \mathcal{E}(\rho)) \tag{7.21}
\end{equation*}
$$

Since err $\leq O\left(J \log J \tau^{2} \log \tau\left(D(\mathcal{M} \| \mathcal{N})+\sum_{j} \lambda_{j}^{2} \log \lambda_{j} D\left(\mathcal{M} \| \mathcal{N}_{j}\right)\right)\right)$,

$$
\lim _{\tau \rightarrow 0}\left(1-\alpha \min _{j}\left\{\lambda_{j}\right\} \tau+\operatorname{err}\right)^{t / \tau}=e^{-\alpha \min _{j}\left\{\lambda_{j}\right\} t}
$$

This completes the Theorem.

Corollary 7.1 (CLSI Merge, corollary 4.1 from [26]). Let $\left\{\Phi_{j}^{t}\right\}$ and $\Phi^{t}$ be as in Theorem 7.4, with $\left\{\mathcal{E}_{j}\right\}$
being completely $\alpha$-subadditive, and each $\Phi_{j}^{t}$ having $\lambda_{j}-C L S I$. Then $\Phi^{t}$ has $\alpha \times \min _{j}\left\{\lambda_{j}\right\}-C L S I$.

Proof. Corollary 7.1 motivates further research to prove Conjecture 3.1 Apply Theorem 7.4 for any extension $\left\{\hat{1}^{C} \otimes \Phi_{j}^{t}\right\}$ and $\left\{\hat{1}^{C} \otimes \mathcal{E}_{j}\right\}$.

Merging MLSI or CLSI allows us to break down a complicated Lindbladian into simpler constituents. As examples, copied from the original paper:

Example 7.1 (Mutually Unbiased Basis Decay, example 4.4 in [26]). Let $X, Z$ be the Pauli matrices, and $\langle X\rangle,\langle Z\rangle$ their corresponding generated subalgebras. It is well-known that the subgroup $\Phi_{\langle X\rangle}^{t}$ generated by $\mathcal{L}_{\langle X\rangle}(\rho)=\rho-X \rho X$ has 1-CLSI, and so does $\Phi_{\langle Z\rangle}^{t}$. Here we have

$$
\Phi_{\langle X\rangle}^{t}(\rho)=e^{-t \mathcal{L}_{\langle X\rangle}}(\rho)=e^{-t} \rho+\left(1-e^{-t}\right) X \rho X
$$

Hence

$$
\begin{aligned}
\Phi_{\langle X\rangle}^{t}\left(\mathcal{E}_{\langle Z\rangle}(\rho)\right) & =\frac{1}{2}\left(e^{-t} \rho+\left(1-e^{-t}\right) X \rho X+e^{-t} Z \rho Z+\left(1-e^{-t}\right) X Z \rho Z X\right) \\
& =\frac{1}{2}\left(e^{-t} \rho+\left(1-e^{-t}\right) X \rho X+e^{-t} Z \rho Z+\left(1-e^{-t}\right) Z X \rho X Z\right) \\
& =\mathcal{E}_{\langle Z\rangle}\left(\Phi_{\langle X\rangle}^{t}(\rho)\right),
\end{aligned}
$$

and similarly, $\left[\Phi_{\langle Z\rangle}^{t}, \mathcal{E}_{\langle X\rangle}\right]=0$. As these form a commuting square, Corollary 7.1 implies that the semigroup generated by $\mathcal{L}=\mathcal{L}_{\langle X\rangle}+\mathcal{L}_{\langle Z\rangle}$ has 1-CLSI.

This example generalizes to any pair of mutually unbiased bases $\mathcal{X}, \mathcal{Z}$ in finite dimension.

Remark 7.1. Until recently, proving CLSI for the Lindbladian with two Pauli generators given by $\mathcal{L}(\rho)=$ $2 \rho-X \rho X+Z \rho Z$ remained open. Because the conditional expectations $\mathcal{E}_{\langle X\rangle}$ and $\mathcal{E}_{\langle Z\rangle}$ commute, Petz's algebraic SSA shows that these conditional expectations are 1-subadditive, satisfying the assumptions of Corollary 7.1. Hence CLSI merging resolved an apparently simple open question that had eluded far more sophisticated techniques. It turns out that 1-CLSI for this Lindbladian is not hard to prove, and Junge showed around the same time that one can do so from the properties of conditional expectations and the Fisher information as discussed in Section 7.2.3. More broadly, any time we can write and Lindbladian as a sum of simpler Lindbladians for which the fixed point conditional expectations commute, we may apply Corollary 7.1 with constant factor 1.

Example 7.2 (Tilted Incompatible Basis Decay, example 4.5 in [26]). Let $\mathcal{X}$ and $\mathcal{Z}$ now denote a pair of bases in dimension $d$, not necessarily mutually unbiased. Let $\left\{\left|i_{X}\right\rangle: i=1 \ldots d\right\}$ and $\left\{\left|i_{Z}\right\rangle: i=1 \ldots d\right\}$
index these bases, and $\inf _{i, j}\left|\left\langle i_{X} \mid j_{Z}\right\rangle\right|^{2}=\epsilon$ for some $0 \leq \epsilon \leq 1 / d$. Because a pinching to either basis is completely dephasing in that basis, a subsequent pinching in the other leaves any input state in a classical mixture with minimal probability mass no less than $\epsilon$. We may write each collapse as a convex combination of unitaries of the form $|i\rangle \rightarrow \exp (2 \pi i k / d)|i\rangle$ for each $k \in 1 \ldots d$. Hence it depolarizes with probability $\epsilon$, so $\mathcal{E}_{\mathcal{X}} \circ \mathcal{E}_{\mathcal{Z}}(\rho)=\epsilon \hat{1} / d+(1-\epsilon) \Phi(\rho)$ for some unital $\Phi$. By Theorem 3.2,

$$
D\left(\rho \| \mathcal{E}_{\mathcal{X}}(\rho)\right)+D\left(\rho \| \mathcal{E}_{\mathcal{Z}}(\rho)\right) \geq \frac{D(\rho \| \hat{1} / d)}{4\left(\log _{1-\epsilon}(2 /(3 d+5))+1\right)}
$$

Expanding the relative entropies, we find this is equivalent to

$$
H(\mathcal{X})_{\rho}+H(\mathcal{Z})_{\rho} \geq\left(2-\frac{1}{4\left(\left\lceil\log _{1-\epsilon}(2 /(3 d+5))\right\rceil\right)}\right) H(\rho)+\frac{\log d}{4\left(\left\lceil\log _{1-\epsilon}(2 /(3 d+5))\right\rceil\right)}
$$

An uncertainty relation in the conventional form would be

$$
H(\mathcal{X})_{\rho}+H(\mathcal{Z})_{\rho} \geq H(\rho)+\log d-c
$$

for some constant $c>0$, as required for non-commuting conditional expectations as shown in [23]. When $\rho \approx \hat{1} / d$, the right hand side of the conventional uncertainty relation becomes negative, and the bound becomes trivial. In contrast, adjusted subadditivity still gives a positive, non-trivial bound on the sum of basis entropies.

Furthermore, let $\Phi_{\mathcal{X}}^{t}$ and $\Phi_{\mathcal{Z}}^{t}$ be quantum Markov semigroups with $\beta-M L S I$ for some $\beta>0$ and respective Lindbladian generators $\mathcal{L}_{\mathcal{X}}, \mathcal{L}_{\mathcal{Z}}$. Then $\left\{\Phi^{t}=e^{-\left(\mathcal{L}_{\mathcal{X}}+\mathcal{L}_{\mathcal{Z}}\right) t}\right\}$ has $1 /\left(4\left(\left\lceil\log _{1-\epsilon}(2 /(3 d+5))\right\rceil\right)\right)-M L S I$.

### 7.2.2 MLSI Merging for Finite, Symmetric, Ergodic Graphs

As a broader class of examples, MLSI merging proves MLSI for decay models given by finite, ergodic graphs with fixed point algebra $\mathbb{C}$. Let $G=(V, E)$ be a finite graph with vertices $V$ and edges $E \subseteq V \times V$. To each $e$ one may assign an element of a group, represented on a Hilbert space $\mathcal{H}$ by unitaries $\left\{u_{e}\right\}$, Let each $\left\langle u_{e}\right\rangle$ generates a unitary subgroup and that the Lindbladian given on an input density $\rho$. Then consider

$$
\begin{equation*}
\mathcal{L}(\rho)=\sum_{e \in E} u_{e} \rho u_{e}-|E| \tag{7.22}
\end{equation*}
$$

First, we use MLSI merging to show MLSI for many Lindbladians of this form:

Corollary 7.2 (Graph Corollary to Theorem 7.4. Let $\mathcal{L}$ be defined as in Equation 7.22 for a graph
$G=(V, E)$. Assume for each $e \in E$ that $\mathcal{L}_{e}(\rho)=u_{e} \rho u_{e}-1$ has MLSI with constant $\alpha_{e}$, and that $\mathcal{L}$ has fixed point algebra $\mathbb{C}$. Then $\mathcal{L}$ has MLSI.

To explicitly compute the MLSI constant, we must consider the fixed point algebras of each $\mathcal{L}_{e}$ and from them derive the subadditivity adjustment constant in Theorem 3.2. It is also possible to derive CLSI for decay given by finite graphs, which I describe in Section 7.2.5.

### 7.2.3 Geometry \& Transference from Classical Markov Semigroups

The primary method developed in 31] and applied in [33] is a group transference technique. Given a Lindbladian $\mathcal{L}$ constructed from elements of a group $G$, we often may also construct an analogous classical Markov semigroup generator $L$ on $L_{\infty}(G)$, the space of bounded, measurable functions from $G$ to $\mathbb{C}$. LogSobolev inequalities and decay to equilibrium in classical systems is a well-studied topic with a long history of results. A relatively recent paper by Carlen and Maas [166] began to link quantum decay processes with classical return-to-equilibrium, expressing quantum Lindbladians as a heat semigroup and bringing a variety of geometric methods to the problem. In [31], we build on the work of Carlen and Maas by deriving the transference principle and making heavy use of information geometry.

A core concept in information geometry is the Fisher information, given for a semigroup generator $\mathcal{L}$ by

$$
\begin{equation*}
I_{\mathcal{L}}(\rho)=\operatorname{tr}(L(\rho) \log \rho) \tag{7.23}
\end{equation*}
$$

A self-adjoint generator has $\alpha$-MLSI iff

$$
\begin{equation*}
\alpha D\left(\rho \| \mathcal{E}_{f i x}(\rho)\right) \leq I_{\mathcal{L}}(\rho) \tag{7.24}
\end{equation*}
$$

for all densities $\rho$. Given a function $f \in L_{\infty}(G)$, we may calculate not only its Fisher information, but the Fisher information for a matrix-valued version in $L_{\infty}(G) \times \mathbb{M}_{d}$ for $d \in \mathbb{N}$. In [31], we use a variety of geometric and analytic methods to show that for any self-adjoint generator $\mathcal{L}$ and $\beta \in(0,1), \mathcal{L}^{\beta}$ has $\alpha_{\beta}$-CLSI for some $\alpha_{\beta}>0$. This does not ensure that $\mathcal{L}$ has CLSI, as $\alpha_{\beta}$ may approach 0 as $\beta \rightarrow 1$. It does however show that there is a dense set of generators in $\mathbb{M}_{d}$ with CLSI for some constant.

The focus of [31] is largely mathematical, whereas [33] is mostly about applications. Let $k_{t}(g, h)$ be a kernel representation such that the stochastic Markov semigroup $S_{t}$ on functions $f \in L_{\infty}(G)$ has the form

$$
\begin{equation*}
S_{t}(f)(g)=\int_{G} k_{t}(g, h) f(h) d \mu_{G}(h) \tag{7.25}
\end{equation*}
$$

where $\mu_{G}$ is the Haar measure on $G$. Then we construct the transferred QMS on $a \in \mathbb{M}_{d}$

$$
\begin{equation*}
T_{t}(a)=\int_{G} k_{t}\left(g^{-1}, \hat{1}\right) u_{g}^{\dagger} a u_{g} d \mu_{G}(g) . \tag{7.26}
\end{equation*}
$$

We construct the co-representation

$$
\begin{equation*}
\pi: \mathbb{B}(\mathcal{H}) \rightarrow L_{\infty}(G, \mathbb{B}(\mathcal{H})), \pi(a)(g)=u_{g}^{\dagger} a u_{g} \tag{7.27}
\end{equation*}
$$

and have that

$$
\begin{equation*}
\pi \circ T_{t}=\left(S_{t} \otimes \hat{1}_{\mathbb{B}(\mathcal{H})}\right) \circ \pi \tag{7.28}
\end{equation*}
$$

In diagrammatic form,

$$
\begin{array}{ccc}
\mathbb{B}(\mathcal{H}) & \rightarrow_{\mathcal{E}_{f i x}} & \mathcal{N}_{f i x} \\
\downarrow_{\pi} & & \downarrow_{\pi} \\
L_{\infty}(G, \mathbb{B}(\mathcal{H})) & \rightarrow_{\mathcal{E}_{\mu_{G}}} & \mathbb{B}(\mathcal{H})
\end{array}
$$

in analogy to the commuting squares and diagrams of Chapter 3 The gist of the paper is then that estimates of norm bounds and CLSI constants for $S_{t}$ should also hold for $T_{t}$. Importantly, the constants involved depend on the structure of the group rather than on the dimension of the Hilbert space on which it acts. This allows us to estimate decay times for collective channels, which apply highly correlated errors across multiple registers.

The first collective channel we consider is called "weak" collective decoherence, as it involves qubit dephasing by one Pauli generator. Without loss of generality, let this be the Pauli $Z$ matrix, so that

$$
\begin{equation*}
\mathcal{L}_{n}^{w c d}(\rho)=a-Z^{\otimes n} \rho Z^{\otimes n} \tag{7.29}
\end{equation*}
$$

acting on densities on the $n$-qubit Hilbert space $l_{2}^{2^{n}}(\mathbb{C})$. It was previously known that $t_{\epsilon}^{\text {dec }}\left(\left\{\exp \left(\mathcal{L}_{n}^{w c d}\right)\right\}\right) \sim$ $O(n)$ for this semigroup (see [167]). In [33], we show that

$$
\begin{equation*}
\| \exp \left(-t \mathcal{L}_{n}^{w c d}(\rho)-\mathcal{E}_{f i x}(\rho) \|_{1} \leq \sqrt{2+\sqrt{\pi / t}} e^{-t / 2}\right. \tag{7.30}
\end{equation*}
$$

so that

$$
\begin{equation*}
t_{\epsilon}^{d e c}\left(\left\{\exp \left(\mathcal{L}_{n}^{w c d}\right)\right\}\right) \leq \max \left\{1, \log \left(\frac{\epsilon^{2}}{2+\sqrt{\pi}}\right)\right\} . \tag{7.31}
\end{equation*}
$$

We also consider the "strong" collective decoherence channel that involves all Pauli matrices,

$$
\begin{equation*}
\mathcal{L}_{n}^{s c d}(\rho)=a-\sum_{W=X, Y, Z} W^{\otimes n} \rho W^{\otimes n} \tag{7.32}
\end{equation*}
$$

with decoherence time

$$
\begin{equation*}
t_{\epsilon}^{d e c}\left(\left\{\exp \left(\mathcal{L}_{n}^{s c d}(\rho)\right)\right\}\right) \leq \frac{34}{3}-8 \log \epsilon+2 \log \left(1+\frac{3}{2} \log \frac{3}{4}\right) . \tag{7.33}
\end{equation*}
$$

We further estimate the decoherence time of the random swap channel,

$$
\begin{equation*}
\mathcal{L}^{s w a p}(\rho)=\frac{1}{n} \sum_{i, j=1}^{n}\left(\rho-u_{i j}^{s w} \rho u_{i j}^{s w}\right), \tag{7.34}
\end{equation*}
$$

where $u_{i j}^{s w}$ is the unitary matrix that swaps the $i$ th with the $j$ th qubit system. We find

$$
\begin{equation*}
t_{\epsilon}^{\text {dec }}\left(\left\{\exp \left(\mathcal{L}^{\text {swap }}\right)\right\}\right) \leq \log n+\frac{1-\log \epsilon}{2} \tag{7.35}
\end{equation*}
$$

In [33], we also find estimates for the quantum capacities of this and other channels.

### 7.2.4 Non-Self-Adjoint Semigroups \& Measure Change

So far, all of the techniques discussed apply to self-adjoint semigroups, for which the fixed point states form a subalgebra. As mentioned near the beginning of this section, it is not possible to extend MLSItype estimates to semigroups with pure fixed points, for which the relative entropy is neither finite nor continuous. Considering semigroups with unique fixed point densities, we might expect that when the fixed point is nearly complete mixture, we could perturbatively compare to a self-adjoint semigroup. We show this in [32], allowing us to estimate CLSI constants for non-self-adjoint semigroups with faithful fixed point densities. As expected, these estimates approach the self-adjoint estimates as the fixed point density approaches complete mixture, but yield extremely slow decay as the fixed point state approaches purity.

The gist of this argument comes from a Holley-Stroock change of measure argument. Given two continuous measures $\mu, \nu$ on $\mathbb{R}^{n}$,

$$
\begin{equation*}
D(\nu \| \mu)=\operatorname{Ent}_{\mu}(f) \equiv \int f \log f d \mu-\left(\int f d \mu\right) \log \left(\int f d \mu\right), \tag{7.36}
\end{equation*}
$$

where $f$ is the Radon-Nikodym derivative $d \nu / d \mu$, or the pointwise ratio of measures. As shown by Holley
and Stroock [168,

$$
\begin{equation*}
\operatorname{Ent}_{\mu}(f)=\inf _{c>0}\left(\int f \log f-c \log c+c-f\right) d \mu \tag{7.37}
\end{equation*}
$$

First, we note the similarities between this form and that of the relative entropy of asymmetry $D^{\mathcal{N}}$ as studied throughout this thesis. Second, it is easy to see from this form that

$$
\begin{equation*}
\operatorname{Ent}_{\nu}(f) \leq\left\|\frac{d \nu}{d \mu}\right\|_{\infty} \operatorname{Ent}_{\mu}(f) \tag{7.38}
\end{equation*}
$$

Furthermore, we may use the form of the classical Fisher information,

$$
\begin{equation*}
I_{L}^{\mu}(f)=\int L(f) \log f d \mu=\int \frac{|\nabla f|^{2}}{f} d \mu \tag{7.39}
\end{equation*}
$$

to see that

$$
\begin{equation*}
I_{L}^{\nu}(f) \leq\left\|\frac{d \nu}{d \mu}\right\|_{\infty} I_{L}^{\mu}(f) \tag{7.40}
\end{equation*}
$$

We recall the Fisher version of $\alpha$-MLSI, equivalent to

$$
\begin{equation*}
\alpha \operatorname{Ent}_{\mu}(f) \leq I_{L}^{\mu}(f) \tag{7.41}
\end{equation*}
$$

So far, all of these results are for classical functions $f$ rather than quantum densities. In the paper, we find however that we can work around this. A common trick is to use the chain rule of relative entropy, so that

$$
\begin{equation*}
D(\rho \| \omega)=D\left(\rho \| \mathcal{E}_{\omega^{\prime}}(\rho)\right)+D\left(\mathcal{E}_{\omega^{\prime}}(\rho) \| \omega\right) \tag{7.42}
\end{equation*}
$$

where $\mathcal{E}_{\omega^{\prime}}(\rho)$ projects to a diagonal subalgebra generated by $\omega$. Since $\hat{1} / d$ is always simultaneously diagonal with all densities,

$$
\begin{equation*}
\frac{D(\rho \| \omega)}{D(\rho \| \hat{1} / d)} \leq \frac{D\left(\mathcal{E}_{\omega^{\prime}}(\rho) \| \omega\right)}{D\left(\mathcal{E}_{\omega^{\prime}}(\rho) \| \hat{1} / d\right)} \tag{7.43}
\end{equation*}
$$

for all densities $\omega$ if $D(\rho \| \omega) \geq D(\rho \| \hat{1} / d)$. Hence we may use the classical formalism.
In [32, we study Lindbladians of the form

$$
\begin{equation*}
\mathcal{L}^{\dagger}(a)=\sum_{j}\left(e^{-\omega_{j} / 2} A_{j}^{*}\left[a, A_{j}\right]+e^{\omega_{j} / 2}\left[A_{j}, a\right] A_{j}^{*}\right) \tag{7.44}
\end{equation*}
$$

as given by Carlen and Maas [166]. It holds that

$$
\begin{equation*}
\mathcal{L}_{0}^{\dagger}(a)=\sum_{j}\left(A_{j}^{*}\left[a, A_{j}\right]+\left[A_{j}, a\right] A_{j}^{*}\right) \tag{7.45}
\end{equation*}
$$

is a self-adjoint Lindbladian, to which we compare. Ultimately, we find

Theorem 7.5 (theorem 1.2 from [32]). Let $\mathcal{L}$ be a quantum Markov semigroup generator in the form of Equation (7.44) with a unique, faithful fixed point density $\eta=\sum_{k=1}^{d} \eta_{k}|k\rangle\langle k|$. Then

$$
\alpha\left(\mathcal{L}_{0}\right) \leq \frac{\max _{k} \eta_{k}}{\min _{k} \eta_{k}} \max _{j} e^{\omega_{j} / 2} \alpha(\mathcal{L})
$$

where $\alpha$ denotes the CLSI constant.

As a particular case, let

$$
\begin{equation*}
\omega_{\beta} \equiv \frac{1}{Z_{\beta}} \sum_{k=1}^{m} e^{-\beta E_{k}}|k\rangle\langle k|=\frac{1}{Z_{\beta}} \sum_{j} e^{-\beta E_{j}} \sum_{k: E_{k}=E_{j}}|k\rangle\langle k|, \tag{7.46}
\end{equation*}
$$

which has the form of a thermal state at temperature proportional to $1 / \beta$. Then:
Corollary 7.3 (Corollary 7.1 in [32]). Let $\omega_{\beta}$ be a thermal state as in Equation (7.46) and the fixed point of $Q M S\left\{\Phi^{t}\right\}$ generated by Lindbladian $\mathcal{L}$ with $m$ energy levels taking the form in equation 7.46). Let $\mathcal{L}_{0}$ be the corresponding self-adjoint Lindbladian. Then

$$
\begin{equation*}
\alpha_{\mathrm{CLSI}}\left(\mathcal{L}_{0}\right) \leq e^{\beta E_{m}} \max _{j} e^{\beta\left(E_{j+1}-E_{j}\right) / 2} \alpha_{\mathrm{CLSI}}(\mathcal{L}) \tag{7.47}
\end{equation*}
$$

We might think of decay to complete mixture as the infinite-temperature limit of decay to thermal mixture. Corollary 7.3 allows us to generalize to finite-temperature in finite dimension. This gives reasonably strong estimates at high temperature, but as the temperature falls, the fixed point approaches purity and estimate becomes loose. Again, this appears not to be a weakness in the change of measure, but reflects that relative entropy approaches discontinuity as the thermal state approaches a pure ground state.

The form of relative entropy used here is somewhat particular. In general, it is difficult to derive purely multiplicative bounds relating the relative entropies for different densities, even when these densities have the same support. The primary technical challenge of Section 3.1 was to find an inequality of this form, from which we obtain powerful entropy inequalities and almost immediate application to decay estimates. For the CLSI results of 32, however, Equation (7.38) suffices.

### 7.2.5 CLSI for Finite, Symmetric, Ergodic Graphs

In this subsection, I revisit the question of Section 7.2.2. Using the methods described in Sections 7.2.4 and 7.2.3, as well as new techniques developed by Marius Junge and Haojian Li, we show that any graph with $n$ vertices has $O\left(1 / n^{2}\right)$-CLSI. This is a much stronger result than that given by MSLI merging alone, as the CLSI result is tensor-stable and dimension-independent. MLSI merging may however prove a better MLSI constant for highly interconnected graphs, as the $1 / n^{2}$ dependence comes from comparing to the CLSI constant of a cycle or a broken cycle, which have essentially the minimum number of transitions for the graph to be fully connected. At the other extreme, an example in 31 is the fully-connected graph, which has a CLSI constant that is $O(1)$ in the number of vertices. Still, the universal, polynomial decay constant shown in this section is a significant step toward showing CLSI for an extremely broad range of systems. These results will appear in an upcoming manuscript with Marius Junge and Haojian Li.

Our starting point is a result appearing in the aforementioned upcoming manuscript:

Theorem 7.6 (Cycle CLSI). The cyclic graph with $n$ vertices and minimal weight $w$ has cw/n ${ }^{2}$-CLSI for some constant $c$.

The key to showing that finite graphs have CLSI is analogous to the covering isomorphisms studied in geometry. We construct homomorphisms between graphs. These homomorphisms preserve Fisher information and relative entropy up to multiplicative factors. Some of these factors arise from multiple vertices in the input graph mapping to a single vertex in the target, which causes polynomial overcounting in the degree of the target graph. Others arise from change of measure arguments as discussed in Section 7.2.4

Definition 7.1. Let $G=(V, E)$ be a graph by its vertex set $V$ and edges $E \subseteq\left\{\left(v_{1}, v_{2}\right): v_{1}, v_{2} \in V\right\}$. Let $\mu$ be a probability measure on $V$. A cover is a finite graph and measure $\left(G^{\prime}, \mu^{\prime}\right)$ with a map $\phi: G^{\prime} \rightarrow G$ such that

1. $\phi$ is surjective.
2. $\phi\left(E^{\prime}\right) \subseteq E$.
3. $\mu=\mu^{\prime} \circ \phi$.

Definition 7.2. For a graph $G$ with cover $\left(G^{\prime}, \mu^{\prime}, \phi\right)$, we define the multiplicity $m_{e}$ of an edge $e \in E$ as the number of edges in $E^{\prime}$ that map to $e$, or $m_{E^{\prime}, \phi}(e) \equiv\left|\left\{e^{\prime} \in E^{\prime} \mid \phi \times \phi\left(e^{\prime}\right)=e\right\}\right|$. We similarly define the multiplicity of a vertex $v \in V$ to be $m_{V^{\prime}, \phi}(v)=\left|\left\{v^{\prime} \in V^{\prime} \mid \phi\left(v^{\prime}\right)=v\right\}\right|$.

The Fisher information of a function $f \in l_{\infty}(G, \mu)$ decomposes into a sum over edges. First, let

$$
I_{p, q}(f)=\operatorname{tr}(f(p)-f(q)) J_{f(p)}(f(p)-f(q))
$$

where $J_{f(p)}$ is an operator integral given by

$$
J_{f(p)}(y)=\int_{0}^{\infty}(f(p)+r)^{-1} y(f(p)+r)^{-1} d r
$$

and $p, q \in V$. Then the Fisher information over the graph is given by

$$
I_{G, \mu}(f)=\sum_{p \in V} \mu(p) \sum_{q:(p, q) \in E} I_{p, q}(f)
$$

Lemma 7.1. Let $G=(V, E)$ and $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be a pair of symmetric graphs with a surjective map $\phi: V^{\prime} \rightarrow V$ such that $e^{\prime} \in E^{\prime} \Longrightarrow \phi\left(e^{\prime}\right) \in E$, where $\phi\left(e^{\prime}\right)=\left(\phi\left(v_{1}^{\prime}\right), \phi\left(v_{2}^{\prime}\right)\right)$ for $e^{\prime}=\left(v_{1}^{\prime}, v_{2}^{\prime}\right)$. Let $\mu^{\prime}: V^{\prime} \rightarrow[0,1]$ be a measure on the vertices of $V^{\prime}$, and $\mu_{\phi}: V \rightarrow[0,1]$ be the measure given by

$$
\mu_{\phi}(p)=\sum_{p^{\prime} \in V^{\prime}: \phi\left(p^{\prime}\right)=p} \mu^{\prime}\left(p^{\prime}\right)
$$

If $\left(G^{\prime}, E^{\prime}, \mu^{\prime}\right)$ has $\lambda^{\prime}-C L S I$, then $\left(G, E, \mu_{\phi}\right)$ has $\lambda^{\prime} / \sup _{(p, q) \in E} m_{E, E^{\prime}, \phi}(p, q)-C L S I$.
Proof. Let $\pi_{\phi}: l_{\infty}(G) \rightarrow l_{\infty}\left(G^{\prime}\right)$ be given by $\pi_{\phi}(f)=f \circ \phi$. The Fisher information,

$$
\begin{aligned}
I_{G^{\prime}, \mu^{\prime}}^{F}\left(\pi_{\phi}(f)\right) & =\sum_{p^{\prime} \in V^{\prime}} \mu^{\prime}\left(p^{\prime}\right) \sum_{q^{\prime}:\left(p^{\prime}, q^{\prime}\right) \in E^{\prime}} \operatorname{tr}\left(\left(\pi_{\phi}(f)\left(q^{\prime}\right)-\pi_{\phi}(f)\left(p^{\prime}\right)\right) J_{f\left(p^{\prime}\right)}\left(\pi_{\phi}(f)\left(q^{\prime}\right)-\pi_{\phi}(f)\left(p^{\prime}\right)\right)\right) \\
& =\sum_{p^{\prime} \in V^{\prime}} \mu^{\prime}\left(p^{\prime}\right) \sum_{q^{\prime}:\left(p^{\prime}, q^{\prime}\right) \in E^{\prime}} \operatorname{tr}\left(\left(f\left(\phi\left(q^{\prime}\right)\right)-f\left(\phi\left(p^{\prime}\right)\right)\right) J_{f\left(p^{\prime}\right)}\left(f\left(\phi\left(q^{\prime}\right)\right)-f\left(\phi\left(p^{\prime}\right)\right)\right)\right.
\end{aligned}
$$

The sum $\sum_{p^{\prime} \in V^{\prime}} \sum_{q^{\prime}:\left(p^{\prime}, q^{\prime}\right) \in E^{\prime}}$ is equivalent to the $\operatorname{sum} \sum_{p \in V} \sum_{q:(p, q) \in E} \sum_{p^{\prime}: \phi\left(p^{\prime}\right)=p} \sum_{q^{\prime}: \phi\left(q^{\prime}\right)=q}$, since each edge $\left(p^{\prime}, q^{\prime}\right) \in E^{\prime}$ maps via $\phi$ to a single edge $(p, q) \in E$. Hence

$$
I_{G^{\prime}, \mu^{\prime}}\left(\pi_{\phi}(f)\right)=\sum_{p \in V} \sum_{q:(p, q) \in E} \sum_{p^{\prime}: \phi\left(p^{\prime}\right)=p} \sum_{q^{\prime}: \phi\left(q^{\prime}\right)=q} \mu^{\prime}\left(p^{\prime}\right) I_{(p, q)}(f) .
$$

Since $I_{(p, q)}\left(\pi_{\phi}(f)\right)$ contains no explicit dependence on $p^{\prime}$ or $q^{\prime}$, we re-arrange this sum as

$$
I\left(\pi_{\phi}(f)\right)=\sum_{p \in V} \sum_{q:(p, q) \in E} I_{(p, q)}(f)\left(\sum_{p^{\prime}: \phi\left(p^{\prime}\right)=p} \mu^{\prime}\left(p^{\prime}\right) \sum_{q^{\prime}: \phi\left(q^{\prime}\right)=q}\right) .
$$

The final sum over $q^{\prime}$ is no larger than $\beta(p, q)$. Hence

$$
\begin{aligned}
I_{G^{\prime}, \mu^{\prime}}\left(\pi_{\phi}(f)\right) & \leq \sum_{p \in V} \mu_{\phi}(p) \sum_{q:(p, q) \in E} m_{E^{\prime}, \phi}(p, q) I_{(p, q)}\left(\pi_{\phi}(f)\right) \\
& \leq \max _{p, q \in E} m_{E^{\prime}, \phi}(p, q) I_{G, \mu_{\phi}}(f)
\end{aligned}
$$

Let

$$
\left.D_{\mu}(\rho \| \sigma)=\mu(\rho \log \rho-\rho \log \sigma)-\rho+\sigma\right)
$$

a weighted form of Lindblad's relative entropy for unnormalized but diagonal $\rho, \sigma$. We then find that

$$
D_{\mu^{\prime}}\left(\pi(\rho) \| \mathcal{E}_{\mathbb{C}}(\pi(\rho))=D_{\mu_{\phi}}\left(\rho \| \mathcal{E}_{\mathbb{C}}(\sigma)\right)\right.
$$

by the $*$-homomorphism property of $\pi$.


Figure 7.1: Left: a graph with labeled vertices. Center: a spanning tree. Right: a cycle traversing that tree, starting and ending at 1 .

Lemma 7.2. Let $G_{T}=\left(V_{T}, E_{T}\right)$ be a finite, undirected n-vertex tree (a graph with no cycles). Let $d_{v}$ be the degree of vertex $v \in V$, and $d_{t o t}=\sum_{v \in V_{T}} d_{v}$ be the sum of degrees of all nodes. Let $\mu_{T}$ be a probability measure on $V_{T}$ given by

$$
\mu_{T}(v)= \begin{cases}d_{v} /\left(d_{t o t}+1\right) & v \text { is not root } \\ \left(d_{v}+1\right) /\left(d_{t o t}+1\right) & v \text { is the root }\end{cases}
$$

Then $\left(G_{T}, \mu_{T}\right)$ has $O\left(1 / n^{2}\right)-C L S I$

Proof. Let us assume that each node's children in $G_{T}$ are ordered by choosing an arbitrary order if necessary. We use the well-known pre-order traversal/labeling algorithm, given by the following recursive procedure and recording each edge traversed:

1. Begin by selecting the root of the tree as the current vertex. Set $j=1$ and label the current/root vertex as $j=1$.
2. If the current vertex is not a leaf, select the first child vertex not already visited, label it $j$, record the the edge $\left(j_{\text {current }}, j_{\text {child }}\right)$ in the traversal list, increment $j \rightarrow j+1$, and make the child the current vertex. If the current vertex has no more unvisited children, then return to the parent node, traversing and recording that edge.
3. Return to step 2 and repeat until returning to the parent node.

See Figure 7.1. The procedure traverses each edge twice, producing a list of the form $\left(j_{1}, j_{2}\right), \ldots\left(j_{2 n-1}, j_{2 n}\right)$, where $j_{1}=j_{2 n}=1$ labels the root. We construct a cyclic graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ with $2 n-1$ vertices. For each $k \in 1 \ldots 2 n-1$, we label the $k$ th vertex in the cycle by the starting vertex in the $k$ th entry of the traversal list. We now have the function $\phi: V^{\prime} \rightarrow V_{T}$ that for each vertex in $V^{\prime}$ assigns the unique vertex in $V$ having the same label. This allows us to apply Lemma 7.1. By Lemma 7.6, with measure $\mu_{\phi}, G_{T}$ has $O\left(1 / n^{2}\right)$-CLSI. We then note that each vertex's multiplicity is equal to its degree, except for the root node, which is visited one extra time.

Theorem 7.7. Every symmetric, connected graph $G=(V, E)$ with $n$ vertices of degree at most $d$ and measure $\mu(v)=1 / n$ has $O\left(1 /(d+1)^{2} n^{2}\right)$-CLSI.

Proof. First, we recall that any connected, undirected graph contains at least one spanning tree. For a given graph $G$, let $G_{T}=\left(V_{T}, E_{T}\right)$ denote a chosen spanning tree. Let $\mu_{T}: V_{T} \rightarrow[0,1]$ be the measure induced by projecting $\mu$ to $G_{T}$ and normalizing. Then for any $f \in l_{\infty}(G)$,

$$
I_{G_{T}, \mu_{T}}(f) \leq I_{G, \mu}(f)
$$

by the form of Fisher information that sums over edges. Hence we study the Fisher information of the spanning tree $G_{T}$.

We must compare $\mu_{T}$ with $\mu$. For a function $f \in l_{\infty}\left(G_{T}\right)$,

$$
\begin{aligned}
I_{G_{T}, \mu_{T}}(f) & \left.=\sum_{p \in V_{T}} \mu_{T}(p) \sum_{q:(p, q) \in E_{T}} \operatorname{tr}\left((f(q)-f(p)) J_{f(p)}(f(q)-f(p))\right)\right) \\
& \left.\leq\left(\max _{p} \frac{\mu_{T}(p)}{\mu(p)}\right) \sum_{p \in V_{T}} \mu_{T}(p) \sum_{q:(p, q) \in E_{T}} \operatorname{tr}\left((f(q)-f(p)) J_{f(p)}(f(q)-f(p))\right)\right) \\
& =\left(\max _{p} \frac{\mu_{T}(p)}{\mu(p)}\right) I_{G_{T}, \mu_{T}}^{F}(f)
\end{aligned}
$$

We observe that $\max _{p} \mu_{T}(p) / \mu(p) \leq d+1$, since the root of the spanning tree is visited a number of times equal to its degree plus one, and all other vertices are visited a number of times equal to their degree.

Finally, we must compare the relative entropy with respect to measure $\mu_{\phi}$ to that of a uniform measure on the original graph. The relative entropy with respect to fixed point algebras is the same for the spanning tree as for the original graph, as they have the same fixed point algebra and vertex set. As originally found in 169 and recalled in 32],

$$
D_{\mu}\left(\rho \| \mathcal{E}_{\mathbb{C}}(\sigma)\right) \leq\left\|\frac{\mu}{\mu_{\phi}}\right\|_{\infty} D_{\mu_{\phi}}\left(\rho \| \mathcal{E}_{\mathbb{C}}(\sigma)\right)
$$

for discrete probability measures $\mu$ and $\mu_{\phi}$. In the worst case for uniform $\mu$, this adds another factor of the largest multiplicity of a repeatedly visited label, which is $d+1$.

Remark 7.2. We can refine Theorem 7.7 to use the minimal degree of any spanning tree in place of d. The depth-first and breadth-first search algorithms are both sufficient to find a spanning tree, but other algorithms may achieve better minimal degree, running time, etc.

Remark 7.3. We could replace the factors of $d+1$ by $d$ if we replaced the comparison to a cycle by that with a broken cycle (one link missing). This may change the constant factor, so it is not clear whether it ultimately improves the estimate.

### 7.3 Links to Computation, Complementarity \& Asymmetry

In many experiments, a main barrier to scalable quantum technology is the error induced by cross-qubit gates. According to a recent paper by on circuit compilation for the IBM QX, "a program with more than 16 CNOT operations, has less than $50 \%$ chance of executing correctly," "it is most important to consider CNOT and readout error rates... Optimization based on qubit coherence time is also useful, but less critical here because gate errors severely limit useful computation time," and "for this machine, single-qubit error rates are considerably smaller so our formulation chooses to ignore them [170." The IBM QX is a superconductingbased architecture, as is Google's primary test device [16. Neutral atom quantum computing also shows promise but suffers from low fidelity of two-qubit gates. Trapped ion qubits have high-fidelity, entangling gates within arrays, but "it will likely become necessary to link separate registers of trapped ion chains with photonic interfaces [171." Photonic quantum computing with traditional gate-based approaches has immense overhead to simulate photon-to-photon interactions from linear optical media [153, and obtaining high-fidelity, low-loss cross-photon gates from nonlinear optical media remains an open challenge. While these examples are far from the comprehensiveness needed to show a universal pattern, they are enough to
arouse suspicion.
That most errors occur in interacting quantum systems and in measurements (classical-quantum interactions) shows a potential hole in the Markov chain approach to quantifying decoherence. The change in environment during execution of a gate is a controlled form of non-stationarity, a breaking of time translation symmetry. Nevertheless, we might consider many approaches to switch on an interaction, time-evolve with a new and short-time stationary Markov process, and then switch back to the original state.

Remark 7.4. Let $\mathcal{L}_{1}, \ldots, \mathcal{L}_{n}$ be a family of $n$ Lindbladians with the same fixed point algebra, $\mathcal{N}$, applied sequentially in time intervals of lengths $t_{1}, \ldots, t_{n} \in \mathbb{R}^{+}$to construct the quantum channel

$$
\Phi(\rho)=\exp \left(-t_{n} \mathcal{L}_{n}\right) \ldots \exp \left(-t_{1} \mathcal{L}_{1}\right)(\rho)
$$

Then if $\mathcal{L}_{i}$ has $\alpha_{i}$-CLSI, we may combine decay estimates and find that

$$
\begin{equation*}
D\left(\Phi(\rho) \| \mathcal{E}_{\mathcal{N}}(\rho)\right) \leq e^{-\alpha_{1} t_{1}+\ldots \alpha_{n} t_{n}} D\left(\rho \| \mathcal{E}_{\mathcal{N}}(\rho)\right) \tag{7.48}
\end{equation*}
$$

Another possible gap in the approaches of Section 7.2 is that we have focused on drift-free Lindbladians, which have no coherent time-evolution (no Hamiltonian part). These are good models of stochastic processes that only induce decoherence, but it can be complicated to combine them with the Hamiltonian timeevolution occurring during gate execution. Indeed, Lindblad generators that generate some unitary rotation are almost automatically non-self-adjoint. The methods of Section 7.2 .4 begin to address this problem. Here we include another short result that helps reconcile these problems:

Corollary 7.4. Let $\mathcal{L}_{0}$ be a self-adjoint Lindbladian with $\alpha-(M / C) L S I$ and fixed point algebra $\mathcal{N}$. Let $\mathfrak{H}$ be a Hamiltonian such that $\left[\mathcal{E}_{\mathcal{N}}, \mathfrak{H}\right]=0$, and such that $\mathcal{N}$ is also an invariant subalgebra of $\mathfrak{H}$. Then the combined time-evolution has $\alpha-(M / C) L S I$.

Proof. This proof closely follows that of MLSI merging in Subsection 7.2.1, via the Suzuki-Trotter expansion for Lindbladians. In particular, let us write

$$
\mathcal{L}(\rho)=-i[\mathfrak{H}, \rho]+\mathcal{L}_{0}(\rho) .
$$

Let $\tau$ be a short time interval, so that

$$
\exp (-t \mathcal{L})(\rho)=\left(e^{-\mathcal{L}_{0} t} e^{-i t \mathfrak{H}}\right)^{t / \tau}+O\left(\tau^{2}\right)
$$

We then directly compute that

$$
\begin{aligned}
& D\left(\left(e^{-\mathcal{L}_{0} t} e^{-i t \mathfrak{H}}\right)^{t / \tau}(\rho) \| \mathcal{E}_{\mathcal{N}}(\rho)\right)=D\left(\left(e^{-\mathcal{L}_{0} t} e^{-i t \mathfrak{H}}\right)^{(t-\tau) / \tau} e^{-\tau \mathcal{L}_{0}} e^{-i \tau \mathfrak{H}}(\rho) \| \mathcal{E}_{\mathcal{N}}(\rho)\right) \\
& =D\left(\left(e^{-\mathcal{L}_{0} t} e^{-i t \mathfrak{H})}\right)^{(t-\tau) / \tau} e^{-\tau \mathcal{L}_{0}} e^{-i \tau \mathfrak{H}}(\rho) \| e^{-\tau \mathcal{L}_{0}} e^{-i \tau \mathfrak{H}} \mathcal{E}_{\mathcal{N}}(\rho)\right) \\
& =D\left(\left(e^{-\mathcal{L}_{0} t} e^{-i t \mathfrak{H})}\right)^{(t-\tau) / \tau} e^{-\tau \mathcal{L}_{0}} e^{-i \tau \mathfrak{H}}(\rho) \| e^{-\tau \mathcal{L}_{0}} \mathcal{E}_{\mathcal{N}}\left(e^{-i \tau \mathfrak{H}}(\rho)\right)\right) \\
& =D\left(\left(e^{-\mathcal{L}_{0} t} e^{-i t \mathfrak{H}}\right)^{(t-\tau) / \tau}(\hat{\rho}) \| \mathcal{E}_{\mathcal{N}}(\hat{\rho})\right),
\end{aligned}
$$

where $\hat{\rho}=e^{-\tau \mathcal{L}_{0}} e^{-i \tau \mathfrak{H}}(\rho)$. Then we see that

$$
\begin{aligned}
& D\left(e^{-\tau \mathcal{L}_{0}} e^{-i \tau \mathfrak{H}}(\rho) \| \mathcal{E}_{\mathcal{N}}(\rho)\right)=D\left(e^{-\tau \mathcal{L}_{0}} e^{-i \tau \mathfrak{H}}(\rho) \| \mathcal{E}_{\mathcal{N}}\left(e^{-i \tau \mathfrak{H}}(\rho)\right)\right) \\
& \leq e^{-\alpha \tau} D\left(e^{-i \tau \mathfrak{H}}(\rho) \| \mathcal{E}_{\mathcal{N}}\left(e^{-i \tau \mathfrak{H}}(\rho)\right)\right) \\
& =e^{-\alpha \tau} D\left(\rho \| \mathcal{E}_{\mathcal{N}}(\rho)\right)
\end{aligned}
$$

where the last equality follows from data processing under the invertible unitary $\exp (i \tau \mathfrak{H})$. Hence we may iterate $t / \tau$ times and take the limit $\tau \rightarrow \infty$ to conclude that

$$
D\left(e^{-i t \mathcal{L}}(\rho) \| \mathcal{E}_{\mathcal{N}}(\rho)\right) \leq e^{-\alpha t} D\left(\rho \| \mathcal{E}_{\mathcal{N}}(\rho)\right)
$$

This is the proof for MLSI. For CLSI, we use the same proof for all extensions $B$ and $\mathcal{L} \otimes \hat{1}^{B}$.

When we can separate the coherent time-evolution from stochastic decay to equilibrium, often the aim is for the coherent evolution timescale to be much faster than the the stochastic decay timescale, such that meaningful computation or error correction happens before decoherence reduces the system to a computationally useless state or passes the error correction threshold.

The prominence of interacting qubits as an error source hints at a potential advantage of the CLSI approach over the more usual MLSI. When two systems have CLSI, we may often use MLSI or CLSI merging to obtain immediate estimates for decay of their simultaneous application. This is generally not the case for two systems having MLSI. While mathematically modeling real errors that occur in quantum technologies leaves many remaining open questions, we have taken steps toward adapting to the challenge.

One common explanation for the difficulty in protecting quantum information is the need to maintain purity in multiple bases, which prevents schemes including the classical repetition code from functioning for qubits. Quantum information is necessarily private due to its multi-basis nature: copying in any bases reduces it to classical mixture. Recalling Figure 2.1, collapsing the Bloch sphere to any plane puts it within
a set of states that are representable within two classical bits, and full collapse to any axis reduces it to a single classical bit. Copying as the primary explanation for decoherence and quantum collapse is the primary idea behind the "einselection" explanation [172].

The tendency for errors to occur primarily in interacting gates rather than single-qubit gates is also suggestive. From the perspective of Hamiltonian engineering, the goal is to dynamically turn on an interaction term between two qubits without increasing interaction terms with other qubits, whether these qubits are other parts of the computation or come implicitly from the experimental environment (e.g. the walls of the chamber and any light in the room might be thought of as extra qubits, generally in thermal mixture). A useful gate-implementing Hamiltonian strongly breaks time symmetry (the process implementing a traditional gate should run for a precise duration, though paradigms such as adiabatic computation may only improve with longer runtime) and most forms of interchange symmetry (a 2-qubit gate should not have the same effect if we interchange an active qubit with another qubit in the system or environment). We return


Figure 7.2: (a) Experimental isolation and control of a single qubit or a small number of qubits is possible with high-fidelity. (b) Strong interactions between qubits is possible as well. (c) The challenge is to obtain dynamically-controlled coupling between specific clusters of qubits while maintaining isolation from the environment, which may include qubits that will be active in other parts of the computation.
to the observation that $D\left(\rho \| \Phi^{\infty}(\rho)\right) \neq D\left(\Phi^{\infty}(\rho) \| \rho\right)$, the former appearing to be an extremely strong characterization of decay when $\Phi^{\infty}$ is a conditional expectation. As noted in Remark 7.5 , the ergodic principle or principle of maximum entropy in thermodynamics is equivalent to maximizing the possible interchanges of particular states under which the system and environment are symmetric. $\mathcal{E}_{\mathcal{N}}(\rho)$, where $\mathcal{E}_{\mathcal{N}}$ is a conditional
expectation, projects to a state of maximal asymmetry with respect to any set of transformations leaving $\mathcal{N}$ invariant. When $\mathcal{N}=\mathbb{C}$, this is the maximally symmetric state of the system. Decay to a thermal state (as discussed in Section 7.2.4 maximizes symmetry of the system-bath composite, as opposed to of the system alone. Hence the directionality of $\rho \rightarrow \Phi^{\infty}(\rho)$ is not coincidental. Physical instances of $\Phi^{\infty}$ tend to lose information or asymmetry, increasing entropy of the system-environment combination. Indeed, $D\left(\rho \| \Phi^{\infty}(\rho)\right)$ is finite when $\Phi^{\infty}$ is guaranteed to increase support, so the form of the measure favors processes that solely spread rather than concentrate probability. A potential lingering question is whether some good properties of $D\left(\rho \| \Phi^{t}(\rho)\right)$ or its extension to include part of an environment, such as finiteness or equivalence to a difference of entropies, might connect to the First and Second Laws of Thermodynamics.

Remark 7.5. The favored macrostate of a thermal system maximizes the number of microscopic symmetries, defined as interchanges between microstates that preserve macroscopic observables.

As an area of future inquiry, a primary drawback or limitation of the relative entropy of asymmetry $D^{\mathcal{N}}$ is that the comparison to a subalgebra disallows non-trivially weighted fixed point densities or distributions. It is plausible that thermal states, when expanded to include the bath as well as system, ultimately admit models in terms of unital comparison points. Marius Junge and I spent some time discussing extension of $D^{\mathcal{N}}$ to factorizable channels, which may arise from coupling to an environment that is initially completely mixed. This is unfortunately muddled by the fact that the unitary processes implementing channels with initially mixed environments are not unique.

As shown by Stinespring dilation, all processes are invertible unitaries to the combination of the system and its complete environment (unless decoherence results largely from some non-quantum effect, as has been proposed, though not necessarily at scales that would affect quantum computers [173]). Via purification, it is not hard to see that any state with no coherence in a given basis, or that has lost all entanglement with other systems, can be written as entirely copied in its environment. As briefly mentioned in Section 3.2 , the quantity

$$
D\left(\rho \| R \circ\left(\Phi^{t}\right)^{c}(\rho)\right),
$$

where $\left(\Phi^{t}\right)^{c}$ is the complement of $\Phi^{t}$, and where $R$ is a sensible recovery map, approaches zero as $\Phi^{t}(\rho)$ loses all aspects that would distinguish it from classicality.

The idea of passive error correction [174] is to invert the favorability of globally high-entropy or highsymmetry states, constructing a system-environment coupling for which the overall state of maximum entropy is actually favorable to computation or memory. In Kitaev's passive anyon code [174, an active error-corrected subspace becomes the ground state subspace of a Hamiltonian, so that overall states of low


Figure 7.3: The loss of quantum information or of quantum aspects of information coincides with a copy appearing in the environment. Photon image from https://commons.wikimedia.org/wiki/File: Quantum-Gravity-Photon-Race.jpg, originally created by NASA
temperature favor the code space. Unfortunately, some active steps seem necessary for the scheme to be truly scalable [175].

Active error correction may also pay the thermodynamic price for maintaining computation against the pull of thermodynamics. Landauer's principle assigns a thermal cost to computations that erase information [6], which is usually small compared with the actual heat dissipated in computing. In principle a fully private classical computer should take great care to ensure decoupling between the heat, light, sounds, and other observable aspects of the computer's running from the running computation (see for instance "Van Eck Phreaking" 176, in which one uses electromagnetic fields near a computer monitor to eavesdrop on its contents). The required secrecy of quantum information transforms privacy from an option to a necessity, as any state-dependent leakage of electromagnetic or thermal energy induces decoherence. Refrigeration (and with it, passive error correction) is one way of expending work to maintain an internal state of lower entropy that isn't perfectly shielded from its environment. Active error correction may function analogously, allowing the system to constantly dump the entropy introduced by natural thermodynamics back to its environment without revealing the state of computation.

On the practical side, we are likely to deal with noise for long enough that many prominent theorists are trying to work with and around it [21. A few theorists have long considered the possibility of decoherence as its own force, going beyond quantum mechanics [177, 178], but this is largely separate from quantum information considerations. MLSI-type bounds have found renewed interest in the mathematical community, including work by Beigi, Capel, Datta, Kastoryano, King, Lucia, Montanaro, Muller-Hermes, Olkiewicz, Peres-Garcia, Temme, Wolf \& Zegarlinski to name a few. A potential angle of future study is how the decay of relative entropy may reveal fundamental aspects of relative entropy, quantum mechanics, and thermodynamics. Rather than view the asymmetry in its arguments and apparent favoring of conditional expectations as flaws, these aspects of relative entropy could hint at thermodynamic interpretations and help connect the decay of quantum information to its fundamental distinction from classical information.

## Chapter 8

## Conclusions and Outlook

Applications of information-theoretic techniques to physics and mathematics questions are recently growing, as are applications of operator algebra techniques to information theory. Often techniques with great mathematical sophistication enable progress on questions that resisted earlier approaches, such as when noncommutative analysis and geometry recovers results on quantum entropy that were relatively simple for classical information theory. In contrast, a theme emphasized in this thesis is how our understanding of even seemingly simple systems may improve with deeper mathematical structure. This is especially apparent in Chapter 4 Replacing subsystems by von Neumann subalgebras has well-known uses in field theory and in studying identical particles, for which the partial trace is insufficient or non-existent. We however applied this method to analyze non-classical correlations in $2 \times 2$ and $4 \times 4$ matrices representing qubits and pairs of qubits, where conventional notions of pinching and partial traces to subsystems nonetheless remain valid. In doing so, we better understand the connections between entanglement, coherence, and uncertainty.

A continuing open challenge is to reconcile many information-theoretic approaches with the main problems in scalable quantum technology. Near-term quantum test computers such as the IBM QX enable studies probing the realistic nature of quantum decoherence, which often differs from expectations [179]. Resource theories make an extremely sharp distinction between free and non-free operations, but true costs of quantum operations are typically far messier. The operational assumptions of Shannon-regime quantum communication, for instance, assume perfect encoding, decoding, and quantum memory, attributing all costs to noisy channels. At the other end, a typical gate-based computation model makes no special distinction for operations that must cross long distances, which frequently limit the meaningful size of quantum computers and thereby block effective use of many-qubit error-correcting codes. As alluded to in Chapter 5 , the solution is almost certainly not to add immense technical detail and specificity to models, which by preventing generalization obliterates robustness to noise or to variation between experiments. Large-scale computer simulation is unlikely to solve these challenges in the long run, as the main promise of quantum technology is computation beyond the regimes accessible to conventional supercomputers. The underlying philosophy of resource theories is to distinguish between important and negligible effects, as does nearly any
good physical model. There are still important questions about what effects we should consider important, which are now more tractable because of recent experimental progress.

Maintaining experimental grounding need not be mutually exclusive with studying fundamental theory. While the main themes of this thesis result from cross-pollination between different theoretical areas, several lines of inquiry came from directly observing the realities of experiments in Paul Kwiat's laboratory and others. In particular, the main themes of Chapter 6 come from the observation that real optics experiments often "pump" a photon source repeatedly, generating a huge number of experimental trials, and then discard most of them due to detectable photon loss or apparent misfiring of the source. Chapter 5 also references the practical need to infer expectations and moments from finitely many trials, which favors high symmetry of experimental outcomes with respect to per-trial details. As noted in Chapter 7 the apparent fragility of quantum information may further our understanding of its fundamental distinctions from classical information. Even in the absence of computing and telecommunication hardware that would support directly applying many of the quantum analogs of classic ideas from information theory, the methods of analysis learned in studying quantum information have already had a lasting impact on high-energy physics, condensed matter, and even operator algebras.
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[^0]:    *This story is bizarrely and literally close to the origins of this thesis. The great mathematician Joseph L. Doob is said to have made the decision to reject Shannon's paper. Doob's office was in Altgeld Hall at the University of Illinois, and it later became the office of my research advisor, Marius Junge.

[^1]:    This chapter includes results appearing in [23], co-authored with Li Gao and Marius Junge.

[^2]:    Some of the results in this chapter may have been influenced by conversations with James O'Dwyer and Alice DoucetBeaupré about projects with intended applications in biology, which are not included in this thesis.

[^3]:    This chapter includes results appearing in [27], co-authored with Li Gao and Marius Junge. It also references an ongoing project [28] with Spencer Johnson, Marius Junge, Eric Chitambar, and Paul Kwiat.

[^4]:    *During the editing of this thesis, a new result appeared 151 claiming to experimentally demonstrate superadditivity of the same channel proposed in this section. Though the proposal here would not be the first demonstration of superadditive rates, efforts to improve upon these results continue.
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