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Abstract. The factorization machine models attract significant atten-
tion from academia and industry because they can model the context
information and improve the performance of recommendation. However,
traditional factorization machine models generally adopt the point-wise
learning method to learn the model parameters as well as only model the
linear interactions between features. They fail to capture the complex in-
teractions among features, which degrades the performance of factoriza-
tion machine models. In this paper, we propose a neural pairwise rank-
ing factorization machine for item recommendation, which integrates the
multi-layer perceptual neural networks into the pairwise ranking factor-
ization machine model. Specifically, to capture the high-order and nonlin-
ear interactions among features, we stack a multi-layer perceptual neural
network over the bi-interaction layer, which encodes the second-order in-
teractions between features. Moreover, the pair-wise ranking model is
adopted to learn the relative preferences of users rather than predict the
absolute scores. Experimental results on real world datasets show that
our proposed neural pairwise ranking factorization machine outperforms
the traditional factorization machine models.

Keywords: Recommendation Algorithm, Factorization Machine, Neu-
ral Networks

1 Introduction

With the development of information technology, a variety of network appli-
cations have accumulated a huge amount of data. Although the massive data
provides users with rich information, it leads to the problem of “information
overload”. The recommendation systems [1] can greatly alleviate the problem of
information overload. They infer users latent preferences by analyzing their past
activities and provide users with personalized recommendation services. Factor-
ization machine (FM) [2] model is very popular in the field of recommendation
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systems, which is a general predictor that can be adopted for the prediction
tasks working with any real valued feature vector.

Recently, deep learning techniques have shown great potential in the field
of recommendation systems, some researchers also have utilized deep learning
techniques to improve the classic factorization machine models. Typical deep
learning based factorization machine models include NFM [3], AFM [4], and
CFM [5]. Neural Factorization Machine (NFM) [3] seamlessly unifies the ad-
vantages of neural networks and factorization machine. It not only captures the
linear interactions between feature representations of variables, but also models
nonlinear high-order interactions. However, both FM and NFM adopt a point-
wise method to learn their model parameters. They fit the user’s scores rather
than learn the user’s relative preferences for item pairs. In fact, common users
usually care about the ranking of item pairs rather than the absolute rating on
each item. Pairwise ranking factorization machine (PRFM) [6, 7] makes use of
the bayesian personalized ranking (BPR) [8] and FM to learn the relative prefer-
ences of users over item pairs. Similar to FM, PRFM can only model the linear
interactions among features.

In this paper, we propose the Neural Pairwise Ranking Factorization Machine
(NPRFM) model, which integrates the multi-layer perceptual neural networks
into the PRFM model to boost the recommendation performance. Specifically,
to capture the high-order and nonlinear interactions among features, we stack
a multi-layer perceptual neural network over the bi-interaction layer, which is
a pooling layer that encodes the seconde-order interactions between features.
Moreover, the bayesian personalized ranking criterion is adopted to learn the
relative preferences of users, which makes non-observed feedback contribute to
the inference of model parameters. Experimental results on real world datasets
show that our proposed neural pairwise ranking factorization machine model
outperforms the traditional recommendation algorithms.

2 Preliminaries

Factorization Machine is able to model the interactions among different features
by using a factorization model. Usually, the model equation of FM is defined as
follows:

ŷ(x) = w0 +

n∑
i=1

wixi +

n∑
i=1

n∑
j=i+1

〈vi,vj〉xixj (1)

where ŷ(x) is the predicted value, and x ∈ Rn denotes the input vector of the
model equation. xi represents the i-th element of x. w0 ∈ R is the global bias,
w ∈ Rn indicates the weight vector of the input vector x. V ∈ Rn×k is the latent
feature matrix, whose vi represents the feature vector of xi. 〈vi,vj〉 is the dot
product of two feature vectors, which is used to model the interaction between
xi and xj .
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3 Neural Pairwise Ranking Factorization Machine

To model the high-order interaction behaviors among features as well as learn
the relatively preferences of user over item pairs, we propose the neural pairwise
ranking factorization machine (NPRFM) model, whose underlying components
are NFM and PRFM. Fig. 1 presents the framework of our proposed neural pair-
wise ranking factorization machine, which consists of four layers, i.e. embedding
layer, Bi-interaction layer, hidden layer and prediction layer.

Fig. 1. The framework of neural pairwise ranking factorization machine

The input of NPRFM includes positive and negative instances. Both positive
or negative instance contain user, item and context information. By using one-hot
encoding, the positive and negative instances are converted into sparse feature
vectors x ∈ Rn or x′ ∈ Rn, respectively.

3.1 Embedding Layer

After one-hot encoding, we use the embedding table lookup operation to ob-
tain the embedded representations of features included in the input instance.
Formally, the embedded representation of x is,

Vx = V.onehot(x) (2)

where Vx is a set of embedding vectors, i.e., Vx = {x1v1, ..., xnvn}, and vi ∈ Rk

is the embedded representation of the i-th feature.
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3.2 Bi-Interaction Layer

The Bi-Interaction layer is a pooling operation, which converts the set of em-
bedding vectors Vx to one vector fBI(Vx):

fBI(Vx) =

n∑
i=1

n∑
j=i+1

xivi � xjvj (3)

where � represents the element-wise product of two vectors. As shown in Eq.(3),
the Bi-interaction layer captures the pair-wise interactions among the low dimen-
sional representations of features. In other words, the Bi-Interaction pooling only
encodes the second-order interactions among features.

3.3 Hidden Layers and Prediction Layer

Since the Bi-interaction layer only captures the second-order interactions among
features, and can not model the complexity interactive patterns among features,
we utilize the multi-layer perceptron (MLP) to learn the interaction relationships
among features, which endows our proposed model with the ability of capturing
the high-order interactions. Specifically, in the hidden layers, we stack multiple
fully connected hidden layers over the Bi-interaction layer, where the output of a
hidden layer is fed into the following hidden layer that makes use of the weighted
matrix and non-linear activation function, such as sigmoid, tanh and ReLU, to
nonlinearly transform this output. Formally, the MLP is defined as,

z1 = σ1 (W1fBI (Vx) + b1) ,

z2 = σ2 (W2z1 + b2) ,

...

zL = σL (WLzL−1 + bL)

(4)

where L denotes the number of hidden layers, Wl, bl and σl represent the weight
matrix, bias vector and activation function for the l-th layer, respectively.

The prediction layer is connected to the last hidden layer, and is used to
predict the score ŷ(x) for the instance x, where x can be positive or negative
instances. Formally,

ŷ(x) = hT zL (5)

where h is the weight vector of the prediction layer. Combining the Eq. (4) and
(5), the model equation of NPFFM is reformulated as:

ŷ(x) =

n∑
i=1

wixi + hTσL(WL(...σ1(W1fBI(Vx) + b1)...) + bL) (6)
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3.4 Model Learning

We adopt a ranking criterion, i.e. the Bayesian personalized ranking, to optimize
the model parameters of NPRFM. Formally, the objective function of NPRFM
is defined as:

LNPRFM =
∑

(x,x′)∈χ

−lnσ(ŷ(x)− ŷ(x′)) +
λ

2
(‖Θ‖2F ) (7)

where σ(.) is the logistic sigmoid function. And Θ = {wi,Wl,bl,vi,h} , i ∈
(1...n) , l ∈ (1...L) denotes the model parameters. χ is the set of positive and
negative instances. We adopt the Adagrad [9] optimizer to update model pa-
rameter because the Adagrad optimizer utilizes the information of the sparse
gradient and gains an adaptive learning rate, which is suitable for the scenarios
of data sparse.

4 Experiments

4.1 DataSets and Evaluation Metrics

In our experiments, we choose two real-world implicit feedback datasets: Frappe5

and Last.fm6, to evaluate the effectiveness of our proposed model.
The Frappe contains 96,203 application usage logs with different contexts.

Besides the user ID and application ID, each log contains eight contexts, such as
weather, city and country and so on. We use one-hot encoding to convert each
log into one feature vector, resulting in 5382 features.

The Last.fm was collected by Xin et al. [5]. The contexts of user consist
of the user ID and the last music ID listened by the specific user within 90
minutes. The contexts of item include the music ID and artist ID. This dataset
contains 214,574 music listening logs. After transforming each log by using one-
hot encoding, we get 37,358 features.

We adopt the leave-one-out validation to evaluate the performance of all
compared methods, which has been widely used in the literature [4, 5, 10]. In
addition, we utilize two widely used ranking based metrics, i.e., the Hit Ratio
(HR) and Normalized Discounted Cumulative Gain (NDCG), to evaluate the
performance of all comparisons.

4.2 Experimental Settings

In order to evaluate the effectiveness of our proposed algorithm, we choose FM,
NFM, PRFM as baselines.

– FM : FM [2,11] is a strong competitor in the field of context-aware recom-
mendation, and captures the interactions between different features by using
a factorization model.

5 http://baltrunas.info/research-menu/frappe
6 http://www.dtic.upf.edu/ocelma/MusicRecommendationDataset
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– NFM : NFM [10] seamlessly integrates neural networks into factorization
machine model. Based on the neural networks, NFM can model nonlinear
and high-order interactions between latent representations of features.

– PRFM: PRFM [7] applies the BPR standard to optimize its model param-
eters. Different from FM and NFM, PRFM focuses on the ranking task that
learns the relative preferences of users for item pairs rather than predicts
the absolute ratings.

For all compared methods, we set dimension of the hidden feature vector
k = 64. In addition, for FM, we set the regularization term λ = 0.01 and the
learning rate η = 0.001. For NFM, we set the number of hidden layers is 1, the
regularization term λ = 0.01 and the learning rate η = 0.001. For PRFM, we set
the regularization term λ = 0.001 and the learning rate η = 0.1. For NPRFM, we
set the regularization term λ = 0.001, the learning rate η = 0.1, and the number
of hidden layers L = 1. In addition, we initialize the latent feature matrix V of
NPRFM with the embedded representations learned by PRFM.

4.3 Performance Comparison

We set the length of recommendation list n = 3, 5, 7 to evaluate the performance
of all compared methods. The experimental results on the two datasets are shown
in Tables 1 and 2.

Table 1. Performance comparison on the Frappe dataset (k=64)

Recommendation n=3 n=5 n=7
Algorithm HR NDCG HR NDCG HR NDCG

FM 0.2445 0.1795 0.3050 0.2107 0.3422 0.2216
NFM 0.2510 0.1797 0.3702 0.2199 0.4686 0.2504

PRFM 0.4650 0.3868 0.5654 0.4280 0.6383 0.4533
NPRFM 0.4786 0.3962 0.5751 0.4358 0.6469 0.4607

Table 2. Performance comparison on the Last.fm dataset (k=64)

Recommendation n=3 n=5 n=7
Algorithm HR NDCG HR NDCG HR NDCG

FM 0.0770 0.0584 0.1064 0.0706 0.1344 0.0803
NFM 0.0972 0.0723 0.1372 0.0886 0.1702 0.1000

PRFM 0.1828 0.1374 0.2545 0.1667 0.3094 0.1857
NPRFM 0.1855 0.1402 0.2624 0.1715 0.3219 0.1921

From Tables 1 and 2, we have the following observations: (1) On both dataset-
s, FM performs the worst among all the compared methods. The reason is that
FM learns its model parameters by adopting a point-wise learning scheme, which
usually suffers from data sparsity. (2) NFM is superior to FM with regards to all
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evaluation metrics. One reason is that the non-linear and high-order interactions
among representations of features are captured by utilizing the neural network-
s, resulting in the improvement of recommendation performance. (3) On both
datasets, PRFM achieves better performance than those of FM and NFM. This
is because PRFM learns its model parameters by applying the BPR criterion, in
which the pair-wise learning method is used to infer the latent representations of
users and items. To some extent, the pair-wise learning scheme is able to allevi-
ate the problem of data sparsity by making non-observed feedback contribute to
the learning of model parameters. (4) Our proposed NPRFM model consistently
outperforms other compared methods, which demonstrates the effectiveness of
the proposed strategies. When n = 3, NPRFM improves the HR of PRFM by
2.9% and 1.5% on Frappe and Last.fm, respectively. In terms of NDCG, the im-
provements of NPRFM over PRFM are 2.4% and 2.0% on Frappe and Last.fm,
respectively.

4.4 Sensitivity Analysis

Impact of the depth of neural networks In this section, we conduct a group
of experiments to investigate the impact of the depth of neural networks on the
recommendation quality. We set n = 5, k = 64, and vary the depth of neural
networks from 1 to 3.

In Table 3, NPRFM-i denotes that NPRFM model with i hidden layers, es-
pecially, NPRFM-0 is equal to PRFM. We only present the experimental results
on HR@5 in Table 3 and the experimental results on NDCG@5 show similar
trends.

Table 3. Impact of L
Methods Frappe Lastfm

NPRFM-0 0.5654 0.2545
NPRFM-1 0.5751 0.2624
NPRFM-2 0.5592 0.2572
NPRFM-3 0.5654 0.2077

Table 4. Impact of k
k Frappe Lastfm
16 0.4650 0.1641
32 0.5515 0.2027
64 0.5751 0.2624
128 0.5692 0.2514

From Table 3, we observe that NPRFM has the best performance when the
number of the hidden layer is equal to one, and the performance of NPRFM
degrades when the number of the hidden layer increases. This is because the
available training data is not sufficient for NPRFM to accurately learn its model
parameters when the number of hidden layers is relatively large. By contrast,
if the number of layers is small, NPRFM has limited ability of modeling the
complex interactions among embedded representations of features, resulting in
the sub-optimal recommendation performance.

Impact of k In this section, we conduct another group of experiments to in-
vestigate the impact of the dimension of embedded representations of features k
on the recommendation quality.

As shown in Table 4, our proposed NPRFM model is sensitive to the di-
mension of embedded representation of feature. We find that the performance of
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NPFFM is optimal when the dimension of embedded representation of feature
is equal to 64. A possible reason is that the proposed model already has enough
expressiveness to describe the latent preferences of user and characteristics of
items when k = 64.

5 Conclusion

In this paper, we propose the neural pairwsie ranking factorization machine mod-
el, which integrates the multi-layer perceptual neural networks into the PRFM
model to boost the recommendation performance of factorization model. Exper-
imental results on real world datasets show that our proposed neural pairwise
ranking factorization machine model outperforms the traditional recommenda-
tion algorithms.
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