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The wake dynamics of a rectangular flat-backed bluff body is studied using both wind14

tunnel experiment and Improved Delayed Detached Eddy Simulation (IDDES) at Re15

= 9.2×104. Both approaches are systematically investigated in order to provide a quanti-16

tative comparison. Wake barycentre deficit and base pressure gradients dynamics are first17

investigated to characterize the wake states. Secondly, the known global dynamics such18

as long-term bi-stability, vortex shedding and wake pumping are analysed using proper19

orthogonal decomposition. It is found that the wake dynamics is globally well captured by20

the IDDES, but with a more intense activity due to the absence of the fore-body separa-21

tions observed in the experiment. The coupling of these global dynamics is explored by22

utilizing low-order modelling in cross-planes and elaborating the evolution of the three-23

dimensional instantaneous wake flow from IDDES. The shedding of a large-scale hairpin24

vortex from the horizontal shear layer is closely associated with the pumping motion dur-25

ing wake switchings or switching attempts. A concept model is proposed for 3D bi-stable26

wake topology, which attempts to elucidate both asymmetric and symmetric wake config-27

urations.28

a)Electronic mail: chao.xia@tongji.edu.cn

1

    
Th

is 
is 

the
 au

tho
r’s

 pe
er

 re
vie

we
d, 

ac
ce

pte
d m

an
us

cri
pt.

 H
ow

ev
er

, th
e o

nli
ne

 ve
rsi

on
 of

 re
co

rd
 w

ill 
be

 di
ffe

re
nt 

fro
m 

thi
s v

er
sio

n o
nc

e i
t h

as
 be

en
 co

py
ed

ite
d a

nd
 ty

pe
se

t. 
PL

EA
SE

 C
IT

E 
TH

IS
 A

RT
IC

LE
 A

S 
DO

I: 1
0.1

06
3/5

.00
19

79
4



I. INTRODUCTION29

The wake topology is fundamental to a ground vehicle drag. Most ground vehicles (sport utility30

vehicle, multi-purpose vehicle, truck and bus, etc) are three-dimensional (3D) bluff bodies with31

blunt rear geometry responsible for a massive flow separation leading to a complex 3D turbulent32

wake. For a better understanding of the wake dynamics aiming at improving their aerodynamic33

performances, simplified models such as the Ahmed body1 have been extensively studied over34

the last decades. Previous studies2 found three major flow structures in the wake of this body: a35

separation bubble over the slanted surface or rear window, one pair of counter-rotating longitudinal36

or C-pillar vortices originating from the two side edges of the rear window, and a recirculation37

torus behind the vertical base. These flow structures and their interaction depend on the slant38

angle of the rear window. Most researches have focused on the 25◦ or 30◦ slanted geometry,39

mainly for the interest in finely characterizing this complex 3D configuration3–5.40

However, in recent years, more and more researches have been carried out on the wake behind41

a square back Ahmed body, characterized by a rectangular flat-backed bluff body, since the semi-42

nal work of Grandemange et al.6 who documented and characterized a bi-stable flow behavior on43

a 1/4 scale model square back Ahmed body. The bi-stability is a long time scale of the order of44

1000H/U∞ (where U∞ is free-stream velocity, H the height of the model) flow phenomenon. It rep-45

resents the random shift of the recirculation region between two reflectional symmetry-breaking46

(RSB) positions which is mutually symmetric with respect to the vertical central plane, leading47

to a statistically symmetric wake. Complementary research7 was performed by the same authors,48

who find out that the occurrence of the bi-stability is determined by the ground clearance and the49

aspect ratios. In addition, high degrees of asymmetry are reported in experiments6 and numerical50

simulations8 despite the symmetry of the set-up. Studies9,10 of the square back Ahmed body at51

low Reynolds numbers suggest that the bi-stable behavior appears after a pitchfork bifurcation52

in the laminar regime. More researches11,12 suggest that this phenomenon is independent of the53

Reynolds number (Re), at least for Re up to 2.5× 106 which corresponds to the scale of a real54

vehicle in road conditions.55

Similar bi-stable characteristics have been observed in various turbulent wake such as the sep-56

arated flow over the in-notch region of a Notchback MIRA model13, a three-dimensional double57

backward facing step14 and a three-dimensional axisymmetric body15. In contrast to the wake gen-58

erated by a rectilinear body, however, for an axisymmetric body, the wake does not switch between59
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two symmetry-breaking states but moves between an infinite number of states depending on the60

azimuthal angle of the shedding16. Bonnavion et al.17. investigated the real minivans’ wake and61

also observed the bi-stability in the vertical direction. The sequence of the RSB mode was initially62

thought to behave like a stationary Markov chain6, however the nonlinear dynamic analysis from63

Varon et al.18 suggest that the low frequencies dynamics associated with large-scale structures can64

be considered as a weak chaotic strange attractor.65

The numerical simulation of bi-stable wake is a difficult task, due to its very long timescale. Lu-66

cas et al.8 conducted a numerical simulation of the turbulent flow over the square backed Ahmed67

body by using a lattice Boltzmann solver. However, the succession of the two mirror asymmetric68

modes were not observed during the finite time of the simulation. Zhang et al.19 conducted the69

numerical simulation for the flow past a generic ship by using the PANS and LES methods, and70

the result shows that the occurrence of the two stable states is dependent on the spatial resolution.71

The research work conducted by Rao et al.20 also indicated that the different numerical scheme72

plays a critical role in predicting the bi-stable behavior in the near wake of a ground transportation73

system. However, all these works only obtained one state of bi-stable behavior in a single case.74

Recently, Dalla Longa et al.21 simulated the bi-modal behavior of the turbulent flow past a simpli-75

fied lorry and Ahmed body by using wall-resolved large eddy simulations, and proposed that the76

large hairpin vortex structure, which was shed from the longest edge of the base, appeared to be77

responsible for the triggering bi-stable switches.78

After the bi-stable behavior in the wake behind 3D bluff bodies was observed, more studies79

have begun to focus on the evolution of different unsteady flow structures. It is widely known80

that there are three different unsteady flow modes in the wake over the flat-backed 3D bluff bod-81

ies. Except for the long time-scale bi-stable behavior described above, previous studies6,11,22,23
82

also observed a shorter time-scale unsteady flow structure which was attributed to weak coherent83

oscillations of the wake in the vertical and lateral directions, associated with the interaction of84

top-bottom and lateral shear layers. A lower-frequency mode was found by Khalighi et al.24,25
85

for the Ahmed body and by Duell and George26 on a bluff body similar to the one from Ahmed,86

but with a square section. This mode is usually interpreted as pumping of the whole recircula-87

tion bubble27. In order to identify the causal relationship between the different dynamic modes88

in the wake, Pavia et al.28 and Perry et al.29 carried out an extensive experimental campaign on89

the bi-stable behavior of the Windsor body, and proposed a new structure for each RSB state by90

applying proper orthogonal decomposition. The analysis of the low-order phase-averaged velocity91
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field indicated that the bi-stable mode is the result of the interaction between the two horizontal92

shear layers. Recently, Haffner et al.30 studied experimentally the bi-stable switching occurring93

between two RSB states and proposed that the interaction of the recirculating flow triggering the94

shear layer and the roll-up of the shear layer leading to engulfed flow promoting and feeding the95

recirculating flow is the key process.96

To the author’s knowledge, the link between the long-term bi-stable and the higher frequency97

oscillation modes has not been fully understood in the literature so far. One may ask the following98

questions: how do these unsteady wake modes couple with each other? Moreover, what is hap-99

pening during the transient bi-stable wake switching? As mentioned, only few reported numerical100

simulations are performed on this bi-stable wake due to its very long timescale and sensitivity to101

grid resolution. Hence, there are still open questions about 3D unsteady wake topology and its102

vortex dynamics.103

The aim of the work presented in this paper is twofold: to make a detailed comparison of104

the ability of the experiment measurement and the Improved Delayed Detached Eddy Simulation105

(IDDES) to capture the unsteady wake, especially the long time bi-stable behavior, and to further106

investigate the unstable 3D wake behind the square back Ahmed body. The proper orthogonal107

decomposition, spectral analysis and low-order modelling are applied to the velocity data set to108

identify the predominant flow structure and the causal relationship between different dynamic109

modes. The final goal of this research is to clarify the 3D unsteady wake topology, the coupling110

between different vortex structures and the triggering mechanism for the bi-stable switching.111

The article is organized as follows. In Sec. II, the research methodologies are presented in112

detail. Then, Sec. III is devoted to the comparison between the experiment results and simula-113

tion results with a focus on the global wake dynamics. The interaction between different vortex114

structures are studied in Sec. IV. Eventually, concluding remarks are presented in Sec. V.115

II. RESEARCH METHODOLOGIES116

A. Experimental set up and measurements technique117

The experimental campaigns were conducted in a three-quarters open-jet close-loop low speed118

wind tunnel, with a noozle section of 432 mm wide × 288 mm high entering a plenum of size119

1185 mm×1520 mm×810 mm, as shown in Fig. 1(a,b). The maximum wind speed is about120
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FIG. 1. Experimental apparatus: (a) top view and (b) side view of the plenum; (c) Positions of the pressure

taps; (d) Positions of hot-wire probe; (e) The 2D PIV sampling planes.

49 m/s, and the axial static pressure gradient is less than 0.005 Pa/m. The turbulent intensity at121

the exit of the nozzle is less than 0.5%. Fig. 1(a) shows the schematic of the experimental setup122

and the definition of the coordinate system. The 1/4 scaled square-back Ahmed body (length123

L = 261 mm, height H = 72 mm, width W = 97.25 mm, ground clearance 12.5 mm) is placed124

over a raised floor which ensures constant flow conditions, as shown in Fig. 1(a). The diameter125

of the support is 8 mm. When the model is not in the test section, the ground boundary layer126

thickness based on 99% of the free-stream velocity at x = −L, i.e. 140 mm downstream of the127

leading edge of the raised floor, is δ99 = 4.6 mm with a precision of 0.1 mm. The blockage ratio128

is less than 7%.The free-stream velocity is U∞ = 20 m/s.129

The height of the body H and the main incoming velocity U∞ are chosen respectively as length130

and velocity scaling units. For the remainder of the paper any quantity a with superscript a∗ is131

expressed in these non-dimensional units. For instance, non-dimensional time and is defined as132

t∗ = tU∞/H. The non-dimensional coordinates are defined as x∗ = x/H, y∗ = y/H and z∗ = z/H.133

The corresponding Reynolds numbers is Re =U∞H/ν = 9.2×104, with ν being the air kinematic134

viscosity. Non dimensional frequencies are expressed using the Strouhal number defined as St =135

f H/U∞.136
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The base (i.e. the flat surface at the back of the body) is equipped with 25 pressure taps, as137

shown in Fig. 1(c). The pressure is obtained using a 24-port pressure scanner with an accuracy138

of ±3 Pa. The vinyl tubes with a length of 550 mm go through the four supports of the model so139

that, apart from the supports, nothing disturbs the underbody flow. The pressure scanner takes 50140

pressure samples per second, the total sampling time is 600 s. Pressure coefficient is defined as141

follows:142

cp =
p− p∞

1
2 ρ U2

∞

, (1)143

where p is pressure of the orifices, p∞ is static pressure of the onset flow and ρ the air density.The144

instantaneous base suction coefficient cb is assessed from the 21 pressure taps of the base (taps in145

Fig. 1(b) except those close to the corners):146

cb =−
∫∫

H×W
cpds≈− 1

21

21

∑
i=1

cp(y∗i ,z
∗
i ). (2)147

Following the similar experimental procedure as Grandemange et al.6, four of the pressure taps148

are used to compute the base pressure gradient which is representative of the instantaneous config-149

uration of the wake. The dimensionless horizontal g∗y and vertical g∗z pressure gradient coefficient150

components are computed as follows using the pressure taps marked A, B, C and D in Fig. 1(c):151

g∗y =
1
2
×
[
(cpB + cpD)− (cpA + cpC)

y∗B− y∗A

]
(3)152

and:153

g∗z =
1
2
×
[
(cpA + cpB)− (cpC + cpD)

z∗A− z∗C

]
(4)154

155

Two single-component hot wires (Dantec 55P01) were used to measure streamwise fluctuating156

velocity u to detect the predominant frequencies in the wake flow. The hot wires were traversed157

along the streamwise direction (x∗ = 0, 0.5, 1, 1.5, 2 at y∗ = 0, ±0.34, ±0.68 and z∗ = 0, 0.25, 0.5,158

0.75, 1), as shown in Fig. 1(c), obtaining velocity signals at a total of 116 measuring points. The159

hot wires were operated on a constant-temperature circuit (Dantec Streamline) at an over heat ratio160

of 1.4. The signals from the wires were digitized at a sampling frequency of 2.0 kHz using a 16-bit161

analogue-to-digital converter. The sampling duration was 60 s, producing a total of 1.2×106 data162

for each record. The fast Fourier transform (FFT) algorithm was employed to calculate the power163

spectral density function.164

A Particle Image Velocity (PIV) system from TSI was used to measure the two dimensional165

velocity field in the wake. The flow was seeded by smoke generated from corn oil, with particles166
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of approximately 1 to 5 µm in diameter. Flow illumination was provided by two Vlite-500 pulse167

laser sources of 532 nm wavelength, each with a maximum energy output of 500 mJ per pulse.168

Each laser pulse lasted for 0.01 µs. Particle images were taken using a charge-coupled device169

(CCD) camera (PowerviewPlus type 29M, double frames, 6600 pixels × 4400 pixels). Synchro-170

nization between image capturing and flow illumination was controlled by the 610036 Laser-Pulse171

Synchronizer. Conventional notations for the velocity field ~u(x,y,z) is used denoting by u, v and172

w its x, y and z component respectively. Reynolds decomposition is denoted as u =U+u′ for the x173

component with a upper case letter for the temporal averaging U = 〈u〉.174

The two-dimensional (2D) PIV measurements were performed in four cross-flow planes x∗175

= 0.5, 1, 1.5, 2 and horizontal mid-plane z∗ = 0.67 and vertical mid-plane y∗ = 0, as shown in176

Fig. 1(e). The image magnifications in the cross-flow, horizontal and vertical planes are 87, 70177

and 72 µm/pixel respectively. The time interval between two successive pulses was 10 µs for178

measurements in horizontal and vertical planes. In the cross-flow planes, the CCD camera was179

placed on the ground inside the wind tunnel, about 10H downstream from the model to minimize180

any possible disturbance to the wake flow. Since the main stream is normal to the cross-flow plane,181

the out-of-plane component of velocity is relatively large compared to the measurements in the182

two other planes, that is, the tracing particles could cross the light sheet given a large time interval183

between two successive images used in determining velocity vectors (v and w), thus resulting in184

poor correlation31,32. Thus, the time interval was set to 5 µs for the measurement in the cross-flow185

planes, which was found to produce satisfactory results.186

In the cross-correlation algorithm, the interrogation area was chosen to be 48×48 pixels corre-187

sponding to 3.8×3.8 mm in cross-flow plane measurements and 3.4×3.4 mm in the horizontal and188

vertical planes with 50% overlap in both directions. The sampling frequency of the PIV system189

was 1.25 Hz. A total of 1000 pairs of PIV images were captured to calculate the mean velocity190

and to perform Proper Orthogonal Decomposition (POD) analysis in each plane.191

B. Numerical simulation set-up192

The size of the computational domain is 40H (length) × 9.4H (width) × 5H (height) and193

the details are shown in Fig. 2. The size of the square back Ahmed body is the same as the194

experimental model, except that the diameter of the support is 7.5 mm. These dimensions give195

a blockage ratio of 2.86%. The boundary conditions are specified as following: velocity inlet196
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x=0

Velocity inlet Pressure outlet

x

z

11H 25.4H

0.17H
Ground wall

5H

4.7H

y

z

H

Slip wall

FIG. 2. Computational domain and boundary conditions.

for the inlet; pressure outlet for the outlet, non-slip wall condition for the Ahmed body and the197

stationary ground; symmetry for the rest boundaries. The numerical simulation was performed198199

with the commercial unstructured finite-volume solver STAR-CCM+, which is a mature code that200

has been extensively verified and validated on the flow around bluff bodies33–35. The computation201

is based on the three-dimensional incompressible Navier–Stokes equations and IDDES. The time-202

dependent IDDES (based on SST model)36 used in this paper is a hybrid RANS-LES model, which203

combines the advantages of the delayed detached-eddy simulation (DDES) and the wall-modelled204

large eddy simulation (WMLES). The DDES provides shielding against grid-induced separation205

(GIS) caused by the grid refinement beyond the limit of the modelled stress depletion (MSD)37.206

The WMLES model is designed to reduce the Reynolds number dependency and to allow the LES207

simulation of wall boundary layers at much higher Reynolds numbers than standard LES models38.208

Besides, in IDDES a new sub-grid length-scale is defined in Eq. (5) that includes explicit wall-209

distance dependence, different from the usual LES and DES practice which involves only the210

grid-spacing.211

∆ = min{max[Cwdw,Cwhmax,hwn],hmax}, (5)212

where dw is the distance to the wall, hwn is the grid step in the wall-normal direction and Cw is213

an empirical constant that is equal to 0.15 based on a wall-resolved LES of channel flow. hmax is214

defined as the largest local grid spacing:215

hmax = max{hx,hy,hz}. (6)216

The complete formulation in IDDES is relatively complex and has been implemented by Shur217

et al.38. The pressure-velocity coupling algorithms is PISO (Pressure Implicit with Splitting of218

operators). The convective Courant-Friedrichs-Lewy (CFL) time-step control model is applied,219
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FIG. 3. Medium grids distribution in symmetry plane y∗ = 0 and z∗ = 0.67.

TABLE I. Spatial resolution for coarse, medium and fine grids.

Grids y+ = ∆nuτ/ν z+ = ∆suτ/ν x+ = ∆luτ/ν Total number

Coarse 1 90 90 6.0 million

Medium 1 45 45 10.5 million

Fine 1 36 36 22.2 million

which automatically adjusts the time-step so that the actual CFL number approaches either spec-220

ified maxima (5) or specified means (0.5), whichever yield the minimum time-step. To discretize221

the convective terms of the momentum equations, a hybrid MUSCL (Monotonic Upwind Scheme222

for Conservation Laws) third-order/central-differencing scheme was used to switch between a223

MUSCL third-order scheme and a second order upwind scheme, while a second order upwind224

scheme was used for the turbulent quantities. The Algebraic Multi-grid (AMG) linear solver was225

employed by using a Flex cycle for the momentum equations and the turbulent quantities. In ad-226

dition, a synthetic eddy method (SEM) was specified in the velocity inlet, which is a simple, yet227

effective, approach for generating the instantaneous velocity field that is required for LES and228

DES. The SEM, proposed by Jarrin et al.39, retains the conceptual basis of the vortex method, but229

is more flexible and virtually mesh-independent.230231232

The topology of the computational grid is trimmer, which contains prism layers at the wall233

boundaries and a perfect hexahedral grid in the rest of the domain, and the prism layers are con-234

nected to the hexahedral grids by trimming them. A sensitivity study is performed on three sets235
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TABLE II. Drag coefficient Cd , base suction coefficient Cb and length of the recirculation bubble Lr for the

3 grids in Table I compared to experiments of identical geometry.

Approach Re Cd Cb L∗r

Coarse CFD 9.2×104 0.310 0.191 1.76

Medium CFD 9.2×104 0.315 0.203 1.51

Fine CFD 9.2×104 0.318 0.206 1.49

Experiment Exp 9.2×104 ... 0.178 1.43

Grandemange et al.6 Exp 9.2×104 0.274 0.185 1.47

of grids with different numbers of cells: coarse, medium and fine grids consisting of 6.0 million,236

10.5 million and 22.2 million cells, respectively. The maximum spatial resolutions of the model237

surface-cells expressed in the wall units are shown for the three sets of grids in Table I in the238

revised paper, where uτ is the friction velocity, ∆n is the distance between the first node and the239

model surface in the wall normal direction, ∆l is the cell width in the streamwise direction and ∆s240

is the cell width in the spanwise direction. All grids are symmetric around the body to avoid intro-241

ducing asymmetry in the flow. Fig. 3 shows the medium grids distribution with y+ ≈ 1, z+ ≈ 45242

and x+ ≈ 45. The mesh in the wake region is refined up to 1.25 mm corresponding to z+(x+)≈ 45243

and outside the wake region the mesh size increases by a factor of two with the maximum mesh244

size equaling to 10mm on the boundaries of the domain.245

C. Choice of the grid in the numerical simulation246

The numerical simulation is designed to reproduce the experimental measurements obtained in247

this paper and those of Grandemange et al.6. In order to verify the effect of grid quality on the248

simulation results, three different spatial resolutions as defined in Table I were used. As shown in249

Table II, the differences between the medium and the fine grid are very small for either the mean250

drag coefficient Cd , the mean base suction coefficient Cb or the length of the recirculation bubble251

L∗r (defined by the furthest downstream distance from the base having negative mean streamwise252

velocity in the vertical y∗ = 0 plane). The medium grid has therefore been chosen as a good253

compromise to provide the numerical result of the paper.254

The main difference from the mean flow obtained by Grandemange et al.6 is the absence of255
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flow separations at the four sides of the fore-body as shown in Fig. 4(a,b) that would have been256

unambiguously located by unsteady reattachments of large Reynolds stresses6 on the flat surfaces257

for x∗ < −2. The mean pressure distribution around the fore-body (Fig. 4c,d) for our experiment258

is very close to that of Grandemange et al.6 which suggests similar fore-body separations. On the259

other hand, the computed pressure distribution is drastically different and produces at first glance260

a lower fore-body pressure drag than in the experiments. The incapacity of the IDDES to capture261

these separation bubbles modifies the boundary layers development all over the body until the262

after-body separations leading to a larger base suction Cb as can be seen in Table II. However, this263

suction increase alone cannot explains the drag discrepancy between the values 0.274 of Grande-264

mange et al.6 and 0.318 of the simulation. Therefore, the drag contribution of the fore-body for265

the simulation must increase as a consequence of the absence of fore-body separations likely due266

to much higher friction drag since pressure drag is lower at the front. Nevertheless, it can be found267

large discrepancies in the literature6,11 and the drag coefficients obtained by the IDDES fall within268

this range. The large discrepancies could actually be ascribed to the fore-body separation, that269

is sensitive to the Reynolds number and the free stream properties of the wind tunnel. Finally, a270

total duration of T =20.2 s was carried out (i.e. T ∗ = 5612), and the bi-stable behavior has been271

successfully captured by the medium grid. The total computational time needed on 112 cores272

was about 1200 h. In the following sections, a systematic comparison will be made between the273

simulation and the experiment including conditional averaging and POD modes.274

III. COMPARISON BETWEEN EXPERIMENT AND SIMULATION275

A. Long-time dynamics of the wake276

The bi-stable behavior is first captured through the barycenter of the wake momentum deficit277

in the z∗ = 0.67 plane defined as:278

y∗w =

∫
y∗(1−u∗)ds∫
(1−u∗)ds

, (7)279

x∗w =

∫
x∗(1−u∗)ds∫
(1−u∗)ds

, (8)280

with a domain of integration limited to u∗ < 1. Fig. 5(a) shows the time evolution of y∗w obtained281

from 1000 PIV snapshots sampled at 1.25Hz during 800s. This distribution clearly highlights two282

distinct wake positions in the y−direction centred on y∗w =±0.05, which is in accordance with the283
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0.090.060.030

' 2u

z*=0.67 plane

y*=0 plane

(a)

(b)

(c)

(d)

1

Cp

0

Experiment

Simulation

FIG. 4. Contours of Reynolds stresses < u′2 > superimposed to the mean flow streamlines in the y*=0

(a) and z*=0.67 (b) planes for the simulation with the medium grid. Mean pressure coefficient distribution

around the body for the simulation (red) and the experiment (blue) in the y*=0 (c) and z*=0.67 (d) planes.

previous result from Grandemange et al.6.The states are denoted by P for the one associated with284

a positive value of y∗w and N for the one with a negative value. Switching between the P and N285

states are more obvious in the zoom shown in the inset of Fig. 5(a) albeit the low time resolution286

of the PIV. Both stable positions are quantitatively captured by the IDDES numerical simulation287

as can be clearly seen in Fig. 5(b) providing only 2 switching but with a good time resolution. The288

time-scale of the switching dynamics is of order t∗ ∼ 1000 in agreement to the literature published289

on this bi-stable dynamics.290291292

In addition to the barycenter of momentum deficit, the base pressure gradient is considered as293

an indicator of the bi-stability phenomenon. The advantage is the better time resolution for the294

experiment with a sampling at 50 Hz instead of the 1.25 Hz of the PIV. The time evolutions of295

the 2 components of the pressure gradient coefficient defined in Eqs. (3,4) are plotted in Fig. 6 for296

both the experiment (Fig. 6 (a,d)) and the simulation (Fig. 6 (b,e)). Despite the longer duration297

of the experimental time history, a very good agreement is again observed. It can be seen that298

accordingly to the above definition of the P and N states, the P (resp. N) state corresponds to299

a positive (resp. negative) pressure gradient. The larger fluctuations about each state for the300

simulation is explained by the absence of filtering whilst the tubing and the scanner introduce a301
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(a) (b)

FIG. 5. Time evolution of the barycenter of momentum deficit in the z∗ = 0.67 plane in the y-direction: (a)

experiment; (b) simulation.

Experiment Simulation

(a) (b) (c)

(d) (e) (f)

Probability density function

FIG. 6. Time evolution of the base pressure gradient components g∗y (a,b) and g∗z (d,e) for the experiment

(a,d) and the simulation (b,e) and their probability density functions (c,f) normalized by the maximum.

low-pass filtering. Probability density functions (PDF) are performed on the largest statistical set302

of the time history such that states P and N are equiprobable. The set corresponds to the full303

duration for the experiment and to the data within the two vertical red dashed lines in Fig. 6(b,e)304
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FIG. 7. Time evolution of the side force signals from simulation.

for the simulation. The two most probable horizontal gradients are opposite for the simulation in305

agreement to the reflectional symmetry of the geometry while the experimental PDF presents a306

small shift of approximately 0.03. The shift could be caused by cumulative errors of the model307

installation and pressure scanner calibration. Despite this small bias, the gradient components308

in the y-direction of both states are quantitatively retrieved by the computation with values of309

±0.2. These are larger than those obtained by Grandemange et al.6,7 who obtained ±0.17. The310

difference might be attributed on the way the gradient is computed. The gradient components in the311

z-direction g∗z are kept stable near a slightly positive value of 0.02 both for the experiment (Fig. 6d)312

and simulation (Fig. 6e), and their probability density distribution (Fig. 6f) are characterized by313

a single peak, which implies that the bi-stable behavior only occurs in the horizontal direction as314

expected from the parametric shape study7. The presence of the ground thus produces opposite315

effects in the present study that remains however an order of magnitude smaller than the horizontal316

asymmetry produced by the instability.317

Fig. 7 shows the consequence of the bistable wake behavior on the instantaneous side force318

coefficient computed with the numerical simulation and the corresponding 5 Hz filtered result (red319

line). The most probable value of Cs for the two asymmetric states are clearly distinguishable and320

correspond to -0.02 for the P state and +0.02 for the N state. This is exactly the estimate of the321

cross-flow force coefficient due to the bistability for Ahmed bodies of different aspect ratios40, it322

is also the same values as those reported for the side force exerted on the Windsor body during the323

bi-stable dynamics29.324325
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P state N state P state N state

(a)

(b)

Experiment Simulation

1

0.75

0.5

0.25

0

-0.25

U*

0.05

0.04

0.03

0.02

0.01

0

'2u

FIG. 8. Conditional averaging (see text) velocity field (a) and Reynolds stress component (b) for the exper-

iment and the simulation. For each pair of mirrored states, left is P state and right, the N state.

B. Conditional averaging and mean flow326

The P and N states of the wake are extracted using conditionally averaged velocity field and327

Reynolds stress component in the z∗ = 0.67 plane, they are shown in Fig. 8 for the experiment and328

the numerical simulation. The conditional averaging method is based on the barycentre of momen-329

tum deficit shown in Fig. 5, where the P (resp. N) state is the average of all PIV snapshots such330

that y∗w > 0 (resp. y∗w < 0). The thicker boundary layers observed in Fig. 8(a) at the trailing edge331

of the experimental case compared to the simulation might be due to the PIV resolution, since the332

interrogation window size is about 0.05 in non-dimensional units, it is then no possible to conclude333

on the shear thicknesses comparisons. At first glance the mean wake states topology in Fig. 8 are334335

globally similar between the experiment and the simulation and in general good agreement to all336

published results6,11,21 who characterized the P and N state of this flow. Some significant differ-337

ences can be seen in the bubble recirculation length and Reynolds stress intensity. The longer338
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Cp

-0.15

-0.25

-0.20

(a) (b) (c)

FIG. 9. Conditional averaging (see text) of the base pressure distribution and Iso-surface of pressure coeffi-

cient Cp =−0.28 from simulation: (a) P state; (b) Switching configuration; (c) N state.

recirculation bubble observed for the CFD is associated with lower mean flow curvature than the339

experiment. Actually, for inviscid steady flows, lower curvature creates lower base suction41. The340

higher base suction of Cb = 0.203 in the simulation against Cb = 0.185 in the experiment reveals341

the contribution of the fluctuations shown in Fig. 8(b) to the base suction, that are more intense in342

the simulation than in the experiment. These differences in the wake properties could be related to343

the absence of fore-body separation in the simulation.344

Conditional averaging is now applied to the instantaneous pressure data of the computation in345

order to achieve a three-dimensional characterization of the wake states. In this case, the sorting346

criterion is based on the sign of side force coefficient filtered at 5 Hz shown in Fig. 7. A state347

P corresponds to the mean wake such that Cs < −0.01, a state N such that Cs > 0.01 and the348

switching configuration such that |Cs| < 0.01. Fig. 9 shows the isosurface Cp = −0.28 of the349

conditioned mean pressure field and evidences the tilted low pressure torus8,21 of the P and N350

states as well as a symmetric flow from wake switching only. The left or right side of the low351

pressure imprint on the base corresponds to the torus approaching the model base8,21.352353

We now turn to mean flows computed from a duration such that the P and N states are equiprob-354

able. In this case, mean flows are expected to respect the reflectional symmetry y∗→−y∗ as can355

be stated in Fig. 10 for the streamwise component of the velocity and in Fig. 11 for mean base356

pressure distribution. As discussed above, the simulation leads to a longer recirculation bub-357358359

ble (values are reported in Table II). The mean pressure distribution at the base, regardless of360

experiment or simulation results, as shown in Fig. 11, reveals the presence of a comparatively361

high-pressure region approximately at the center of the base, surrounded by a lower pressure area.362

This distribution results from the pressure imprint of the circular vortex ring first evidenced by363
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1

0.5

0

-0.5

1

0.5

0

-0.5

(a)

(c)

(b)

(d)

U*

U*

FIG. 10. Time-averaged of the streamwise component of flow field in the z∗ = 0.67 plane (a,c) and y∗ = 0

plane (b,d) from experiment (a,b) and simulation (c,d).

(a) (b)
-0.15

-0.17

-0.19

-0.21

-0.25

-0.23

Cp

FIG. 11. Time-averaged base pressure distribution: (a) experiment; (b) simulation.

Roumeas et al.42. The pressure distribution of the simulation is much more detailed than that of364

the experimental one, with a clear asymmetry in the vertical direction. On the other hand, the365

experimental distribution seems axisymetric about the centre of the base. While the experimen-366

tal distribution results from about over 60 switching between states, the simulation only have 1367

and there is clearly a lack of statistical convergence in that case. A plausible explanation for the368

pressure distribution discrepancy is the wide variety of switching events40, related to the diffu-369
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sive phase dynamics16,43 of the wake including random phase jumps and stochastic rotations. In370

addition, the poor reflectional symmetry of the experimental pressure distribution in Fig. 11(a),371

indicates a large sensitivity of the mean base pressure distribution to residual symmetry defects.372

C. Global dynamics373

The typical global unsteady flow phenomena occurring in the wake reported in the literature6,11,23,44
374

including the periodic modes in both vertical and horizontal directions, the pumping motion and375

the bi-stability, are now investigated using Proper Orthogonal Decomposition analysis performed376

on both the experimental and computed planar velocity fields, all displayed in Fig. 1(e). POD377

involves breaking the flow-field up into a number of optimal, orthogonal spatial modes, based on378

their kinetic energy content. Briefly, the first step is to calculate the planar mean velocity fields379

~U∗(i, j) in the k-plane (shown in Fig. 10 for the y and z-plane) with i, j,k = x,y,z and i 6= j 6= k380

which is then removed from each of instantaneous snapshots ~u∗(i, j, t∗). The rest of the analysis381

works on the fluctuating components of the velocity:382

~u∗(i, j, t∗) = ~U∗(i, j)+ ∑
n=1

an(t∗)~U∗n (i, j), (9)383

where an is the temporal coefficient of the nth POD mode ~U∗n . The spatial modes ~U∗n are orthogonal384

(and can be made orthonormal), i.e. for each component of the mode, U∗n` with `= x,y,z, we have385 ∫
U∗n`(i, j) ·U∗m`(i, j)did j = δnm. (10)386

387

We recall that the sampling rate in experiment and simulation was 1.25 Hz and 250Hz respec-388

tively. A total of 1000 PIV snapshots (800 s physical time) with only two components of the389

velocity fields were sampled for the POD analysis in each plane section, which was considered to390

be adequate for the present analysis. Whereas for IDDES, the three components of the velocity391

fields from t∗ = 1528 to t∗ = 4306 (displayed by vertical dashed line in Fig. 6(b)) was selected for392

POD analysis (2500 snapshots for one plane), which ensures the symmetry of the processed data.393

Fig. 12 shows the turbulent kinetic energy kn = 1/3(U2
n +V 2

n +W 2
n ) contribution of the first fifty394

POD modes in the different planes displayed in Fig. 1(e). The energy proportion of each mode is395

higher in the experiment than in the numerical simulation because the cross-plane velocity com-396

ponent is missing in the PIV measurements44. Regardless of experiment or numerical simulation,397
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(b)(a)

n n

FIG. 12. Turbulent kinetic energy (TKE) contribution of POD modes 1–50 at different planes of velocity:

(a) Experiment; (b) Simulation

the first-order modal energy accounts for a considerable proportion for the x∗= 0.5 plane (24% for398

the experiment, 15.7% for the simulation) and z∗ = 0.67 plane (24.7% for the experiment, 10.8%399

for the simulation).400

The wake dynamics is explored by phased-averaged low-order modelling of the wake flow,401

which has been successfully performed in our previous study34,45–47 on the wake dynamics of402

kinds of cylinders (circular or twisted cylinders and porous cylinder) and a high-speed train. In the403

following, known global dynamics are first identified in the most significant spatial POD modes of404

the experiment and the simulation. Temporal coefficient are then analysed and the corresponding405

global dynamics are reconstructed by considering only the identified modes in Eq. (9). When406

reconstructions give very similar results for both the experiment and the simulation, they are only407

shown for the experiment.408

1. RSB modes and Bi-stability409

Fig. 13(a,b) presents the first mode pattern from the velocity field in the plane at z∗ = 0.67410

represented by its x component U∗1 . This mode is anti-symmetrical around y∗ = 0, associated with411

higher momentum deficit on the side y∗ < 0 compared to the other side as studied in Sec. III A.412

The first POD mode thus represents the reflectional symmetry breaking mode responsible for the413
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0.01

0.005

0

-0.01

-0.005

(a) (b)

n=1

*

nU

n=1

FIG. 13. Component in x of the first POD mode U∗1 of the (a) experimental and (b) simulated velocity field

in the z∗ = 0.67 plane.

bi-stable dynamics in both the experiment and the simulation.414415

The flow dynamics produced by the first POD mode can be visualized by reconstructing the416

flow field (low-order modelling) considering Eq. (9) with n = 1 only. These global dynamics417

consist in switching between the P and the N state of the wake. Three stages of the dynamics can418

be reproduced by a conditional averaging of the temporal coefficient shown in Fig. 14(a,b). The419

P state is retrieved considering the averaged coefficient 〈a1〉P such that a1 < −0.5 in Fig. 14(c)420

and the N state 〈a1〉N such that a1 > 0.5 in Fig. 14(e). The symmetric flow that is explored during421

switching or switching attempts is computed in Fig. 14(d) considering the average 〈a1〉S such that422

|a1| < 0.5. Fig. 15(a) shows the auto-power spectra at two hot-wire points in the experimental423424

wake, the spectrum decreases for very low frequencies with an approximately -2 power law as the425

consequence of the switchings, which is compatible with the previous research6,11. This can also426

be observed in the auto-power spectra of the first mode coefficient from numerical simulation, as427

show in the Fig. 15(b). The presence of the low frequencies as an approximately -2 power law, is428

the consequence of the Fourier transform of the step signal in Fig. 13(b).429430

2. Periodic modes431

The weak coherent quasi-periodic oscillations in the vertical and lateral directions are now in-432

vestigated. Fig. 16 shows the x component of the second U∗2 and fourth U∗4 POD mode of the433
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-2 < a1< -0.5 -0.5 < a1< 0.5 0.5 < a1< 2

(c) (d) (e)

(a) (b)

*

zR

FIG. 14. Phase partition for the POD coefficient of the first mode for experiment (a) and simulation (b)

at z∗ = 0.67; (c) P state, ~u∗PR = ~U∗+ 〈a1〉P~U∗1 ; (d) Switching state ~u∗SR = ~U∗+ 〈a1〉S~U∗1 ; (e) N state ~u∗NR =

~U∗ + 〈a1〉N~U∗1 . In (c,d,e) the reconstructed flow ~u∗R is made for the experiment and represented by its

streamlines superimposed to its vorticity ω∗zR.

experimental velocity field (Fig. 16a) and the POD modes U∗2 and U∗3 of the numerical simulation434

(Fig. 16b) in the horizontal direction (i. e. z∗ = 0.67 plane). For the experiment, the flow patterns435

of U∗2 and U∗4 are quite similar with an anti-symmetry about y∗ = 0, except for a π/2 phase shift.436

For the numerical simulation, U∗2 and U∗3 are respectively consistent with U∗2 and U∗4 in the experi-437

ment. Similarly, a pair of modes with the above characteristics can also be detected in the vertical438

direction (i. e. in the y∗ = 0 plane), and the results from experiment and simulation are again in439

good agreement, as show in Fig. 17.440441

In the following, the dynamics of the second and fourth modes from experiment will be ex-442
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-2
(a) (b)

-2

St St

FIG. 15. Frequency characteristics of the bi-stability: Auto-power spectra at two hot-wire points at x∗ = 0.5

in the wake (a) and the first mode coefficient from simulation (b).
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FIG. 16. Component in x of the pair of quasi-antisymmetric POD modes of the (a) experimental and (b)

simulated velocity field in the z∗ = 0.67 plane having a π/2 phase shift in the streamwise direction.

plored by phase-averaged reconstruction flow field in the horizontal direction. Fig. 18(a) shows443

the scatter plots of the normalized temporal coefficients (a2 and a4) related to the second and444

fourth mode shown in Fig. 16(a). The temporal POD coefficients could be reordered in phase445

defined as θ = arctan(a4/a2) as shown in Fig. 18(b) and then averaged28,47–49 in bins of 1/4π to446
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(a) (b)

n=2 n=3

n=1
0.01

0.005

0

-0.01

-0.005

n=2
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FIG. 17. Component in x of the pair of quasi-antisymmetric POD modes of the (a) experimental and (b)

simulated velocity field in the y∗ = 0 plane having a π/2 phase shift in the streamwise direction.

provide < a2 >θ (θ) and < a4 >θ (θ) used for the reconstruction. The reconstructed flow field447

is shown in Fig. 19. The wake oscillation in the horizontal plane can be obviously noted from448

the displacement of the free stagnation point (red cross symbol) at different phases resulting in an449

asymmetrical wake. However, the distance to the base only exhibits slight difference for the left450

and right vortex core, suggesting a weaker dynamic effect on the base pressure compared to the451

bi-stable behavior (see Fig. 14). Using the same procedure of reconstruction, wake oscillations452

can also be retrieved in the vertical direction, but not shown here for conciseness.453454455

Figs. 20(a,b) present the spectra of the global oscillation mode coefficients (second and third456

mode) from numerical simulation. A peak at St = 0.145 and St = 0.194 can be noted, respec-457

tively. The hot wire experiment also detects the relevant characteristic frequencies St = 0.125 and458

0.174, as shown in Figs. 20(c,d), for four hot-wire points. In both the numerical and experimental459

cases, the larger oscillation frequency is observed in the vertical direction as expected by the small460

separating distance H between interacting shears, while the smaller frequency is observed in the461

horizontal direction as expected by the large separating distance W . The obtained values are very462

consistent with previous measurements of Grandemange et al.6 who obtained 0.127 and 0.174463

for same geometry and Reynolds number. However the periodic modes frequencies are slightly464

larger for the simulation than for the experiments. It could be a direct consequence of the different465

fore-body flows, which implies different natures of the boundary layers before separation known466
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(a) (b)

FIG. 18. The temporal coefficients of second and fourth mode in the z∗ = 0.67 plane from experiment: (a)

scatter plot of a4(t∗) vs. a2(t∗); (b) values of a4 and a2 sorted along the phase angle θ = arctan(a4/a2) and

the phase-averaged temporal coefficients 〈a2〉θ and 〈a4〉θ .

θ =0 θ =π/4 θ =π/2 θ =3/4π

θ =π θ =5/4π θ =3/2π θ =7/4π

y*

x*

0.1

0.05

0

-0.05

-0.1

*

zR

FIG. 19. Global oscillation in the z∗ = 0.67 plane reconstructed by the second and fourth mode of the

experimental velocity field, ~u∗R = ~U∗+ 〈a2〉θ~U∗2 + 〈a4〉θ~U∗4 . The reconstructed flow ~u∗R is represented by its

streamlines superimposed to its vorticity ω∗zR.
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(c) (d)

St=0.125 St=0.174

(a) (b)

St=0.145 St=0.194

z*=0.67 plane y*=0 plane

StSt

St St

FIG. 20. Auto-power spectra of hot-wire points at x∗ = 2 in the wake for experiment results: (a) horizontal

direction; (b) vertical direction; and the second and third mode coefficient from simulation: (c) z∗ = 0.67;

(d) y∗ = 0.

to affect the Strouhal number50.467468

3. Pumping motion469

As shown in Fig. 21(a), the third mode extracted from the experimental data in the horizontal470

plane presents the characteristic of left and right symmetry, exhibiting different sign of the pulsa-471

tion velocity between the middle and two sides in the wake. According to the experimental result,472

the fourth mode extracted from the simulation data has a similar feature, as shown in Fig. 21(b).473

In the vertical plane, the experimental third mode and the simulated fourth mode present a top474

and bottom symmetry, as shown in Fig. 21(c,d). Due to their symmetry properties, these POD475

modes are able to produce a dynamics of elongation and shortening of the recirculating bubble in476
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FIG. 21. Component in x of the quasi-symmetric POD mode U∗3 of the (a,c) experimental and U∗4 of (b,d)

simulated velocity field in the (a,b) z∗ = 0.67 and (c,d) y∗ = 0 planes.

the streamwise direction, refered to as the pumping motion in the literature. Fig. 22 shows the ex-477

perimental and the simulated conditional-averaged velocity field reconstructed by the third mode478

at y∗ = 0 with a3 averaged in the bins defined in Fig. 22(a,b). As revealed in Figs. 22(c,d), the479

position of the free stagnation point shifts from x∗ = 1.3 to x∗ = 1.5 in the streamwise direction,480

leading to the pumping behavior. A striking observation in Fig. 22(c,d) is that, at the maximum481

length of the bubble, a vortex structure appears at the upper shear layer for both the experiment482

and the simulation. It is noteworthy that no such vortex structure is detectable in the horizontal483

plane reconstruction while the pumping motion is clearly observable (not shown in the paper for484

succinctness).485486487

Although the pumping behavior has been confirmed in the reconstruction flow in Fig. 22, no488

peak frequency at St = 0.08 as reported by Volpe et al.11 can be detected in the spectra of the489

corresponding POD mode from the simulation, as shown in Fig. 23 (a,b). In terms of the spectra490

of 116 hot wire velocity signals in the wake, no obvious peak frequency has been detected in the491

26

    
Th

is 
is 

the
 au

tho
r’s

 pe
er

 re
vie

we
d, 

ac
ce

pte
d m

an
us

cri
pt.

 H
ow

ev
er

, th
e o

nli
ne

 ve
rsi

on
 of

 re
co

rd
 w

ill 
be

 di
ffe

re
nt 

fro
m 

thi
s v

er
sio

n o
nc

e i
t h

as
 be

en
 co

py
ed

ite
d a

nd
 ty

pe
se

t. 
PL

EA
SE

 C
IT

E 
TH

IS
 A

RT
IC

LE
 A

S 
DO

I: 1
0.1

06
3/5

.00
19

79
4



(c) (d)

(a) (b)

-3.5 < a3< -1

-1 < a3< 0

0 < a3< 1

1 < a3< 3.5

1

0.5

0

-0.5

-1

0.1

0.05

0

-0.05
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*
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FIG. 22. Pumping motion in the y∗ = 0 plane reconstructed by the third mode from conditional averaging

of the temporal coefficient of (a) experimental and (b) simulated velocity field. The reconstructed flow~u∗R =

~U∗+ 〈a3〉a3~U∗3 is represented by its streamlines superimposed to its vorticity ω∗yR in (c) for the experiment

and (d) for the simulation.

27

    
Th

is 
is 

the
 au

tho
r’s

 pe
er

 re
vie

we
d, 

ac
ce

pte
d m

an
us

cri
pt.

 H
ow

ev
er

, th
e o

nli
ne

 ve
rsi

on
 of

 re
co

rd
 w

ill 
be

 di
ffe

re
nt 

fro
m 

thi
s v

er
sio

n o
nc

e i
t h

as
 be

en
 co

py
ed

ite
d a

nd
 ty

pe
se

t. 
PL

EA
SE

 C
IT

E 
TH

IS
 A

RT
IC

LE
 A

S 
DO

I: 1
0.1

06
3/5

.00
19

79
4



z*=0.67 plane y*=0 plane

(a) (b) (c)

St StSt

FIG. 23. Auto-power spectra of the temporal coefficient a4 associated with the pumping motion at (a)

z∗ = 0.67 and at (b) y∗ = 0. ; and (c) five hot wire points in the wake at x∗ = 1.5.

low frequency band as can be seen in Fig. 23(c) for five hot wire points (the rest of the results492

are not shown here). It is plausible that the pumping behavior in the recirculation region is not493

a quasi-periodic phenomenon but affect the whole spectrum at low frequencies, which should be494

confirmed further.495496

IV. WAKE SWITCHING497

In this section, the interactions among the flow modes stated above will be investigated. POD498

analysis and low-order modes reconstruction of cross-flow planes are conducted again on both the499

experimental and simulation data. In order to have an insight into the bi-stable switching process500

of both approaches we follow the same analysis of fields reconstruction as in Pavia et. al28. In501

addition, 3D instantaneous snapshots obtained in the numerical simulation during the bi-stable502

transition are shown for completeness.503

The 4 cross-flow planes shown in Fig. 1(e) have been analysed. From the TKE contributions in504

Fig. 12, it can be seen for the experiment and the simulation that the first-order modal energy re-505

duces gradually when moving downstream, implying that the bi-stable phenomenon characterized506

by the first mode n = 1 mainly acts in the near wake region, before the recirculation closure. On507

the contrary, the higher order modes energy for n ≥ 2 increases when moving downstream indi-508

cating that periodic modes and pumping motion mainly acts after the recirculation closure. Only509

results in the plane x∗ = 1.5 is presented as no more relevant information was obtained in the other510

planes.511

Fig. 24(a,b) shows the patterns of the first three POD modes extracted from experiment and512
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FIG. 24. The first three POD modes ~U∗1 , ~U∗2 and ~U∗3 for the (a) experimental and (b) simulated velocity field

in the x∗ = 1.5 plane. Auto-power spectra (c) of the corresponding temporal coefficients obtained in the

simulation.

simulation. The modes contour is represented by the x-component of the velocity in the nu-513

merical simulation, and by the streamwise vorticity component in the experiment (because the514

x-component of the velocity is not measured with the planar PIV). There is a very good correspon-515

dence between experiment and simulation in the modes topology as can be seen by comparing516

the streamlines. They are also in accordance with the POD modes found in Pavia et. al28. The517

associated global dynamics can be easily identified in the power spectral density of their temporal518

coefficients in Fig. 24(c) that can only be obtained for the simulation having the required time res-519

olution. Hence, the first mode captures both the RSB mode (switching dynamics with a -2 power520

law) and the periodic mode in the horizontal direction (resonant peak at St = 0.145), while the521

second and third modes capture essentially the periodic mode in the vertical direction (resonant522

peak at St = 0.194).523
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We now follow the same reconstruction procedure as Pavia et. al28 based on the phase θ =524

arctan(a2/a1) by making a phase averaging of the temporal coefficients a1, a2 and a3 in bins of525

θ = π/4. The 3 phase-averaged coefficients are denoted 〈a1〉θ , 〈a2〉θ and 〈a3〉θ . The experimental526

reconstructed flow ~u∗R = ~U∗+ 〈a1〉θ~U∗1 + 〈a3〉θ~U∗3 + 〈a2〉θ~U∗2 in Figs. 25 is in agreement with527

results of Pavia et. al28 and describes a virtual switching when the phase progresses from θ = 0528

(N state) to θ = π (P state). The cross flow measurements of Grandemange et al.6 of the P state529

obtained from an averaging conditioned by the wake deficit barycentre is also very similar to the530

reconstructed flow at θ = π . The mushroom like structure that can be identified in the N and P531

states corresponds to two counter rotating streamwise vortices that are now well established in the532

literature51–53. The reconstructed fields between the θ = 0 and π states take into account for real533

switchings but also for all switching attempts. For the experimental results, the mirror symmetry534

between the θ and θ +π fields indicates an identical general scenario whether the wake deviation535

occurs with a2 > 0 (0 < θ < π) or a2 < 0 (π < θ < 2π). This is not the case for the simulation that536

clearly distinguishes both cases. It is believed to be related to the small duration of the simulation537

compared to the experiment that might not explore the complete phase portrait of the dynamics.538

The system is in an unstable equilibrium condition when it reaches θ ≈ π/2 or 3π/2 and can539

either attempt a switching by returning to the previous state or switch to the opposite state, depend-540

ing on any random perturbation54. Previous studies21,28 have shown that this random disturbance541

might originate from the longest edges of the rectangular base. In the following, snapshots of542

the high-frequency samples obtained by the numerical simulation provide more detail about this543

perturbation.544545

Fig. 26 shows nine instantaneous snapshots sampled with δ t∗ = 0.6 of iso-contours of pressure546

Cp = −0.28 during the wake switching (t∗ = 2886.6− 2891.4). In addition to the low-pressure547

toroidal vortex structure in the near wake, a large-scale hairpin vortex is shed from the upper shear548

layer, which is conjectured to be responsible for triggering bi-stable switches. This similar phe-549

nomenon has ever appeared in the numerical investigation on the wake of a simplified lorry by550

Dalla Longa et al.21. Recently, Pavia et al.53 confirmed that a pair of vortex “tails” aligned in551

the horizontal direction exists in the symmetric wake configuration of a square back model using552

tomographic PIV, which is deemed to be corresponding to the two streamwise legs of the large-553

scale hairpin vortex in Fig. 26. This hairpin vortex shedding is reminiscent of the vortex shedding554

from the upper shear layer when the recirculation length reaches its maximum value in the recon-555

struction flow of the pumping motion in Fig. 22(c,d) for both the experiment and the simulation.556
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FIG. 25. Low-order phase-averaged velocity field at x∗ = 1.5 from (a) experiment and (b) simulation. The

reconstructed flow~u∗R = ~U∗+〈a1〉θ~U∗1 +〈a3〉θ~U∗3 +〈a2〉θ~U∗2 is represented by its streamlines superimposed

to its vorticity ω∗xR

Presumably, this large-scale hairpin vortex appearing with the bi-stable switching is closely related557

to the pumping motion. This correlation can be found in the 3D unsteady wake structures over a558

wall-mounted short cylinder investigated by Zhu et al.55 using tomographic PIV. They proposed559

that the flapping motion, i.e. oscillation of the recirculation region, has a modulating effect on the560

occurrence of the large-scale streamwise vortex.561562

Finally, a conceptual mode is proposed for the wake topology behind the square back Ahmed563

body, as sketched in Fig. 27, based on the analysis of numerical simulation and experimental564

results. The wake structure shows two types of configurations states, the asymmetric states on a565

long time-scale and the symmetrical state configuration on a short time scale during the switching.566

In both configurations, there is a vortex system composed of four vortex columns. When the wake567
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FIG. 26. Instantaneous snapshots of Iso-surface of pressure cp =−0.28 coloured by the streamwise velocity.

structure is in the asymmetric states, as shown in the Fig. 27(a), the distance between the left568

and right vortex columns from the model base is different. There is a streamwise vortex column569

downstream the recirculation region, which is developed from the upstream hairpin vortex. On570

the other hand, the toroidal vortex structure exhibits the characteristics of global symmetry when571

in the symmetrical configuration, as shown in the Fig. 27(b). The most notable feature is that a572

hairpin streamwise vortex is generated by random arching in the upper or lower shear layer, and573

then falls off, when a switching between the asymmetric states occurs.574

V. CONCLUSION575

An extensive experimental campaign consisting of pressure, hot-wire and PIV measurement576

is carried out at Re = 9.2× 104 to investigate the wake dynamics the square-back Ahmed body.577

Numerical simulation is performed by IDDES and compared to experiments and previous simu-578

lations by exploring the unstable wake. The following conclusions may be drawn: The simula-579

tion/experiment comparison shows that the numerical simulation adequately reproduces the main580

unsteady flow features of the wake observed in the present experimental work and that of Grande-581

mange et al.6 as well as the LES simulation of Dalla Longa et al.21 despite the fact that IDDES582

does not capture the fore-body separations observed for this Reynolds number. It results in a more583
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y*=0

z*=0.67

x*=0.5

x*=1.5

(b)

(a)

FIG. 27. Sketch of 3D bi-stable wake topology: (a) Asymmetric configuration; (b) Symmetric configuration.

intense wake, with larger base suction, base pressure gradients and fore-body friction drag as well584

as higher frequencies of the periodic global modes. These wake effects are likely related to the585

nature of the boundary layers prior the rectangular base separations that are drastically modified586

by the absence of fore-body separations. It is speculated that the large discrepancy of reported587

values of drag for square-back geometries in the literature may result from the flow around the588

fore-body that is rarely investigated in the papers. More fundamentally, the long-term bi-stability589

and the switching process in the unstable wake are successfully captured by IDDES simulation.590

The application of snapshot POD and spectral analysis distinguish the four global dynamics of591

the wake as already reported in the recent literature of the square-back Ahmed body6,8,11,21,44,51,56
592

associated with the RSB mode, lateral and vertical periodic modes and the pumping motion. How-593

ever, no resonant characteristic frequency was observed for both experiment and numerical results.594

Further insights into the interaction between the different wake modes have been offered through595

the application of low-order modelling and the instantaneous 3D flow field analysis. A large-scale596

hairpin vortex originating from the pumping motion sheds from the upper or lower shear layer, ap-597

pears during the switching or switching attempt of the bi-stable dynamics. Ultimately, the results598

of the findings presented in this work help to build a 3D bi-stable wake topology of the square-back599

Ahmed body.600
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