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ABSTRACT

The role of the atmospheric jet stream in driving patterns of surface heat flux, changes in sea surface

temperature, and sea ice fraction is explored for the winter North Atlantic. Seasonal time-scale ensemble

hindcasts from the Met Office Hadley Centre are analyzed for each winter from 1980 to 2014, which for each

year includes 40 ensemble members initialized at the start of November. The spread between ensemble

members that develops during a season is interpreted to represent the ocean response to stochastic atmo-

spheric variability. The seasonal coupling between the winter atmosphere and the ocean over much of the

North Atlantic reveals anomalies in surface heat loss driving anomalies in the tendency of sea surface tem-

perature. The atmospheric jet, defined either by its speed or latitude, strongly controls the winter pattern of

air–sea latent and sensible heat flux anomalies, and subsequent sea surface temperature anomalies. On time

scales of several months, the effect of jet speed is more pronounced than that of jet latitude on the surface

ocean response, although the effect of jet latitude is important in altering the extent of the ocean subtropical

and subpolar gyres. A strong jet or high jet latitude increases sea ice fraction over the Labrador Sea due to the

enhanced transport of cold air from west Greenland, while sea ice fraction decreases along the east side of

Greenland due either to warm air advection or a strong northerly wind along the east Greenland coast

blowing surface ice away from the Fram Strait.

1. Introduction

Midlatitude atmospheric variability is known to strongly

influence the underlying ocean, in particular by modu-

lating surface heat fluxes and wind-induced Ekman

circulations. The atmospheric influence on the North

Atlantic Ocean is often viewed in terms of the North

AtlanticOscillation (NAO), which is strongly associated

with a tripole pattern in sea surface temperatures

(Bjerknes 1964; Visbeck et al. 2003; Marshall et al.

2001a; Eden and Willebrand 2001). The imprint of this

atmospheric forcing associated with the NAO involves

both local and far-field responses affecting the ocean

heat storage over the North Atlantic. Anomalies in air–

sea heat flux drive convection and interannual changes

in local heat content over the subpolar gyre (Visbeck

et al. 2003; Grist et al. 2010), while changes in wind stress

drive variations in subtropical heat content (Lozier et al.

2008; Williams et al. 2014) and intergyre transfers be-

tween the subtropical and subpolar gyres (Marshall et al.

2001b). The combined effect of wind stress and air–sea
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buoyancy flux changes drive variations in the meridional

overturning (Lozier et al. 2010; Robson et al. 2012),

which in turn alters the gyre-scale convergence in heat

transport (Williams et al. 2014; R.G.Williams et al. 2015)

and controls multiyear and decadal changes in ocean heat

content.

The NAO is a statistical measure for the state of the

atmosphere and is typically defined from the mean sea

level pressure using principal component analysis or a

simple point difference (Hurrell and Deser 2010). As

such, theNAOonly empirically relates to the underlying

atmospheric phenomena and may be affected by any

circulation that projects onto its spatial pattern (Johnson

et al. 2008). However, the majority of the variance of the

NAO is known to represent variations of the North

Atlantic eddy-driven jet stream (Thompson et al. 2003).

Changes in both the strength and the latitude of the jet

project onto the NAO, so that a positive NAO may

indicate a strengthening, or a northward shift of the jet,

or both (Woollings et al. 2010). The implications of the

NAO and other weather regimes, including atmospheric

blocking, on the surface ocean have been investigated

using nonlinear, regime-based methods (Cassou et al.

2004, 2011; Barrier et al. 2014).

Although combined in the NAO, there is evidence

that the strength and position of the jet are physically

distinct structures of variability, for example having

quite different seasonal cycles and power spectra, and

they are generally uncorrelated in terms of interannual

variability (Woollings et al. 2014). In addition, idealized

models suggest that the jet indices have different sensi-

tivities, for example with the jet latitude responding most

strongly to local heating on either side of the jet maxi-

mum, while the jet speed is sensitive to heating in the

deep tropics (Baker et al. 2017). These differing sensi-

tivities can largely be understood as reflecting changes

in the strength or location of the maximum meridional

temperature gradient, which can affect the growth of

baroclinic eddies. The variance of jet latitude appears

to be modulated by the jet speed on decadal time

scales (Woollings et al. 2018) with potential implications

for ocean decadal variability (Czaja 2009; Häkkinen
et al. 2011).

The aim of this paper is therefore to revisit the influ-

ence of atmospheric variability on the surface North

Atlantic Ocean from the jet stream perspective, treating

the jet position and strength separately. The position

and strength of the eddy-driven jet are identified using

jet indices based on themaximumof the zonally averaged

zonal wind (Woollings et al. 2018). These jet indices are

relatively simple, neglecting for example the meridional

tilt of the jet (Madonna et al. 2017), but have the ad-

vantage of providing simple time series comparable to

the NAO. The jet indices explain much of the variability

associated with both the NAO and the east Atlantic

(EA) pattern (Woollings et al. 2010), that is, the two

leading empirical orthogonal functions (EOFs) in the

region, but not that associated with higher-order EOFs

such as the Scandinavian pattern. An additional motiva-

tion for this separation is that the NAO seems to reflect a

different balance of the two jet indices on different time

scales, with the jet latitude dominating on interannual

time scales, but the jet speed becoming more important

on multidecadal time scales (Woollings et al. 2015).

Atlantic multidecadal variability has considerable re-

gional climate impact (Knight et al. 2006; Sutton and

Dong 2012) with the ocean playing an important role in

this variability (Gulev et al. 2013; O’Reilly et al. 2016).

Climate models generally underestimate multidecadal

variability in both the ocean and the atmosphere

(Kravtsov 2017; Kim et al. 2018; Simpson et al. 2018), in

particular in the speed of the jet rather than its latitude

(Bracegirdle et al. 2018). Hence the differing effects of

jet latitude and speed on the oceanmay be of importance

for understanding Atlantic multidecadal variability.

Analyses of ocean–atmosphere coupling in observa-

tions have limited ability to identify causal relationships

due to the several different mechanisms operating on

different time scales between the ocean, the local atmo-

sphere and potential remote drivers. Hence, although we

do make some comparison with reanalysis data in this

paper, the majority of our analysis focuses on a large

ensemble of historical model simulations, in which in-

ferences of causality are less problematic. For each

season we compare the evolution of forty individual

ensemble members, each initialized with identical ocean

states and small perturbations in the atmosphere. Our

primary assumption is that the spread in ocean vari-

ables between ensemble members over the following few

months is determined by their different realizations of

chaotic atmospheric variability. Analysis across the en-

sembles allows the sensitivity of the ocean to jet latitude

and jet speed to be identified.One caveat to this approach

is that sensitivities are only considered on monthly to

seasonal time scales, so do not include delayed responses

that may be important in explaining decadal changes in

surface warming (Robson et al. 2012). Heat loss from the

ocean to the atmosphere is often strongly modulated by

synoptic time-scale processes, such as midlatitude cy-

clones (Parfitt and Seo 2018) and the related cold air

outbreaks (Papritz and Spengler 2017; Vannière et al.

2017). These events are themselves modulated by low-

frequency variability of the large-scale flow (Kolstad et al.

2009; Woollings et al. 2016).

In this paper, we focus on the seasonal evolution of the

coupled system and hence we investigate the role of the
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large-scale circulation, following studies such as Visbeck

et al. (2003), Zhai et al. (2004), and Cassou et al. (2011).

We use indices of the eddy-driven jet stream derived

from the lower-tropospheric zonal winds that provide

direct measures of a time-averaged wind, as well as act

to integrate the effects of the transient weather systems

that drive the jet (Hoskins et al. 1983). Despite the im-

portance of synoptic- and smaller-scale processes, we show

that large fractions of the variance in surface heat flux on

seasonal time scales can be accounted for by the flow

variations summarized by these two simple jet indices.

2. Methods and data

Seasonal hindcasts are analyzed from the Met Office

Decadal Prediction System, version 3 (DePreSys3)

(Smith and Murphy 2007; Smith et al. 2007; Dunstone

et al. 2016), designed to make global and regional cli-

mate predictions over seasonal to decadal time scales.

DePreSys3 is based on the HadGEM3-GC2 coupled

climate model (K. Williams et al. 2015) with an atmo-

spheric horizontal resolution of 0.838 3 0.558. Hindcasts

are initialized using the 1 November conditions pro-

vided by the assimilation run from years 1980 to 2014: 40

different ensemble members are initialized with the

same ocean and sea ice state from the assimilation run

and only differ in the atmosphere by random seeds

supplied to a stochastic physics scheme. An ensemble

is created by providing different seeds to a stochastic

physics scheme (Bowler et al. 2009). This model data-

set then comprises 40 ensembles over each month of

the 35 years (hereafter named ensemble data). The

model analysis is also compared with ERA-Interim

reanalysis monthly and daily data from the same period

from 1980 to 2014.

In this study, surface latent heat flux, sensible heat

flux, sea surface temperature, air temperature at 1.5m in

ensemble data and 2m in reanalysis daily data, sea ice

fraction, 850-hPa zonal wind, and 10-m winds for the en-

semble and monthly and daily reanalysis datasets from

years 1980 to 2014 are employed. In the ensemble data,

surface temperature is defined by the temperature of the

surface land and ice where they occur, and elsewhere

represent sea surface temperature; so that in polar regions,

surface temperature may reach from 2308 to 2408C.

a. Jet structure in the ensemble hindcast dataset

The speed and latitude of the atmospheric jet stream

are defined by the maximum value of the monthly mean

zonal wind at 850 hPa averaged longitudinally over the

North Atlantic sector (608W–08) (Woollings et al. 2010).

In the ensemble data, there are 4200 separate ensembles

made up of 40 ensemble members per month for each of

the three winter months, and repeated over 35 years

(Fig. 1). There is a trimodal latitudinal structure for the jet

with frequent occurrences at 458, 498, and 558N for the

winter period Decembe–February (Fig. 1), as well as a

relatively weak occurrence at 358N. These monthly

distributions with a trimodal latitudinal distribution

are similar to daily analyses based on reanalysis data

(Woollings et al. 2018 for a similar daily figure).

Comparison of the ensemble model monthly and re-

analysis daily andmonthly data distributions (not shown)

reveals that the ensemble model generally captures the

observed distribution of weather time-scale jet vari-

ability well, and so the ensemble monthly data are a

suitable tool to investigate the impacts of jet variability

on the underlying ocean.

In both the ensemble data and the reanalysis datasets,

the jet latitude and speed are not linearly correlated, and

represent two physically distinct pieces of informa-

tion on the jet. Analysis of the ensemble data reveals a

strong relationship between the jet indices and NAO

index during wintertime (December–February) with the

strength of the jet associated with a positive NAOwith a

0.72 correlation coefficient, while the jet latitude is as-

sociated with a positive NAO with a 0.57 correlation

coefficient. Hence, a positive NAO may indicate a

strengthening, or a northward shift of the jet, or both

(Woollings et al. 2010).

FIG. 1. Jet stream speed vs latitude density distribution structure

in wintertime (December–February) 1980–2014 over the North

Atlantic based on the ensemble monthly data. Colored contours

represent the density (i.e., the number of points per 0.558N degree

bin 3 m s21 speed in 0.558N m s21). The top graph represents the

probability density of jet speed; the right graph represents the

probability density of jet latitude. The probability density of the jet

is mapped using a kernel density estimation where each speed vs

latitude point is identified and the density of points is shown as the

number of points per 0.558N m s21.
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b. Ensemble sensitivity analysis

One of our aims is to explore the causality operat-

ing between the atmosphere and ocean by applying

an ensemble sensitivity analysis to the hindcast data

(following a similar method to Torn et al. 2015). The

ensemble sensitivity analysis is based on analysis of the

spread in the evolution of the ensemble members from

their similar initial state. While there may be a system-

atic evolution common to the members, representing an

underlying dynamical control or possibly a systematic

effect of the ocean, the divergence of the ensembles on

the seasonal time scale largely represents the effects of

stochastic processes originating in the atmosphere.

The sensitivity of an outcome J to a precursor variable

x is evaluated from the covariance of J and x, which may

represent the air–sea heat flux and jet speed, respectively.

The normalized sensitivity is defined by the ratio of the

covariance and the standard deviation of the precursor:

›J

›x
5

covfJ, xg
stdfxg , (1)

where the normalization has provided units of J per

standard deviation of x across the ensembles.

For ensemble sensitivity analyses, a two-stage process is

applied to assess correlations between variables in the en-

sembles: (i) the correlation between jet indices and surface

ocean variables across the 40 ensemble members for each

winter month in each individual year of the 35 years is

evaluated, for instance, the correlation between January jet

indices and February sea surface temperature is calculated

across 40 ensembles in each year, so that there are 40

samples for each year’s correlation calculation (rather than

the 1400 samples of the entire dataset), as a result, there are

35 correlation maps created; and (ii) a mean is then taken

over these 35 maps to provide a climatological mean map.

In addition, to assess their significance, a t test is employed

using the 40 samples, where each ensemble is taken to be

independent. The correlation passes statistical significance

tests with confidence levels of 90%at60.26, 95%at60.31,

and 99% at 60.40.

3. The effect of the atmospheric jet on the surface
wind and air temperature advection

In this section, the effects of the atmospheric jet speed

and latitude are explored on the ocean surface wind

patterns, and the wind-induced Ekman horizontal and

vertical transport are evaluated; also the air temperature

advection2v � =Ta is estimated from the 10-m wind and

air temperature at 1.5m in ensemble data and 2m in

reanalysis daily data.

To highlight this dependence on the jet indices, we

consider the pattern and strength of the surface wind

fields and air temperature advection from the ensemble

data by comparing ensembles for the top 200 high and

low jet indices in a composite analysis. The 200 highest

and 200 lowest jet indices ensembles are chosen across

the years 1980–2014 in the same months. The ensemble

model data reveals many more extreme events, in par-

ticular in terms of weak cases for the jet speed compared

with the reanalysis data (Fig. 1). In our analysis of the

ensemble data, very weak jet speed events that are lower

than 5ms21 are excluded so that the 200 lowest jet speed

cases range in strength from 5 to 8.7ms21, while the jet

highest speed events range in strength from 17.5 to

14ms21. For the jet latitude ranges, the 200 highest jet

latitude cases extending between 568 and 668N are con-

sidered and those events higher than 668N are excluded,

while the lowest 200 jet latitude cases extend between 308
and 438N and events below 308N are excluded.

For a composite of the strong jet cases, a strong jet

brings cold air from west Greenland and Baffin Bay

or the North American continent down to the south

Greenland Sea and subpolar gyre, with cold air advec-

tion reaching over 210Kday21 over the boundaries

(Fig. 2a). On the other hand relatively warm air is

transported from the subtropics from 308 to 408N with

warm air advection reaching over 1–2Kday21 directed

northeastward to the British Isles then transported cy-

clonically over the Nordic seas and eventually meets

cold air from north Greenland. By contrast, in a com-

posite of the 200 weakest jet cases, the surface westerly

wind is fairly weak and tilts southwest–northeast over

most of the midlatitudes, and leads to warm air advec-

tion from the subtropics up to the south of Iceland and

the region north of Iceland is dominated by a cold

northerly wind from the Arctic (Fig. 2b). For a com-

posite of high jet latitude, the central Atlantic warm air

about 3Kday21 is transported farther north but not as

far as the Nordic seas and cold air is constrained to a

narrower region around the south of Greenland (Fig. 2c).

In a composite of the low-latitude cases, the warm air

temperature advection is spread over a wider area limit-

ing the spread of the cold air (Fig. 2d). Finally, the dif-

ferences in both the wind fields and air temperature

advection between high and low jet speed states re-

veal that a strong jet enhances warm air advection by

1–3Kday21 to the north and east Iceland and the cold air

advection anomalies are from around 21 to 24Kday21

over the most of the subpolar region (Fig. 2e). The dif-

ference anomalies between high and low jet latitude show

similar patterns but are shifted farther north (Fig. 2f).

Repeating the composite analysis for the differences

in the wind patterns and air temperature advection
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FIG. 2. A composite mean of 200 January months from ensemble data of 10-m wind (vectors; m s21) and air

temperature advection (shading; K day21; calculated from 10-mwind and 1.5-m air temperature) during (a) high jet

speed state, (b) low jet speed state, (c) high jet latitude state, and (d) low jet latitude state; the differences in 10-m

wind and air temperature advection between a composite of 200 January months of (e) the highest jet speed minus

that for the lowest jet speed and (f) the highest jet latitude minus that for the lowest jet latitude; the differences in

10-m wind and air temperature advection (calculated from 10-m wind and 2-m air temperature) from reanalysis

daily data between a composite of 200 January days of (g) the highest jet speed minus that for the lowest jet speed

and (h) the highest jet latitude minus that for the lowest jet latitude.
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associated with jet strength and position for daily re-

analysis data (Figs. 2g,h) reveals similar patterns as the

monthly fields from the ensemble (Figs. 2e,f) and the

reanalysis (not shown). Note that the anomaly magni-

tudes are slightly larger in the daily data, as the varia-

tions in the jet indices are larger in the daily data. This

larger range is especially true for the high jet speed

events, which are in the range 19–25m s21 in the daily

data, so that the range in jet speed in the composite is

increased by 60%. There are also some detailed dif-

ferences with more prominent northerly and north-

westerly winds in daily fields associated with a strong

jet along east Greenland and the Labrador Sea (Fig. 2g).

These differences may reflect the greater importance of

meridional wind on the daily time scale, as highlighted

by Ogawa and Spengler (2019), who raised the concern

that monthly analyses might be misleading as a result.

However, our synoptic time-scale analysis suggests that

this is aminor effect for the jet indices. In a similarmanner,

the impacts of jet latitude on wind direction and air tem-

perature advection patterns based on daily reanalysis data

are very similar to the ensemble monthly fields.

For the strong jet state, the magnitude of Ekman

upwelling and downwelling velocities from the en-

semble data are enhanced over most of the subpolar

and subtropical region, reaching over 4 3 1025m s21

and around 22 3 1025 m s21, respectively (Fig. 3a).

Meanwhile, Ekman southward volume transport is en-

hanced reaching23m2 s21 over most of the subpolar due

to a strong westerly wind, whereas the northward Ekman

transport is enhanced too due to an enhanced trade wind.

However, the pattern of Ekman volume transport

and upwelling for the composites of the 200 highest jet

latitude cases shift farther north than their counterparts

during the 200 highest speed cases (Fig. 3c). For the

200 lowest jet latitude states, the Ekman transport and

vertical velocity patterns are shifted farther south

(Fig. 3d). Ekman upwelling is driven by cyclonic circu-

lation or low pressure center and downwelling is driven

by anticyclonic circulation or high pressure center. Thus,

the strong jet enhances cyclonic circulation over Iceland

and anticyclonic circulation over the Azores, while the

northward-shifted jet shifts both cyclonic and anticy-

clonic circulation northward.

Overall, the jet stream strength and latitude change

surface atmospheric circulation, and in turn alter zonal

and meridional transport of cold and warm air.

4. The surface temperature response to heat flux
anomalies

Before exploring the links between jet stream and

ocean variability, the connection between the surface

temperatures and heat fluxes are examined in the en-

semble datasets, as their interaction is crucial in deter-

mining the influence of the atmosphere on the ocean.

For the surface air–sea fluxes, the latent and sensible

heat fluxes, Fl and Fs, are related to the wind speed and

the difference in the specific humidity and temperature,

respectively, between the sea surface and the air in the

boundary layer through bulk aerodynamic formulas

(Cayan 1992; Isemer and Hasse 1987):

F
l
5 rLC

E
u(q

s
2 q

a
), (2)

F
s
5 rC

p
C

H
u(T

s
2T

a
), (3)

where u, qa, andTa are thewind speed, specific humidity,

and temperature of the air in the boundary layer, re-

spectively; and qs and Ts are the saturation specific hu-

midity and surface temperature, respectively; r is air

density; L is the latent heat of evaporation; Cp is the

specific heat capacity of air at constant pressure; and CE

and CH are transfer coefficients for latent heat and

sensible heat, respectively. In this study, a positive flux

represents an ocean loss of heat.

a. The effect of surface heat flux on surface
temperature

The anomalies in the surface heat flux are taken as the

sum of anomalies in surface sensible and latent heat flux

and are now correlatedwith both the surface temperature

anomaly and its tendency. The tendency of surface tem-

perature is defined based upon the surface temperature

difference of the months before and after the central

month, such as February minus December, following

Cayan (1992). To assess the role of the atmosphere in

driving sea surface temperature variability, we consider a

local heat balance connects the anomalies in the tendency

in surface temperature and the air–sea heat flux:

›T 0
sst

›t
5 2

1

rC
p

F 0

h
, (4)

where F 0 is the total air–sea heat flux anomaly that is

taken to be the sum of the latent and sensible heat flux

anomalies (defined as positive when out of the ocean),

h is the thickness of the mixed layer, and the prime

represents a deviation from a time mean. Sea surface

temperature variability is also driven by horizontal and

vertical advection and mixing, such as involving insta-

bility of boundary currents and jets.

Themean correlation of the surface heat flux anomaly

and tendency of sea surface temperature anomalies re-

veals the expected local heat balance holding over most

of the North Atlantic, where greater surface heat loss

drives a reduction in surface temperature: the heat flux
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generally correlates well with the negative tendency in

surface temperature anomaly for the same month, but

not for the subsequent month (Figs. 4a,c). This relation-

ship leads to the heat flux in January correlating more

strongly with the temperature anomaly in February,

rather than in January (Figs. 4b,d). However, this local

heat balance does not hold over the Gulf Stream, where

the advection of heat becomes important in controlling

the surface temperature evolution (Figs. 4a,d) (Roberts

et al. 2017).

The heat flux anomalies are weakly connected to

surface temperature anomalies for the same month over

most of the domain (Fig. 4b), although there is a positive

correlation over the Gulf Stream suggesting air–sea heat

fluxes respond to the advection of warm ocean anoma-

lies (Roberts et al. 2017). Overall, the strong effect of

heat flux on temperature tendency (Fig. 4a) leads to a

clear impact on sea surface temperature in the following

month (Fig. 4d).

b. The effect of surface heat flux on sea ice extent

The relationship between surface heat flux and sea ice

extent is now considered due to their effect on the sig-

nals along the ocean boundaries in Fig. 4.

There are two different regimes with a dipole pattern

exhibiting different responses for the connection be-

tween sea ice cover and air–sea heat flux (Fig. 5a) east of

Greenland toward theNordic seas andwest ofGreenland

in the Labrador Sea.

Over the Labrador Sea, there is a positive correlation

between January heat flux and January sea ice fraction,

reaching 0.4–0.55 (Fig. 5a), implying that more heat loss

is associated with more sea ice formation. This response

is consistent with the expected negative correlation be-

tween anomalies in air–sea heat flux and surface tem-

perature tendency (Figs. 4a,b,d), which involves surface

cold air coming from upstream (see Fig. 2), cooling the

ocean surface and encouraging sea ice formation.

FIG. 3. A composite mean of 200 January months from ensemble data of Ekman horizontal volume transport

(vectors; m2 s21) and Ekman upwelling velocity (shaded color; 1025 m s21; the positive means upwelling, the

negative means downwelling) during (a) high jet speed state, (b) low jet speed state, (c) high jet latitude state, and

(d) low jet latitude state.
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However, along the eastern side of Greenland there

is a strong negative correlation up to 20.6 between

anomalies in the air–sea heat flux and the same and

following month’s sea ice fraction (following month

correlation map not shown). During winter there is a

relatively large fraction of sea ice here (see Fig. 5b) that

acts to limit the heat loss from the warmer sea to the

colder atmosphere. However, if the extent of sea ice

reduces, there is more heat loss from the ocean to the

atmosphere due to a greater extent of warmer open

surface in contact with the atmosphere (Fig. 5a). The

localized positive correlation between anomalies in the

surface heat flux and surface temperature (Figs. 4b,d)

also suggests that the extent of the sea ice may have a

controlling effect on the air–sea heat fluxes, rather than

always responding to the air–sea heat fluxes.

5. The effect of the atmospheric jet on the
surface ocean

Variations in the jet stream bring different air masses

zonally and meridionally over the Atlantic and the

air–sea exchange of heat, altering the surface tempera-

ture and sea ice distributions.A composite analysis is next

provided to help validate the relationships emerging from

the model ensemble versus the reanalysis and then a

sensitivity analysis is provided for the ensemble data.

a. Composite analysis of how surface ocean
properties connect to jet indices

The monthly ensemble data over 35 winters are ana-

lyzed in terms of how the jet indices connect to anom-

alies in the surface properties, based on the difference in

January for a composite of 200 months of the highest

indexminus the same for the lowest index (following the

same selection rules as in section 3). These 200 ensemble

members for high and low indices are spread over the

entire time record from 1980 to 2014, rather than being

biased to particular decades.

A composite analysis for the combined anomalies in

surface latent and sensible heat fluxes associated with a

stronger jet reveals a clear tripole pattern over theNorth

Atlantic (Fig. 6a) with a greater ocean heat loss by

90Wm22 over much of the subpolar region and eastern

FIG. 4. The correlation between January heat flux anomaly and (a) January tendency of surface temperature

anomalies, (b) January surface temperature anomalies, (c) February surface temperature tendency anomalies, and

(d) February surface temperature anomalies. Correlations are calculated across the 40 ensembles for each year and

then averaged over 35 years. Colors represent the correlation passing statistical significance tests with confidence

levels of 90% at 60.26, 95% at 60.31 and 99% at 60.40.
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side of the tropics, together with an ocean heat gain

by 270Wm22 along the Gulf Stream. Changes in the

jet latitude provide a broadly similar tripole pattern,

but with more localized loss of heat over the subpolar

gyre and a more extensive gain of heat over the sub-

tropics (Fig. 6b).

The corresponding composite analysis for surface

temperature reveals that increasing jet speed or latitude

is associatedwith colder surfacewaters over the Labrador

and Irminger Seas with anomalies reaching21.08C, parts
of the subpolar gyre and the eastern tropics up to

from 20.58 to 20.78C, but warmer surface waters over

much of the subtropics are about 0.58–0.78C and the

Nordic seas over 1.08C (Figs. 6c,d), which we knowmay

due to warm air advection transported there (see

Figs. 2e–h). Over most of the domain the sign of the sea

surface temperature anomaly is consistent with a greater

surface heat loss driving cooling. Themore northern jet is

particularly associated with a northward extension of the

subtropical gyre (Fig. 3c).

There are broadly similar patterns when the com-

posites are evaluated from ERA-Interim reanalysis

monthly and daily data during winter from years 1980 to

2014. The daily time-scale fields have very similar tripole

patterns to the ensemble monthly fields, albeit with a

greater heat loss of 150Wm22 in the subpolar region

(Figs. 7e,f). This increased magnitude is simply ex-

plained by the increased range of jet speed in the daily

data compared to the monthly. This comparison reveals

that the ensemble model and reanalysis data exhibit

similar relationships between jet stream and surface

ocean variability, supporting the use of the ensemble

data to investigate causality in this relationship.

There are some detailed differences in the surface

heat flux and sea surface temperature anomalies in

monthly ensemble and reanalysis fields. First, a stronger

jet in the reanalysis is associated with a greater surface

heat loss extending over the eastern side of the Atlantic

and hence lower sea surface temperatures compared to

the model (Figs. 7a,c). This response might reflect the

observed association between the jet speed and Atlantic

multidecadal variability in surface temperature since

NAO variablity is dominated by jet speed strength with

time scales greater than 30 years (Woollings et al. 2015;

Häkkinen et al. 2011). Second, amore northern jet in the

reanalysis is associated with an anomalous gain in ocean

heat in the subtropical region and a more extensive

downstream increase in surface temperature compared

to the model (Figs. 7b,d,f).

The contrasting patterns of heat flux associated with

the jet latitude and speed indices may indicate different

affects on the ocean subtropical and subpolar gyres, with

their climatological boundaries indicated by the cli-

matological Ekman upwelling (black lines in Figs. 6a,b

and 7a,b). The variations in jet latitude are seen to be

particularly closely related to the gyres: a more north-

ern jet leads to the northern region of upward heat flux

anomaly lying entirely within the subpolar gyre and

the downward heat flux anomalies closely following

the boundary between subtropical and subpolar gyres

(Figs. 6b and 7b).

b. The sensitivity of the surface heat flux to the
jet indices

To begin the sensitivity analysis, the correlation across

the 40 ensemble members initialized at the start of

FIG. 5. (a) The correlation between January surface heat flux anomaly and January sea ice fraction anomaly

across the 40 ensembles for each year and then averaged over 35 years. Colors represent the correlation passing

statistical significance tests as in Fig. 4. (b) January sea ice fraction climatology mean.
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November is calculated for each winter month between

the precursor jet indices and target heat flux fields over

the NorthAtlantic. Themean correlations of January jet

speed and latitude with January heat flux show robust

tripole patterns over the entire North Atlantic (Fig. 8),

which implies the North Atlantic surface sensible and

latent heat flux are strongly sensitive to the jet speed and

latitude shifts in wintertime.

The correlation signals are similar to the composite

anomaly patterns (Figs. 6a,b and 7a,b,e,f). The positive

correlation centers are located over much of the sub-

polar region and the tropics. The maximum positive

correlation reaches values over 0.6 around the subpolar

region, so that strong and northward shifted jets both

cause greater heat loss from the ocean to the atmo-

sphere. However, an opposite correlation is seen over

the subtropics, which suggests that strong and northward

shifted jets reduce heat loss from the ocean to the at-

mosphere in this region. The correlation patterns for the

ensemble show subtle differences, with jet speed af-

fecting heat fluxes more strongly in the tropical and

subpolar regions, but jet latitude affecting heat fluxes by

shifting their pattern farther north in both tropical and

subtropical regions (Figs. 8a,b).

c. The sensitivity of sea surface temperature to the
jet indices

In a similar manner, the ensemble sensitivity analysis

for surface temperature and jet speed again reveals the

characteristic tripole pattern (Figs. 9a–d). Their correla-

tion is relatively weak when comparing January jet speed

and January surface temperature (Fig. 9a), but strengthens

when comparing January jet speed and February tem-

perature with large regions exceeding the 99% confi-

dence level (Fig. 9b), and this signal persists into March

and only weakens by April (Figs. 9c,d). Hence, a strong

jet speed causes more heat flux to be released from the

ocean to the atmosphere, driving a cooling of surface

temperature that persists for at least four months.

The ensemble sensitivity for surface temperature and

jet latitude only reveals a weak connection for the same

month of January in regions around the north of Iceland

and the northwest Labrador Sea (Figs. 9e–h). The char-

acteristic tripole pattern only appears in the following

FIG. 6. Surface heat flux difference (Wm22) using ensemble data across 1980–2014 between a composite

of 200 January months of (a) the highest jet speed minus that for the lowest jet speed and (b) the highest

jet latitude minus that for the lowest jet latitude (where a positive represents a greater ocean heat loss).

Surface temperature difference (8C) between a composite of 200 January months of (c) the highest speed minus

that for the lowest jet speed and (d) the highest jet latitude minus that for the lowest jet latitude. The demar-

cation of the ocean gyres are indicated by the zero lines in the climatological-mean Ekman upwelling velocity

in (a) and (b).

3720 JOURNAL OF CL IMATE VOLUME 33



months, peaking again at a 1-month lag in February

(Fig. 9f), but then the signal is relatively short lived and

decays from March to April (Figs. 9g,h).

d. Composite analysis and sensitivity of sea ice to the
jet indices

The sensitivity of the sea ice extent is now considered

in terms of the jet indices. Changes in sea ice coverage,

motion and thickness have been previously associated

with different atmospheric states, as defined by the

NAO and Arctic Oscillation (AO) (Alexander et al.

2004; Pedersen et al. 2016; Hilmer and Jung 2000).

The relationship between the jet indices and surface

temperature around the boundaries of the subpolar

gyre, particularly for the Greenland and Labrador Seas,

may be associated with direct effects of the air–sea heat

fluxes and changes in sea ice extent. The surface tem-

perature is the same as sea surface temperature when

FIG. 7. Surface heat flux difference (Wm22) using ERA-Interim reanalysismonthly data across 1980–2014 between

a composite of seven Januarymonths of (a) the highest jet speedminus that for the lowest jet speed and (b) the highest

jet latitudeminus that for the lowest jet latitude (where positive represents a greater ocean heat loss). February surface

temperature differences (8C) between a composite of January months for (c) the highest jet speed minus that for the

lowest jet speed and (d) the highest jet latitude minus that for the lowest jet latitude. Surface heat flux difference

(Wm22) using ERA-Interim reanalysis daily data across 1980–2014 between a composite of 200 January days of

(e) the highest jet speed minus that for the lowest jet speed and (f) the highest jet latitudeminus that for the lowest jet

latitude (where positive represents a greater ocean heat loss). The demarcation of the ocean gyres are indicated by the

zero lines in the climatological-mean Ekman upwelling velocity in (a) and (b).
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there is open water, but is elsewhere taken as the surface

temperature of the land or ice. Using both ensemble and

reanalysis data, the composite analysis for sea ice frac-

tion reveals that a stronger or more northern jet is as-

sociated with reduced sea ice cover north of Iceland and

around the Nordic seas (Fig. 10). This signal is consistent

with the jet stream extending to higher latitudes. In

addition, a stronger jet is associated with greater heat

loss over the Labrador Sea acting to cool surface waters

and enhance the fraction of sea ice by 30% (Figs. 10a,c).

In contrast, a more northern or stronger jet typically

leads to a 20%–30% reduction in sea ice fraction over

the east Greenland Sea (Fig. 10) due to warm air ad-

vection transported there (Figs. 2e–h).

The ensemble sensitivity of the sea ice fraction re-

veals that there is a stronger effect of the jet speed and

latitude when evaluated over the whole winter period,

December–February (DJF) (Fig. 11), rather than for

individual months. The correlation between winter-mean

jet speed and February sea ice fraction across 40 ensem-

bles reveals a dipole pattern with positive signals along

the Labrador Sea boundary and negative signals along

the east Greenland Sea, which implies sea ice fraction is

increasing over the Labrador Sea and decreasing over the

east Greenland Sea during strong jet speed periods

(Fig. 11a). A similar correlation dipole pattern is shown

between winter jet latitude and the February sea ice

fraction (Fig. 11b). There is also a similar correlation

pattern between the sea ice fraction and NAO based

upon the ensemble sensitivity analysis (not shown).

A stronger or northward-shifted jet increases cold air

advection from west Greenland and Baffin Bay or the

continent (Fig. 2), which may affect the sea ice fraction

in the Labrador Sea in two different ways: (i) a thermal

effect of cold air causing more surface heat loss, de-

creasing thewater surface temperature and growingmore

sea ice, and (ii) a mechanical effect of more sea ice blown

to the Labrador sea from upstream–west Greenland and

Baffin Bay, in particular with a strong jet having more

effect than jet latitude over Baffin Bay where we can see

there is a negative correlation implying a reduction of sea

ice fraction there (Fig. 11a).

The response over the east Greenland Seamay involve

different variants on these thermal and mechanical re-

sponses: (i) a stronger or northward-shifted jet enhances

the warm air transported there (Fig. 2) reducing ice cover

and leading to an increase in surface temperature as the

open ocean replaces sea ice coverage; and (ii) a strong

northerly wind along the east Greenland coast blows

surface ice away from the Fram Strait and may also be

linked to AO-related wind changes over the Arctic basin

that encourage a thinning of the ice (Rigor et al. 2002).

There is a noticeable difference over the west of Iceland

where sea ice increases to the west of Iceland under a

northern jet (Fig. 11b) likely due to an extension of the

Labrador cold air advection around the southern tip of

Greenland (Fig. 2c).

6. Quantifying the sensitivity of the ocean surface
variables to the jet indices

a. Normalization of the sensitivity analyses

The ensemble sensitivity analysis is now normalized to

quantify changes in surface heat flux, surface tempera-

ture, and sea ice fraction resulting from changes in jet

speed and latitude. The normalization expresses units of

change in outcome J per standard deviation of predictor

x across the ensemble using Eq. (1). The normalization

FIG. 8. The correlation between January surface heat flux and (a) January jet speed and (b) January jet latitude

across the 40 ensembles for each year and then averaged over 35 years. Colors represent the correlation passing

statistical significance tests as in Fig. 4.
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FIG. 9. The correlation between January jet speed and (a) January surface temperature, (b) February surface

temperature, (c) March surface temperature, and (d) April surface temperature, and the correlation between

January jet latitude and (e) January surface temperature, (f) February surface temperature, (g) March surface

temperature, and (h) April surface temperature. Correlations are taken across the 40 ensembles for each year and

then averaged over 35 years. Colors represent the correlation passing statistical significance tests as in Fig. 4.
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reveals that a standard deviation in January jet speed

is associated with a change in the January surface heat

flux by up to 35–40Wm22 over the subpolar region

(Fig. 12a) and a change in the February surface tem-

perature by up to 0.38C across large regions of the open

sea (Fig. 12c). A standard deviation change in jet lati-

tude leads to a similar magnitude response in the heat

flux anomalies, although of a reduced extent (Fig. 12b),

and the ocean temperature response is also weaker apart

from a band of strong positive anomalies of over 0.58C
along the Gulf Stream (Fig. 12d).

A standard deviation in winter-mean jet speed or

latitude leads to changes in February sea ice fraction of

around 10%–15% (Figs. 12e,f).

b. The proportion of surface ocean variability
controlled by the jet indices

The extent that the atmospheric jet affects the vari-

ability of the surface ocean is assessed by performing a

linear regression between both the surface heat flux and

sea surface temperature with the indices for jet speed

and latitude across 40 ensembles each year, then a cli-

matological mean is taken over 35 years. The regression

estimate of January surface heat flux based on January

jet speed suggests that 40%–50% of the total variance in

heat flux is explained by the variance in jet speed over

the subpolar region (Fig. 13a); the shaded values in

Fig. 13 are expressed in terms of R2, which measures the

ratio of the explained variance to the total variance.

Meanwhile, the regression estimate of February sur-

face temperature based on January jet speed suggests that

35% of the surface temperature variation in February

is explained by the January jet speed (Fig. 13c). The re-

gression estimates of surface heat flux variation and sur-

face temperature explained by changes in jet latitude are

weaker than those based on jet speed (Figs. 13b,d). This

response implies that nearly half of the heat flux variance

and a third of the temperature variance is explained by

the jet indices with jet speed showing a stronger rela-

tionship than jet latitude.

The regression estimate of February sea ice fraction

variance based on winter jet indices explains about

FIG. 10. February sea ice fraction difference between a composite of 200 January months from ensemble data of

(a) the highest jet speed minus that for the lowest jet speed and (b) the highest jet latitude minus that for the lowest

jet latitude. February sea ice fraction difference between a composite of seven Januarymonths from reanalysis data

of (c) the highest jet speed minus that for the lowest jet speed and (d) the highest jet latitude minus that for the

lowest jet latitude.
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20%–35% of the variance in the Labrador Sea, whereas

the February sea ice fraction variance is explained by the

winter jet indices of about 20% and a smaller region

reaching 35% in the east Greenland Sea (Figs. 13e,f).

7. Discussion and conclusions

The role of the atmosphere in driving the surface

ocean in the North Atlantic is explored here on monthly

and seasonal time scales. The dominant atmospheric

phenomenon in the midlatitudes is the eddy-driven jet

stream, affecting the formation and passage of synoptic-

scale weather systems, and the emergence of weather

regimes and blocking patterns (Cassou et al. 2004, 2011;

Barrier et al. 2014). The sensitivity of the air–sea heat

flux, sea surface temperature, and sea ice extent are

explored using a coupled atmosphere–ocean model

dataset made up of 40 ensemble members initialized

each November and repeated over 35 years.

The atmospheric jet strongly affects the wintertime

pattern of air–sea latent and sensible heat flux anoma-

lies, altering sea surface temperature anomalies, and the

winter sea ice distribution. For example, a standard

deviation change in the jet speed or latitude typically

results in surface heat flux anomalies of the order of

20–30Wm22 over much of the North Atlantic together

with surface temperatures anomalies of typically 0.28–
0.38C in the open ocean, and changes in sea ice fraction

of 15% in the Labrador and Greenland Sea regions.

The effect of the atmospheric jet on the surface heat

flux anomalies leads to a corresponding imprint on sur-

face temperature anomalies. Over most of the surface

ocean, enhanced surface heat loss drives the expected

surface cooling (Cayan 1992; Gulev et al. 2013), al-

though departures in this local heat balance occur over

the Gulf Stream associated with its advection of heat

(Roberts et al. 2017).

The patterns of surface ocean response are broadly

consistent with the relationship between the empirical

mode of the North Atlantic Oscillation and the sur-

face ocean (Marshall et al. 2001; Visbeck et al. 2003).

However, the speed and latitude of the jet are two

physically distinct types of atmospheric variability.

While both types of variability project onto the NAO

and are related to tripole patterns in heat flux and sea

surface temperature, the jet indices have subtly different

effects on the surface ocean. Both jet strength and lati-

tude lead to different thermodynamical and dynamical

effects. For example, a thermodynamical effect of the jet

is in altering the surface circulation and the advection of

warm and cold air anomalies (as in Fig. 2), which are

crucial for air–sea heat exchange. A dynamical effect of

the jet is by a strong jet enhancing the magnitude of the

wind-induced Ekman horizontal and vertical transport

(as in Fig. 3), and the jet latitude altering their pattern

and so shifting the position of the ocean gyre bound-

aries. On time scale of several months, the jet speed is

shown to have a stronger affect on the ocean surface

anomalies than jet latitude, with stronger heat flux

anomalies leading to larger surface temperature anoma-

lies that persist for longer.

The atmospheric jet alters the sea ice distribution over

winter in two different ways. In regions of extensive ice

cover, such as along the eastern side of Greenland, a

stronger jet is associated with a reduction in sea ice

connected with an emergence of warmer surface waters,

FIG. 11. The correlation between (a) winter DJFmean jet speed and February sea ice fraction and (b) winterDJF

mean jet latitude and February sea ice fraction. Correlations are taken across the 40 ensembles for each year and

then averaged over 35 years. Colors represent the correlation passing statistical significance tests as in Fig. 4.

1 MAY 2020 MA ET AL . 3725



which in turn drives a greater surface heat loss. In con-

trast, in regions of less ice extent, such as in the Labrador

Sea, a stronger jet is associated with a greater surface

cooling, which leads to more sea ice cover.

Our study assesses the effect of the atmospheric jet on

the surface ocean using monthly ensemble data, which

omits the effect of submonthly synoptic weather vari-

ability that may be important Ogawa and Spengler

(2019). To test this simplification, we compare how the

jet indices connect to surface heat flux using daily re-

analysis data versus monthly ensemble and reanalysis

data and find that their relationships are broadly similar.

While synoptic meridional winds generate large heat

flux anomalies on a daily time scale, the alternating ef-

fects of southerly and northerly winds to a large extent

cancel out in the monthly average, as indeed suggested

by Ogawa and Spengler (2019). Hence, monthly time-

scale variability in the eddy-driven jet alone can ac-

count for a significant fraction of the North Atlantic sea

surface temperature changes that develop during the

winter. The remaining sea surface temperature vari-

ance will likely be influenced by other large-scale at-

mospheric patterns, as well as synoptic variability and

ocean internal dynamics.

FIG. 12. Normalized dependence of (a) January surface heat flux (Wm22) per standard deviation of January jet

speed, (b) January surface heat flux (Wm22) per standard deviation of January jet latitude, (c) February surface

temperature (8C) per standard deviation of January jet speed, (d) February surface temperature (8C) per standard
deviation of January jet latitude, (e) February sea ice fraction per standard deviation of DJF mean jet speed, and

(f) February sea ice fraction per standard deviation ofDJFmean jet latitude. Normalizations aremade across the 40

ensembles for each year and then averaged over 35 years.
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Ocean dynamics is important in generating ocean in-

ternal variability, which may possibly also modify atmo-

spheric variability. However, our sensitivity analysis of

the spread in ensembles for each year reveals that ocean

surface temperature is not correlated to subsequent

monthly estimates of the jet speed strength and latitude

shifts, so we have not found any statistically significant

signals of the ocean variability driving subsequent changes

in the atmospheric jet stream when averaged over the

35 years of model data. There may be individual winters

FIG. 13. The proportion of the variance of the January surface heat flux that is explained by a linear regression

between surface heat flux and (a) January jet speed and (b) January jet latitude; and the proportion of the variance

of the February surface temperature explained by a linear regression between surface temperature and (c) January

jet speed and (d) January jet latitude; and the proportion of the variance of the February sea ice fraction explained

by a linear regression between sea ice fraction and (e) DJF jet speed and (f) DJF jet latitude. Linear regressions are

made across 40 ensembles for each year and then averaged over 35 years.
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where a preceding winter has some effect on the subse-

quent winter, such as related to re-emergence of subsur-

face temperature anomalies, but these signals are not

statistically significant when averaged over the full record.

In comparison, there are studies arguing that the jet stream

is influenced by ocean surface temperature on longer, inter-

annual time scales,where theNAOis found tobe sensitive to

imposed surface temperature in an atmosphere-only model

(Rodwell et al. 1999) and where there may be a positive

feedback between the atmospheric circulation and surface

temperature (Czaja and Frankignoul 2002). Recently, Baker

et al. (2019) used an atmosphere-only linear statistical–

dynamical model to identify that indices of jet latitude and

jet speed are sensitive to surface temperature, finding that

each of these two indices depends upon subtly different

patterns of North Atlantic surface temperature. Comparing

their sensitivity maps to our results shows agreement be-

tween several of the anomalies, so that the temperature

anomalies due to jet variability are similar to the patterns

of surface temperature that could force the jet.

In summary, variability in the atmospheric eddy-driven

jet strongly affects seasonal variability in the surface

ocean over the North Atlantic, controlling nearly half of

the variance in air–sea heat fluxes and over a third of the

subsequent surface temperature variance. There is also a

strong imprint on sea ice fraction, a stronger jet acting to

enhance the sea ice fraction in relatively ice-depleted re-

gions, but to reduce the sea ice fraction in relatively ice-

extensive regions. There are subtle differences in how in-

dices of jet speed and location affect the surface oceanwith

the effect of jet speed being generally more pronounced

than that of jet latitude, although the effect of jet latitude is

important in defining the location of the regional response.
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