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Abstract 

Low signature, unmanned combat aerial vehicles (UCAV) are foreseen to play an important role in 

future military missions. Most UCAV concepts feature some sort of delta or lambda type of wing with 

high or moderately swept leading edge, where the fuselage is part of the lifting surface, thus, forming a 

blended wing body. These configurations have advantageous characteristics at high speeds and a low 

radar signature, making them desirable shapes for military purposes. However, blended wing bodies are 

known for having a serious problem with their longitudinal static stability and their performance at low 

speeds. Initial wing design or the ability to change the wing shape in flight, by means of wing morphing, 

could be utilised to overcome these issues. Therefore, with the technology readiness level of morphing 

configurations increasing, an understanding of the effect of slight changes to the aerofoil design need 

to be more thoroughly established. Therefore, to understand the change in aerodynamics when altering 

the thickness/chord ratio (3.4%, 6% and 12%), spanwise thickness distribution and maximum thickness 

location/chord (30% and 50%) a computational investigation of a 65° delta wing with different profiles 

of different thicknesses was undertaken. Here, the maximum thickness location was investigated on two 

biconvex wings with maximum thickness locations at 30% and 50% root chord, whilst a tip taper study 

was conducted using the NATO’s AVT-113 VFE-2 configuration and a derivation of it. The effect of 

thickness was investigated on all configurations. Particular emphasis was placed on the longitudinal 

stability and lift to drag (L/D) ratio as they both impact aircraft design. The former due to its impact on 

the positioning and size of control surfaces and the latter due to its impact on thrust, maximum range 

and maximum take-off weight considerations. The investigation was carried out at Mach number 0.1 

and Reynolds number of 750,000 with the former being representative for take-off and landing 

conditions for some military aircraft incorporating slender wing flows. The numerical results were 

validated for selected configurations in the University of the West of England’s wind tunnel. For the 

numerical simulations ANSYS FLUENT was used with an unstructured hybrid mesh approach. The 

steady state runs were conducted using the k-ω Shear Stress turbulence (SST) model with curvature and 

low Reynolds number corrections. 

The study showed that tip taper, thickness and maximum thickness location affect the L/D ratio and 

longitudinal stability. For the biconvex wings an increase in thickness was found to increase the L/D at 

higher angles of attack whilst the maximum attainable L/D ratio was found to be a function of both, 

thickness and maximum thickness location. For wings with mainly flat upper and lower surface L/D 

decreased with increase in thickness and so did the maximum L/D ratio. This was irrespective of tip 

taper. The angle of attack at which the maximum L/D was reached moved to a slightly higher angle 

(α=1°) when thickness was increased on the biconvex configurations, whereby the tapered VFE-2 

configuration experienced a shift of up to α= 3°. Having a constant thickness distribution further 
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enhanced this effect moving the angle of maximum L/D from α= 5° to α= 15°. Moving the maximum 

thickness location forward resulted in an overall increase in L/D for the 6% and 12% configuration 

whilst not having a significant effect for thin wings, with the same being true for the maximum 

attainable L/D ratio. The angle of attack at which maximum L/D was reached moved to a lower angle 

by 1° for the 3.4% and 12% wing whilst being unaffected for the 6% wing. Tip taper showed to improve 

L/D and maximum L/D irrespective of thickness whilst the angle of attack at which maximum L/D 

could be achieved moved to lower angles when tip taper was introduced. This effect showed to enhance 

with increase in thickness. 

The stability was evaluated at a lift coefficient 𝐶𝐿=0.5 typical for take-off and landing. It was found that 

stability improved with increase in thickness indicated by a rearward movement of the aerodynamic 

centre. These improvements were more significant when maximum thickness location was moved 

forward and resulted in up to 1.82% increase in static margin. Similar observations were made for the 

VFE-2 configuration and its adapted model with span taper. Here, the static margin increased by 3.21% 

when introducing tip taper. This was due to increased rear loading. In particular moving the maximum 

thickness location forward resulted in a delay in vortex onset, thus, further improving stability. Increase 

in thickness also resulted in enhanced stability (by up to 6.68%) but was strongly dependent on 

maximum thickness location and spanwise thickness distribution. 

The flow pattern was also affected by increasing thickness, resulting in primary vortex stretching and 

domination of separation bubbles especially close to the apex. On the biconvex profiles shifting the 

maximum thickness location rearward helped in maintaining non-linear lift generation even when 

thickness was increased. It further resulted in delayed onset of vortex breakdown. Increase in thickness 

on wings with a flat profile was found to cause the formation of an inner co-rotating vortex similar to 

that observed for delta wings with round leading edges. 

The main finding of the study was the demonstration that by alteration of the upper surface, leading 

edge suction can be recovered despite having a sharp leading edge, a phenomenon normally attributed 

to wings with round leading edges. This, in combination with the finding that the vortex flow pattern 

can be altered by reducing it to separation bubbles is not only valuable for future delta wing design but 

also for the implementation of wing morphing. Here, depending on the flight condition, wing shape 

could be altered by moving the maximum thickness location or introducing tip taper to get the desired 

flight performance. 
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Chapter 1 Introduction 

1.1. Background 

Delta wings and blended wing body configurations are of particular interest for military 

applications, due to their good performance at high speeds. The latter is of particular interest 

due to its economy (up to 30% less fuel consumption), improved lift-to-drag ratio (L/D) and 

stealth qualities (Nasir et al., 2014). However, these configurations show significant problems 

with longitudinal static stability and flying qualities due to not having a horizontal control 

surface (Bolsunovsky et al., 2001; Jung and Lowenberg, 2005; Saephan and Van Dam, 2008). 

These issues are enhanced at low speeds normally encountered during take-off, landing and 

loitering, thus, making improvements in this speed regime by means of wing design and flow 

control techniques necessary. A significant characteristic of delta wings and thus blended wing 

body configurations is the formation of two counter-rotating leading-edge vortices which can 

significantly augment the lift generation (Muir et al., 2017). 

The development of these leading-edge vortices has been the focus of numerous numerical and 

experimental investigations in the recent past. Flow features such as subsonic and supersonic 

leading-edges (Szodruch and Peake, 1980), primary and secondary vortices (Szodruch and 

Peake, 1980), and vortex breakdown (Jones and Cohen, 1960) have been identified. Modelling 

global forces and moments such as the attached flow lift curve slope (Stallings, 1986) and those 

accounting for the leading-edge vortex (LEV) (Polhamus, 1966; Polhamus, 1971; Lamar, 1968; 

Lamar, 1976) have been undertaken. This is in addition to the development of a wide range of 

theoretical methods (Legendre, 1952; Adams, 1953; Brown and Michael, 1955; Edwards, 

1954; Pershing, 1964; Sack et al., 1967). 

Slender (Λ ≥ 60°) configurations with small aerofoil thicknesses and flat upper surfaces 

(Szodruch and Peake, 1980; Muir et al., 2017) have been studied extensively, in order to 

understand the driving flow physics before extending research to more complex designs. In the 

more recent past, the VFE-2 configuration was studied by the NATO Research and Technology 

Organization’s Applied Vehicle Technology (AVT) Task Group (Hummel, 2007). From 2003 

to 2007, the Second International Vortex Flow Experiment (VFE-2) was performed (Luckring, 

2009). The investigation, both numerical and experimental, were aimed at extending the 

knowledge of vortical flows for the 65° delta wing configuration with sharp and various 

rounded leading-edges and to create a research configuration for future studies (Chu and 

Luckring, 1996; Luckring, 2002; Le Roy et al., 2007; Luckring and Hummel, 2008).  
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Simple delta wings with non-flat lee side surfaces have not been studied as extensively, despite 

being more practical for aircraft application. Kirby and Kirkpatrick (1969) investigated the 

effect of thickness (4% to 16% of chord) on the longitudinal stability of a 70° biconvex delta 

wing configuration with a view to applying thicker profiles to practical aircraft layouts. The 

effects of thickness on lift and drag were also considered; reporting a loss of lift as the thickness 

increased. This is the opposite to that seen in two-dimensional flows, where an increase in 

aerofoil thickness results in an increase in lift.  

In recent years, several research projects involving more complex delta wing designs have been 

undertaken to expand aerodynamic understanding of, especially, Unmanned Combat Aerial 

Vehicles (UCAVs). One of the biggest was conducted by NATO from 2007 to 2014. The 

research was conducted on a Stability And Control CONfiguration (SACCON) (Luckring and 

Boelens, 2015) to show the state of the art in predicting highly non-linear flow and the 

challenges for these types of simulations. 

Configurations such as SACCON are practical designs for future UCAVs and have thickness 

to chord ratios of order 12%, with maximum thickness locations other than 50% chord and 

non-flat lee side surfaces. The leading-edge of these configurations may even be non-sharp. 

The SACCON configuration has highlighted the difficulties of numerically predicting the onset 

of leading-edge vortices (LEVs) for intermediate swept and non-sharp-edged wings for a 

configuration of practical thickness (Frink, 2014). 

For aircraft design purposes it is crucial to be able to model the flow physics correctly without 

using excessive computational resources. Using numerical simulations requires a high grid 

resolution as the upper surface pressure distribution is very sensitive to correct modelling of 

the viscous flow region as concluded by Hummel (2009). Multiple studies further showed that 

modelling of the viscous region is affected by turbulence model choice and therefore needs to 

be taken into account when modelling vortex dominated flows, which can make them 

computationally expensive (Hummel, 2008b; Hummel and Redeker, 2003; Fritz,2009; Lamar, 

2002; Lamar and Abdol-Hamid, 2009). 

Overcoming the challenge of accurately modelling the vortical flow over a wide range of angles 

of attack and speeds could make delta wing configurations a more compatible planform for 

current military and commercial aircraft. However, to do so requires a comparable design 

process with regards to costs, computationally as well as experimentally. Therefore, 

understanding the influence of aerofoil as well as planform shape on the generation and 
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location of LEVs is crucial as it enables flow control devices and/or shape changes to be used 

to make a more adaptable aircraft in flight. 

This doctoral study extends the studies of Le Roy et al. (2007) and Kirby and Kirkpatrick, 

(1971) by investigating how the dominant flow phenomena and global loads change with 

maximum thickness location. This is particularly useful for the design of UCAVs and future 

blended wing body transport aircraft especially when the technology for wing morphing 

matures.  

Furthermore, this thesis intents to focus on low speed flight for take-off, landing and loitering 

as this is where delta wings perform worst and where the LEV is prone to be unstable 

(Gudmundsson, 2014). 

The baseline configuration for this study is the aforementioned VFE-2 configuration as a vast 

amount of numerical and experimental data is already available for comparison and is depicted 

in Figure 1.1. It is used to validate the numerical grid and the accuracy of the experimental data 

of this study.  

 

Figure 1.1 VFE-2 configuration with wind tunnel sting mount (Le Roy et al., 2007). 

Derived from this is the VFE-2 model without sting mount and the so called VST configuration, 

which varies from the VFE-2 by having span taper and is depicted in Figure 1.3. The VST and 

VFE-2 configurations are sharp-edged and flat topped in profile and have a thickness of 3.4% 

of local chord (for the VST) or root chord (for the VFE-2). These configurations were used to 

investigate the impact of change in thickness and span taper. The configurations studying the 

effect of thickness and thickness location have biconvex profiles and are also depicted in Figure 

1.3.  
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The VST, VFE-2 and biconvex configurations, all with a sharp leading-edge (SLE), are 

simulated at a Reynolds Number of 750000, speed of 34m/s and angles of attack from -10° to 

18°. The biconvex configurations have thickness/chord ratios of 3.4%, 6% and 12%. 

Symmetric profiles were adopted so as to focus on the chosen geometry change effect. The 

thicknesses of 3.4% and 6% were selected because configurations designed for supersonic 

flight generally have thicknesses between 3% and 6% (Nangia et al., 2002). As the VFE-2 has 

a thickness of 3.4% this thickness was also adopted for the biconvex wings to enable cross-

comparison. The average thickness for subsonic and transonic aircraft is between 10-16% 

dependent on sweep angle, where reduced thickness is associated with low sweep (Sforza, 

2014). The configuration of 12% thickness is therefore representative of subsonic 

configurations. The typical thickness ratio as function of Mach number is shown in Figure 1.2 

(Raymer, 1992). 

 

Figure 1.2 Thickness to chord ratio as a function of Mach Number for a series of historical aircraft (adapted from 

Raymer,1992). 

Two maximum thickness/chord (t/c) locations for the 6% and 12% thick biconvex 

configurations are used, namely 30% (“B03”) and 50% (“B05”), whereas for the VFE-2 and 

VST configurations the maximum t/c location is at 15%. Also, the spanwise thickness location 

varies for the VST, B03 and B05 configurations compared to the VFE-2 where it is constant. 

This is depicted in Figure 1.3. Here, the top, side and rear views are shown on the left and 

bottom right, with Figure 1.3 (c) displaying the differences in spanwise thickness distribution. 
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Figure 1.3 (a) Planform (b) Profile and (c) Back View of the three different geometries. 

Based on the above, the focus of this thesis can be summarised to lie on slender delta wing 

planforms with: 

- sharp-leading-edges (SLE): as this fixes separation to the leading-edge. 

- 0° trailing edge (TE) sweep: as trailing edge sweep and shape further affect LEV 

behaviour. 

- Symmetrical aerofoils: as the effects of change in thickness and maximum thickness 

location are not biased by an additional geometric change and because symmetric 

aerofoils are commonly used for stealth aircraft. The benchmark configuration VFE-2 

uses a symmetric aerofoil.  

Also, only subsonic speeds are considered as the interest is in high lift configurations for take-

off, landing and loitering for reasons discussed earlier. 

 

1.2. Determination of the Research Questions 

Slender and non-slender delta wings have been explored extensively in the past, however there 

is no work investigating the effect of maximum thickness location. Despite the effect of 

maximum thickness being studied by Kirby and Kirkpatrick (1969), this has not been done 

comprehensively as a function of sweep angle. The overall aim of the research project is 

formulated as follows: 

To demonstrate the effect of thickness and maximum thickness location on the aerodynamic 

performance and longitudinal stability of slender delta wings at low speeds.  

To achieve the overall aim, the following objectives have been established: 
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i) Establish the current knowledge base on the effect of geometrical changes on 

slender delta wings. 

ii) Investigate the current capabilities of Computational Fluid Dynamics (CFD) 

and in particular RANS turbulence models to predict vortical flow development 

accurately. 

iii) Investigate the effect of spatial discretisation on the accuracy of vortical flow 

prediction.  

iv) Design and manufacturing of wind tunnel models, mounting system and rig for 

the conduction of wind tunnel experiments at the University of the West of 

England, Bristol. 

v) Validation of the CFD simulations based on the findings in objective (ii) and 

(iii) 

 

With the above objectives and main aim being defined it is possible to state the two key 

research questions of the PhD;  

1. To what extent does changing the thickness as well as the maximum thickness 

location of a delta wing configuration with sharp leading-edge have an effect on its 

performance and longitudinal stability at low speeds? 

2. What is the confidence level of the prediction above, that could facilitate UCAV 

design by knowing the major flow parameters as well as flow features in advance? 

 

1.3. Thesis Structure 

An introduction to the thesis and its main research question is presented in Chapter 1. 

Background information regarding the importance of the investigation and understanding of 

vortex dominated flows for military aircraft design is given and aims and objectives are 

identified. 

Chapter 2 presents a review of open literature on slender and non-slender wings, the flow 

physics governing delta wings, the effects of different geometrical features on these flow 

physics, and the current state of Computational Fluid Dynamics (CFD) and the prediction of 

vortical flow.  
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An overview of important aspects of CFD such as 𝑦+ value, turbulence modelling and relevant 

turbulence models is given in Chapter 3. Further details on the geometries of the benchmark 

configurations VFE-2 and VST as well as the biconvex configurations are also presented. 

Chapter 4 contains a description of the computational grid used and includes the details of the 

final grid based on the Grid Convergence Index (GCI). The accuracy of the flow that can be 

attained using this grid is discussed. Two different turbulence models are used with the grid 

and the numerical data obtained is compared with the experimental findings of TU Munich 

(TUM). 

The experimental set up is described in Chapter 5. This includes the rig design and statistical 

analysis of tare and air-on runs as well as the correction undertaken to arrive at the final data. 

The chapter is concluded by comparing the experimental findings with the numerical ones, to 

display their validity. 

Chapter 6 contains an evaluation of the numerical findings where the differences between the 

configurations with regards to maximum thickness, maximum thickness location and spanwise 

thickness distribution are presented.  

The thesis culminates in Chapter 7 by answering the research questions and satisfying the aims 

and objectives of Chapter1, naming the limitations of the study and making suggestions for 

future work. 
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Chapter 2  Literature Review/ State-of-the-Art 

In this chapter, the aim is to give an overview about the understanding to date of leading-edge 

vortices (LEVs) which form above delta wings. Firstly, the flow physics affecting the LEV are 

introduced. Next, the aerodynamic principles by which LEVs conform are explained by means 

of leading-edge geometry. Then delta wings are categorised into slender and non-slender wings 

before attention is drawn to the general flow physics and how the delta wings are affected by 

different geometric changes. These changes can either occur in the geometric plane of the wing, 

meaning changes in sweep angle or overall planform shape (i.e. arrow-wing, delta wing or 

diamond wing) or in its cross-section (i.e. the change of the aerofoil profile by change in 

thickness to chord ratio, nose radius, camber or overall profile change).  

 

2.1 Flow physics affecting the vortex 

Three-dimensional separation is an important phenomenon occurring on any type of three-

dimensional body. On the object’s surface this creates a herringbone streamline pattern near 

the attachment line of the separated flow (A) as illustrated in Figure 2.1 (Küchemann, 1978). 

Part of this reattached flow is within the viscous region, thus, altering the state of the boundary 

layer either from laminar to turbulent or vice versa (Colak-Antic, 1971). 

 

 

Figure 2.1 Pattern of attachment flows (Küchemann, 1978). 

Away from the attachment line and in the outer flow the streamlines are curved. These curved 

flows are subject to centrifugal forces whilst the pressure remains approximately constant 

throughout the boundary layer. This causes the flow molecules nearer the surface to take a 

more curved path due to their reduced velocity which can lead to flow separation when the 
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pressure rises rearwards as well as inwards (normally behind the suction peak) causing the near 

surface streamlines to run in the same direction and to run tangentially into a single line 

(Küchemann, 1978). 

Depending on the sweep angle, different separation patterns can be observed on a wing normal 

to the leading-edge. These are depicted Figure 2.2 in where S1 marks the initial separation. 

Figure 2.2 a) shows the separation surface of a wing of low sweep, where the flow behaves 

nearly two-dimensionally and a closed bubble may be formed. The flow re-attaches to the body 

surface and contains a slowly rotating flow that is separate from the surrounding air 

(Küchemann, 1978).  

Figure 2.2 b) shows the separation surface of a wing of moderate sweep. It shows a bubble 

formation with at least two eddies of opposite direction inside it and a free surface of separation 

with a rolled up vortex core (Küchemann, 1978). 

The other extreme is shown in Figure 2.2 c) showing the separation surface of highly swept 

wings. Here, the flow is highly three-dimensional with the separation surfaces being all open 

and the whole space being filled by mainstream air. This type of flow is considered quite steady. 

The separation surfaces can be interpreted as vortex sheets which roll up along their free edges 

into vortex cores. The vortex cores grow in space as further vorticity is fed into them 

(Küchemann, 1978). It is also characterised by high axial forces and low static pressure. The 

high gradients in the cross-flow velocities cause high velocity fluctuations, which are 

concentrated in the viscous sub-core of the vortex (Koelzsch and Breitsamter, 2014). Generally, 

there is another attachment surface, intersecting the body at A1. This attachment line divides 

the flow which is drawn into the vortex core from that which passes it by. A secondary 

separation line S2 and a secondary vortex sheet are formed on highly swept configurations. 

This is because the air near the surface of the body is not able to overcome the adverse pressure 

gradient generated by the air traveling below the vortex core, thus, generating a suction peak 

on the surface. This process can be repeated infinitely but is terminated when the boundary 

layers and vortex sheets are no longer thin and when the sheets are swallowed up by the viscous 

fluid surrounding them (Küchemann, 1978). 
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Figure 2.2 Three-dimensional separation surfaces for different sweep angles a) low sweep, b) moderate sweep and c) high 

sweep wing (Küchemann, 1978). 

The main effects of sweep apart from the generation of a LEV are the reduction of the 

perturbation velocities. This is due to the velocity components parallel and perpendicular to the 

leading-edge having a sine and cosine components which are smaller than zero for swept wings. 

Another feature of swept back wings is that the perturbation velocities vary more slowly with 

Mach number with increase in sweep angle and the critical Mach number is reached at higher 

speeds compared to a non-swept wing (Küchemann, 1978). 

The flow over a conventional finite delta wing is highly influenced by the shape of the tip and 

the sweep back angle. The pressure distribution is very different at the centre in comparison to 

locations further outwards. The same is true for the wing tips. The tip section behaves like the 

centre section of the wing with the reverse angle of sweep. Thus, whilst the centre effect shifts 

the minimum pressure backwards along the chord and reducing it slightly, the tip effect shifts 

it forward whilst increasing the suction peak (Küchemann, 1978). 

Additionally, the pressure drag generated by the centre section is considerably higher than at 

the tips. It has also been found that the pressure drag is approximately proportional to (t
c⁄ )

2
 

(Küchemann, 1978). 

When designing a swept wing it is thought to be beneficial to have straight and swept pressure 

isobars all along the span and right into the centre as depicted in Figure 2.3 b) and c). However, 

an untreated wing’s isobar surface pattern would look as depicted in Figure 2.3 a). The non-

uniformities in the isobar pattern are mainly due to the centre and tip effects. The loss of isobar 

sweep is resulting in a lower critical Mach number as well as to premature flow separation near 

the wing tips which in turn results in high suction peaks and steep adverse pressure gradients. 

This causes a tendency of the wing to pitch up (Küchemann, 1978). 
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Figure 2.3 Various isobar patterns on swept wings for a) untreated tip, b) and c) different tip alterations (Küchemann, 1978). 

For delta wings with SLEs the position and strength of the vortex system depends mostly on α. 

At a given angle the vortex structure changes and VBD occurs. This is due to a combination of 

high circumferential velocities, high radial pressure gradients and low total pressure at the 

vortex axis which results in a transition from a stable vortex to an unstable one. The trailing 

edge has generally a decelerating effect on the vortex system due to the increasing axial 

pressure gradient towards the trailing edge. This in conjunction with a strong radial expansion 

of the vortex core results in vortex burst. With increasing α the breakdown position moves 

upstream (Koelzsch and Breitsamter, 2014). 

 

2.2  Aerofoil Shape Effects: Leading-edge shape for delta wings 

2.2.1 Flow Physics for Delta Wings with Sharp Leading-edges 

Slender delta wings with SLEs are of interest particularly for supersonic flight (Peckham, 

1958). The flow topology of such wings with leading-edge separation operating at subsonic 

conditions is well established and a vast volume of data is available both experimentally and 

computationally, with some of it being reviewed in this chapter (Schiavetta et al.; Escudier, 

1988; Hoeijmakers, 1991; Delery, 1992; Delery, 1994, Gursul, 2004). 



12 
 

The dominant aspects of delta wing flow are the two vortices occurring on the highly swept 

leading-edges (sweep angle ≥ 45°). They are created as the flow tries to curl over the leading-

edge when there is a pressure difference between upper and lower surfaces. At SLEs this will 

result in separated flow along the entire span as the flow cannot follow the sharp curvature of 

the leading-edge. The vortex produced by this is called the primary vortex and occurs inboard 

of each leading-edge as shown in Figure 2.4 and Figure 2.5. The flow which has separated at 

the leading-edge (shown as the primary separation line S1 in Figure 2.4) curls around the wing 

and reattaches again along the attachment streamline A1. The primary vortex can then be found 

within the free shear layer, which is created by the flow separating from the leading-edge and 

the departing boundary layer. It consists of a viscous core, with the vortex flow around it being 

nearly inviscid. This behaviour was derived by Hall (1961) analytically. He reasoned that 

towards the vortex core the gradients of vorticity become larger, thus giving more importance 

to viscous diffusion and hence viscosity. Viscosity essentially describes the process of 

transferring the momentum from a fast-moving region to a slow-moving region, which is 

happening when moving from the core of the vortex outside. This can best be understood when 

looking at the Navier-Stokes equation for an incompressible Newtonian fluid (Anderson, 

2011): 

 
∂𝐌

∂t
=

μ

ρ
∇2𝐌 − 𝐯 ∙ ∇𝐌 + (𝐟 − ∇𝐏) (2.1) 

where M is the momentum of the fluid (per unit volume) at each point, μ is the dynamic 

viscosity, ρ is the density, 𝐯 is the velocity vector, P is the fluid pressure, and f is any body 

force such as gravity. 

The primary vortex is fed with vorticity along the entire length of the leading-edge which is 

transported through the free shear layer into the vortex core. This increases the strength of the 

vortex as well as its cross-section in the downstream direction (Anderson, 2011). 

When examining Figure 2.4 and Figure 2.5 it can also be seen that the surface streamlines flow 

away from the attachment lines A1and A2 and towards the separation lines S1and S2 from where 

they separate. It is also shown that the surface streamlines are attached inboard of the leading-

edge vortices whereas outboard of the attachment lines, the flow entrained in the primary vortex 

moves outward, towards the leading-edge (Anderson, 2011). Those streamlines may then 

separate near the surface at S2 due to the high adverse pressure gradient in the spanwise 
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direction, forming an oppositely rotating secondary vortex. This in turn causes the primary 

vortex to move further inboard and away from the surface of the wing. 

The secondary vortices can also form tertiary vortices following the same process as described 

above. Outboard of the secondary vortex the flow attaches again whilst approaching the 

leading-edge, where it separates again and joins the flow from the lower surface in the shear 

layer. For secondary vortices at low speed there is a dependency between Reynolds number 

(Re) and secondary separation location. An increase in Re resulting in the starting point of the 

secondary separation moving forward (Goertz, 2005). 

 

Figure 2.4 Leading-edge vortices with the primary separation 𝑆1 occurring at the leading-edge, followed by the reattachment 

of the flow at 𝐴1. A secondary vortex forms due to secondary separation 𝑆2 with secondary reattachment at 𝐴2 (Anderson, 

2011). 
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Figure 2.5 Leading-edge flow structure close to the surface of a slender delta wing (Nelson and Pelletier, 2003). 

A general feature of primary vortices created on delta wings is that they are strong and stable. 

They are a source of high energy, high vorticity and low local pressure in the vicinity of the 

vortices. This results in an additional reduction of surface pressure on the upper surface near 

the leading-edge whereas the pressure stays constant over the middle of the wing as depicted 

in Figure 2.6. Note that the spanwise variation of pressure over the lower surface is constant 

and higher than the free stream pressure (Anderson, 2011). 

 

 

Figure 2.6 Spanwise pressure coefficient distribution of a delta wing (Anderson,2011). 
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The suction effect of the leading-edge vortices described above produces a local increase in 

lift, also known as vortex lift, in addition to that achieved with fully attached flow.  

The suction analogy developed by Polhamus (1966) shows the effect of vortex lift on the lift 

curve and is shown in Figure 2.7.  

 

Figure 2.7 Difference between vortex lift and nonlinear lift (adapted from Luckring, 2010; Hemsch and Luckring, 1990). 

The lift coefficient for attached flow is given by Polhamus, (1966) as: 

 

Clp
= Kp sin(α) cos2(α) 

 

(2.2) 

 

Where Kp is the lift coefficient slope at zero angle of attack, α. Hence the lift associated with 

the LEV (Clv
) is given by (Polhamus, 1966) 

 

Clv
= Cl − Kp sin(α) cos2(α) 

 

(2.3) 

 

Polhamus showed that Clv
 can be expressed as (Polhamus, 1966) 
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Clv
= Kv cos(α) sin2(α) 

 

(2.4) 

 

Where Kv is directly related to the coefficient for leading-edge suction. Both values for Kp and 

Kv can be calculated using the potential lift formula (see Kulfan, 1979) and pre-calculated 

values of both coefficients can be found in Polhamus’ (1966) paper for delta wings of different 

sweep angles (for a 65° delta wing, where A= 1.87, these values can be found to be Kp ≈ 2.2 

and KV ≈ 3.1). 

From Equation (2.4) can be seen that the relation between lift and α is nonlinear for vortex 

dominated flows. The effect of the secondary separation on the surface pressure distribution 

depends strongly on whether the boundary layer is laminar or turbulent. For a laminar boundary 

layer the secondary separation effects are largest (Hummel, 1978). Also, the presence of the 

secondary vortex may influence the location of the primary suction peak. This means that the 

primary suction peak is not necessarily located exactly below the location of the primary vortex 

core (Hummel, 1978). 

The leading-edge vortices also provide the wing with "fresh air “, counteracting the tendency 

of boundary layer separation which is the main factor for “stall” on conventional planforms. In 

addition to the suction effect of the leading-edge vortices, this enables delta wings to achieve 

higher lift coefficient, CL, and angle of attack, α, values than conventional planform wings 

(Goertz, 2005). An example for such a CL vs. α graph is shown for a slender delta wing of 75° 

sweep in Figure 2.8. The typical value for the maximum lift coefficient CLmax
 is of the order of 

1.0 to 1.4, depending on the sweep angle and between 30% and 60% of the total lift at high α 

is produced by the leading-edge vortices (Wentz et al., 1971). 
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Figure 2.8 Lift coefficient for a delta Wing of aspect ratio A=1 equivalent to a sweep back angle of 75° (Polhamus, 1966). 

The Cl vs. α graph for delta wings is characterised by a much more shallow slope than that seen 

for conventional aircraft. The shallow lift curve slope is the reason why delta wings have to 

land at high α in order to produce sufficient lift. This also results in high induced drag making 

delta wings inefficient for subsonic flight (i.e. there is a small L/D ratio). Nonetheless, they 

have excellent performance at high speeds due to shock minimisation and wave drag reduction 

(Anderson, 2011).  

At very high α, however, a limit of the above described favourable effects is reached and a 

large-scale VBD occurs near the trailing edge causing the flow field to become unsteady 

(Delery, 1994, O’Neil, 1989). A detailed description of VBD and the factors affecting it can be 

found in Appendix A.1.1. 

Furthermore, swept wings have unique characteristics in the high angle-of-attack regime, 

normally encountered during landing and take-off phases or during combat manoeuvring. The 

aerodynamic forces created during these flight regimes are highly nonlinear and related to the 

values of α, sideslip angle, and/or roll angle as well as their rates of change. Even the time 

history of those quantities plays an important role. Hence, even small changes in angle of attack 

result in a change in vortex position and VBD location. This requires new mathematical models 

in order to predict the aerodynamic forces and force distributions (Nelson and Pelletier, 2003). 

Numerically VBD location has been found to be predicted reasonable by RANS simulation 

(see Chapter 3 for details on the turbulence models mentioned here) however more advanced 

turbulence models such as SA-DDES showed to be more promising when a full understanding 
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of the flow field at VBD was required (Cummings and Schütte, 2009). Generally, it has been 

found that VBD is predicted to occur at lower angles of attack in numerical simulations 

compared to experimental data. This may be due to an underprediction of the axial velocity in 

the vortex core, which is predicted more accurately when using DES methods (Fritz, 2013).  

Numerical studies have also been carried out on the VFE-2 configuration with RLE and SLE. 

Here, Crippa and Rizzi (2006) simulated the VFE-2 configuration at M=0.4 Remac= 6x106 and 

α= 18.5° and 23°, angles of attack where it is known for VBD to have reached the trailing edge. 

The study was conducted using RANS (EARSM) and DES based turbulence models and 

adaptive grid refinement. It was found that neither DES nor EARSM predicted the pressure 

distribution correctly, with the EARSM resolving the secondary separation better than the DES. 

The same was found for the Medium Round leading Edge (MRLE) configuration. Again, the 

DES overpredicted the primary vortex suction near the leading-edge whereas the EARSM 

model showed a better match. Close to the trailing edge it was found that the EARSM model 

underpredicted the suction peak whilst the DES resulted in a better match with experimental 

data. It was concluded that no substantial benefit can be obtained using DES regarding the 

surface pressure and its advantages were solely found regarding position and topology of VBD. 

It was further found that RANS models are superior when predicting the flow at lower angles 

of attack, but vortex core development was more accurately predicted by DES at higher α 

(Crippa and Rizzi, 2006). 

Saha and Majumdar (2012) conducted an experimental and numerical study to evaluate the 

accuracy in the CFD prediction using the RANS SST k-ω model at Re= 1 × 106. Focus lay on 

the surface flow visualisation at α= 15° and α= 20°. Their study concluded that the SST k-ω 

turbulence model predicted the flow topological structure and the VBD phenomenon up to 

moderate angles of attack with considerable accuracy (Saha and Majumdar, 2012). 

Next to this, the understanding of the relationship between the separated flow field and the 

aerodynamic loads needs to be established as they are the underlying causes for unwanted flight 

dynamic behaviour limiting the operational capability of an aircraft. Additionally, separated 

flow can cause flight dynamic phenomena such as wing rock, wing drop, heavy wing, nose 

slice, and buffet, further limiting the manoeuvring capability, due to increased structural loads 

and pilot safety. Methods to predict the onset and severity of these phenomena early in the 

design process are still under development and most flight dynamic problems are discovered 

during flight testing. The arising issues are then usually overcome by a “quick fix approach” 
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rather than by understanding the underlying physics of the problem (Nelson and Pelletier, 

2003). 

More information regarding the vortex structure and the impact of the boundary layer status on 

sharp-edged wings is presented in Appendix A.1.2. 

2.2.2 Flow Physics for Delta Wings with Round Leading-edges 

The flow physics around round-edged delta wings are very different compared to those around 

sharped-edged ones, in particular in the region near the leading-edge and apex. On 

configurations with round leading-edges the flow stays attached to the wing surface until a 

certain chordwise position which depends on Reynolds number, α, Mach number and leading-

edge profile (Hummel, 2004 & 2008a; Chu and Luckring, 1996, 2002 &2004a).  

Chu and Luckring (1996) conducted experiments on a delta wing with various leading-edge 

geometries in order to investigate the effect of bluntness. The delta wing investigated became 

later the benchmark geometry of the Second Vortex Flow Experiment (VFE-2), which also is 

the benchmark geometry of this research project. Figure 2.9 shows the effect of leading-edge 

shape on the surface pressure distribution. Pressure peaks are indicators for the presence of 

leading-edge vortices as was already shown in Figure 2.6. It can be seen from Figure 2.9 (a) 

that a leading-edge vortex is already present near the apex for the wing with SLE. A blunt 

leading-edge, however, delays vortex onset up until x/cr=0.6 (see middle of Figure 2.9 and 

Figure 2.9 (b)). The close up of the Cp distribution in Figure 2.9 further shows the formation 

of a secondary vortex for the wing with RLE, indicated by a smaller pressure peak (blue curve). 

It can be seen that this is not the case for the SLE configuration (green curve). In fact, a multiple 

vortex structure is indicative for delta wings with blunt leading-edges (Luckring and Hummel, 

2008). For the wing with a SLE, a pressure distribution characteristic for a leading-edge vortex 

is already visible close to the apex. 
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Figure 2.9 Effect of leading-edge bluntness on the pressure distribution at Mach Number 0.4, Remac= 6x106 and α=13°. For 

each test case, five Cp distributions are shown as a function of normalised span, η. A close up of the Cp distribution at mid 

root chord x/c=0.6 is shown in the middle of the figure including both geometries, highlighting the differences in the vortex 

position and strength (Chu and Luckring, 1996). 

The formation of an inner vortex has been observed on the VFE-2 with medium rounded 

leading-edge (MRLE) for certain Reynolds numbers and angles of attack. It is observed for 

relatively low Reynolds numbers in the medium angle of attack range. The inboard vortex 

extends over the entire chord length and its strength and trajectory strongly depend on α. It is 

found to co-rotate with the primary vortex and as picked up by oil flow pictures (in the wind 

tunnel) or vorticity contours (CFD) but does not necessarily affect the surface pressure 

distribution (Furman and Breitsamter, 2013). An example of the flow structure is shown in 

Figure 2.10 for M=0.4 and Remac = 3 × 106. 
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Figure 2.10 Total pressure loss contours distribution showing the formation of the primary and inner vortex of the VFE-2 with 

MRLE for M=0.4 𝑅𝑒𝑚𝑎𝑐 = 3 × 106 α = 13° (Hummel, 2006). 

Researchers have found that with increasing angle of attack, the flow at the leading-edge first 

separates at the rear part of the wing as the ratio of leading-edge radius over the local wing 

span is small. With increase in angle of attack the vortex onset moves upstream until it reaches 

the apex of the wing. 

A more detailed review on the flow physics of delta wings with round leading-edges is given 

in Appendix A.1.3, which covers the effect of blunting the nose on primary and secondary 

vortex structure and development, including, separation onset and the effect of boundary layer 

status.  

 

2.3 Effect of varying Leading-edge Radius 

Multiple investigations by NASA (Luckring, 2008), ONERA and TUBITAK-SAGE (Le Roy 

et al. 2008) have shown that there exist only minor differences between sharp (SLE) and 

medium radius (MRLE) leading-edges regarding normal force coefficient, CN, as displayed in 

Figure 2.11. The centre of pressure of the MRLE wing is located slightly more forward, thus, 
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reducing longitudinal stability compared to configurations with SLEs, and the axial force, CA, 

is larger than for the SLE wing. This is due to the suction area in the leading-edge region. It is 

also worth noting that the theoretical values for CA for attached flow were calculated and 

plotted in Figure 2.11. The values were obtained by fitting the measured data for the blunt 

leading-edge between 3° to 6° to the function CA = k0 − k1sin2α, where k0 and k1 are the 

coefficients of the curve fit. The function is derived from three-dimensional potential flow 

theory and was done as the flow is attached for the blunt leading-edge in that angle of attack 

region and thus provides a tramline of a wing with fully attached flow to compare the results 

to. This helps to showcase that the blunt leading-edge uses attached flow suction until about 7° 

α, whereas a SLE develops separated flow already at lower α (around 5°) (Hummel and 

Luckring, 2008). 

 

Figure 2.11 Effect of Bluntness on Experimental Normal and Axial Force Coefficients for the VFE-2 Configuration with SLE 

and MRLE at M=0.1 Re=1 × 106 from Onera L1 (Rodriguez, 2008). 

Furthermore, multiple numerical studies have been conducted on delta wings with MRLEs of 

different nose radius, investigating the vortex development on such wings. The findings are 

detailed in Appendix A.1.3 but are summarised here before continuing with the findings 

obtained using experiments. One major difference between SLE and MRLE wings is that the 

separation at the leading-edge is not fixed (Hummel, 2004). This results in delay in vortex 

onset, and is a function of Mach number, Re number and leading-edge radius, which is not the 

case for wings with SLEs (Luckring, 2004 a). Furthermore, it results in a shift of the primary 

vortex outboard and size and strength of the primary vortex were found to decrease (Furman 

and Breitsamter, 2008). Predicting the vortex onset numerically proved to be challenging for 

most codes and turbulence models at low Re numbers (Fritz, 2013). This is opposed to findings 
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on wings with SLEs, where experimental and numerical findings are shown to be in good 

agreement (investigated were α= 10.4° and α= 15°) (Boelens, 2009). It was assumed that this 

may be to boundary layer transition not being modelled and the sensitivity of wings with RLEs 

to Re number (Fritz, 2013). 

Another observation was that the rounding of the leading-edge resulted in the formation of an 

inner co-rotating vortex structure, which forms prior the primary vortex (Fritz, 2008; Hummel, 

2006) due to boundary layer separation near the apex. However, it decays once the primary 

vortex starts forming further downstream and is pushed further inboard (Konrath et al., 2008 a 

& 2008 b). It is hypothesised that the inner vortex is caused by a separation bubble close to the 

apex, where the wing as higher effective leading-edge radius (leading-edge radius/ local span) 

(Hummel, 2007). During the literature review this phenomenon was not reported by other 

researchers and may be due to the flat upper and lower surface of the VFE-2 configuration on 

which most of the numerical findings in this report are based. 

Kegelman and Roos (1989) showed that the lift coefficients are insensitive to change in 

leading-edge bluntness which is in contrast to the findings made by Rinoie (1996a), Wang 

(2005), Erickson and King (1992), Fletcher (1958) and Henderson (1976). Findings by 

Rodriguez (2008) and Luckring (2010) suggest also an insensitivity, though it is not explicitly 

stated. Rinoie (1996a), Wang (2005), Erickson and King (1992), Fletcher (1958) and 

Henderson (1976) findings suggest that the bluntness lowered the normal force coefficient. 

This can be explained by the bigger size and higher strength of the primary vortex on sharp 

leading-edged wings. Also, attached flow is present on the front part of the round-edged wing 

contributing to the reduction in normal force (Luckring and Hummel, 2008). 

Little research has been published on the effect of leading-edge bluntness on the drag and 

pitching moment coefficient. It is assumed that the larger vortex structure on wings with SLEs 

yields to higher drag (Rinoei, 1996a; Wang and Lu, 2005). With regards to the pitching 

moment, investigations by Rinoei (1996a) and Erickson and King (1992) showed that round-

edged wings experience a lower nose down pitching moment compared to sharp-edged wings. 

This was also confirmed during VFE-2. Figure 2.12 shows the pitching moment coefficient for 

the VFE-2 for both sharp and round leading-edges between α= 0°-20°. It can be seen that the 

round leading-edge causes a reduction in static margin with increase in angle of attack, 

indicated by a positive slope, compared to that of the VFE-2 with SLE, which shows a negative 

slope between α=0° and α=3°. After that the slope is very similar though offset, resulting in the 
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pitching moment coefficient being up to 50% higher for the wing with round leading-edge. 

This leads to a significant decrease in longitudinal stability, which is usually undesirable when 

designing an aircraft. 

 

Figure 2.12 Pitching moment coefficient taken around 2/3𝑐𝑟 versus α at M=0.1 Re=1 × 106  replotted from the Onera L1 wind 

tunnel (Rodriguez, 2008). 

It has also been shown that configurations with round leading-edges experience delayed VBD 

at all angles of attack compared to sharp-edged wings (Kegelman and Roos, 1989; O’Neil et 

al., 1989). Also, O’Neil et al. (1989) concluded that leading-edge bluntness delays the upstream 

progression of the primary vortex. This is favourable for aircraft design as it allows for 

increased controlled manoeuvrability. 

Kulfan (1979) investigated the effect of a variety of geometric parameters on the vortex 

formation over delta wings using different profiles and sweep back angles. The studies were 

conducted at subsonic speeds. A summary of the configurations tested is given in Appendix 

A.1.4.  

When investigating the aerofoil nose radius Kulfan (1979) found that an increase in nose radius 

has a very powerful effect on reducing the development of the LEV (Figure 2.13). Figure 2.13 

visualises this by plotting the lift coefficient against the semi-span fraction ɳ𝑠. It can be seen 

that for NASA’s Arrow Wing Aerofoil (AWA) configuration (rounded nose) the vortex 
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development starts at the tip at a higher lift coefficient and thus higher angle of attack than the 

configuration with a sharper leading-edge, such as the NACA 0003.36. (see for Figure 2.14 for 

the aerofoil shapes). 

 

Figure 2.13 Effect of nose radius as a function of lift coefficient plotted against semispan fraction  ɳ𝒔 adapted from Kulfan 

(1979). 

Figure 2.14 shows that the lift is decreased when nose radius is increased. Here, t/c=0 and Cp 

are used as tramlines obtained from theoretical calculations using thin aerofoil theory and 

Polhamus’ leading-edge suction analogy. Figure 2.14 indicates that the vortex induced drag 

decreases drastically with an increase in leading-edge radius (Kulfan, 1979), which is in 

accordance with the findings by Rinoei (1996a) and Wang and Lu (2005). In Figure 2.14, SREC 

is the recovered suction factor (non-dimensional), where a value of one resembles little induced 

vortex drag and zero indicates high induced vortex drag. 
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Figure 2.14 Lift curve slope for aerofoils of different leading-edge radius (Kulfan, 1979). 

Kulfan (1979) also found that the amount of lift-induced drag generated depends on the LEV 

onset, indicating that the further downstream the onset point is, the higher the reduction in 

induced vortex drag.  

Ridder (1971) examined the effects of different nose radius variations on the aerodynamic 

performance, whereby different nose radius variations were added to a thin flat delta wing. 

This resulted in bulbous type aerofoil sections as depicted in Figure 2.15. 

 

Figure 2.15 a) Conical Nose radius b) Cylindrical Nose radius c) Constant percent chord nose radius adapted from Kulfan 

(1979). 
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The nose radius variations included: constant percent chord nose radius, meaning the radius 

decreased linearly from root to tip, a cylindrical nose radius, which is constant across the span 

and a conical nose radius that increased linearly from root to tip and is depicted in Figure 2.15 

above (Kulfan,1979). 

Experimental investigations by Kulfan (1979) found that the vortex development rate varied 

significantly for each configuration. In particular the vortex onset varied in angle when it 

started occurring, as well as in location. For the two wings with nose radius down to the tip the 

vortex growth was retarded and it was concluded that an increased nose radius may be 

beneficial near the tip. Additional studies were conducted for wing warp effects such as twist, 

flap and camber effects (Kulfan, 1979). 

2.3.1 Summary: Effects of leading-edge shape 

Table 2.1 summarises the findings within the literature for different leading-edge radii. The 

structure of the tables is then the same throughout the chapter for different geometrical 

parameter effects investigated on delta wings. It will be explained here how to read the two 

tables and it is assumed that this should suffice to understand the tables in the following 

sections. The purpose of these tables is not only to visualise the current issue of finding relevant 

information easily but also to highlight the benefit of having a benchmark configuration such 

as AVT-113’s VFE-2 configuration. It further showcases parameters which still require 

investigation in order to complete the tables, which by doing so, will enable researchers to 

detect patterns and make predictions fostering an easier design process. 

The cell in the first column in row one in Table 2.1 shows the parameter which is changed, for 

Table 2.1 this is the nose radius, r. In The remainder, column one lists the specific parameters 

used to measure the changes in the flow when the nose radius, r, is increased. 

The other columns show the observed relation between those parameters and the change in 

nose radius where:  

• red indicates a decrease in parameter when increasing nose radius,  

• yellow indicates that no change has been observed and  

• green that the parameter increases with nose radius.  

Notes in a coloured cell indicate the special conditions for which this change was observed. A 

cell is left blank when no information is available on that parameter. 
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Other columns are used to display the results from various studies which have investigated the 

same parameter change. For example, in Table 2.1, the results of six different papers are 

presented. Column five captures the results from paper 4 which details results of a delta wing 

with a 70° sweep. Looking down column five it can be seen that as the nose radius increases, 

the value of the lift coefficient Cl is unaffected (yellow cell) but the angle of attack at which 

VBD is seen, αVBD increases in value (green cell). 

It is important to state that these papers were chosen based on whether they explicitly 

mentioned to investigate the effect of a certain geometric parameter and only their conclusions 

have been marked in the table. This is particularly relevant as a lot of these papers do provide 

additional data but do not evaluate it regarding their change with the parameter under 

investigation. Also, the tables presented here are not showcasing every paper published on this 

topic but is limited to those which could be easily obtained, mentioned that they investigated 

the change in a geometric parameter, and focused on a simple delta wing geometry only. 

In the legend to Table 2.1 the set-up information on the profile shape, Reynolds number etc. 

are detailed. So e.g. column five presents data from the Kegelman & Roos (1989) paper.  

 

It can be seen that most studies test for different features and there is rarely consistency in 

leading-edge shape, thickness or Reynolds number. This makes cross-comparison impossible. 

Note the discrepancy in findings by Kulfan (1979) and Kegelman and Roos (1989). The former 

claims there is a decrease in lift coefficient with increasing nose radius whereas the latter 

established that the lift is independent of nose radius. However, Kulfan (1979) investigated 

wings with a curved profile whereas Kegelman and Roos (1989) used a flat plate configuration. 

Also, the speeds were significantly different. However, this may hint that overall profile shape 

may have an effect on lift generation and shall be further investigated. The key findings for 

RLEs are summarised in Table 2.2. Note, that studies on the effect of different leading-edge 

radii are ongoing, most of them using the VFE-2 configuration as a test case as it is designed 

for interchangeable leading-edges. Therefore, the year of publication is not an indicator of the 

latest research conducted in this field. 
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Table 2.1 Comparison of different nose radius studies. 

 

 

Table 2.2 Special Remarks regarding RLEs. 

Special Remarks for rounded leading-edges (RLEs) 

Multiple vortex structure 

Secondary vortex forms after primary vortex 

An inner vortex forms ahead of the primary vortex, which rotates in the same direction as 

the primary vortex and decays once the primary vortex forms 
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Flow stays attached until a certain chord position which is a function of Re, M, α and leading-

edge profile 

Flow structure is dependent on boundary layer status (laminar or turbulent) 

Flow separates at the tip first at high α 

 

2.4 Delta Wing Aerodynamics: Slender and Non-slender Wings 

Literature addressing the vortical flow around delta wings makes a distinction between slender 

and non-slender planforms, depending on their sweep angle.  

Williams (2008) and Gursul (2007) explicitly state that a slender wing is defined as a wing 

with sweep angle equal to or greater than 65° and a non-slender wing with sweep angle equal 

or below 55°. However, no explanation or derivation of why is offered in these papers. It is 

also not clear as what configurations are defined which have a sweep angle of 55° ≤ Λ ≤ 65°. 

In numerous investigations an angle between 65° and 70° is used for the sweep angle, however, 

again, no explanation is given as to why (Luckring, 2003; Saha and Majumdar, 2012; Gresham 

et al., 2010). Williams (2008) and Gursul (2007) offer some explanation why specific angles 

are defined, by referring to the work done by Earnshaw and Lawford (1966), Huang et al. (n.d.) 

and Taylor et al. (2003). Gursul et al. (2005) compared the normal force coefficient obtained 

in the studies by the aforementioned authors, who were investigating the effect of wing sweep 

on different profiles. The studies of Earnshaw and Lawford (1966) were conducted at 

Re=(0.2 − 0.5) × 106, whereas the studies by Taylor et al. (2003) were conducted at Rec =

[4,300 − 34,700] and no information was found for Huang et al. (n.d.). To investigate the 

effect of sweep at low Re the difference between maximum normal force coefficient at stall 

and at zero incidence, CN,max − CN 0, was plotted as a function of sweep angle (Figure 2.16), 

to account for the different profile shapes used in each study. It can be seen that the slope in 

Figure 2.16 is steepest between 55° and 60°, indicating that these results are due to a change in 

behaviour between slender and non-slender wings (Williams, 2008). 
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Figure 2.16 Effect of sweep angle on normal force coefficient (Gursul et al.,2005). 

Earnshaw and Lawford (1966) investigated additionally the normal force fluctuations for 

different sweep angles, which are relevant to the problem of buffeting. They observed sharp 

kinks in the curves for 55° and 60° at angles of attack of about 12° and 15° as highlighted by 

the circled area in Figure 2.17. Also, a sharp rise in the normal force is observed between 10° 

and 20° (and subsequent steep drops between 30° and 40°) for leading-edge sweep angles of 

less than 65° (Figure 2.19). Note that the graphs are reproduced from the original paper and 

may not be fully accurate. Also note, that though pitching moment and drag force were 

provided in this study the axial force component was not. 
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Figure 2.17 Variation of low-frequency component of normal- force fluctuation with angle of attack at frequency parameter 

n=0.05, where √∆𝐶𝑁
2 = √(𝑛𝐹(𝑛)) (Earnshaw and Lawford, 1966). 

 

 

Figure 2.18 Variation of Normal Force with angle of attack adapted from Earnshaw and Lawford (1966). 
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Figure 2.19 Replotted variation of Normal Force with angle of attack between 10° and 20° angle of attack using data from 

Earnshaw and Lawford, (1966). 

Also, Taylor and Gursul (2004) and Huang and Hanff (1998) analysed the effect of wing sweep 

on the maximum normal force on delta wings. According to Williams (2008) the greatest rate 

of change in normal force coefficient with sweep angle occurs between 55 and 60 degrees. He 

assumes that this could be the result due to change in behaviour between non-slender and 

slender wings, thus defining non-slender wings as having sweep back angles Λ ≤ 55°. 

Another approach of distinguishing slender from non-slender wings is made by Gursul (2005) 

as discussed in section 2.3.1 “Flow Physics of Slender Delta Wings”. He suggests that the 

breaking point between slender and non-slender wings is at an angle at which the VBD starts 

whilst the flow does not reattach again. However, Yaniktepe and Rockwell (2004) determined 

that VBD starting at the apex of the wing occurs more explicitly for high angles of attack for 

delta wings with sweep angle Λ ≤ 50°, thus giving a different distinction criterion for slender 

and non-slender wings. 

Ol (2001) conducted water tunnel tests on a 50° and 65° delta wing. He reported that the flow 

field features progressively diverged for the two sweep angles as incidence increased (as shown 

in Figure 2.20). 
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Figure 2.20 Dye streaks following primary leading-edge vortices for 50° (left column) and 65° (right column) wings at α=5°, 

10° and 20° with nominal turbulence intensity of 1% in the test section (Ol, 2001). 

A stable separated vortical flow can be observed for the 50° wing at α ≤ 10°. However, the 

axial velocity component of their vortex core never exceeds free stream velocity. By increasing 

α, first a decay of the secondary vortex can be observed accompanied by an upward movement 

of the VBD point. Ol (2001) concluded that between 12.5-15° the VBD becomes unsteady, 

meaning its onset location is oscillating. By 15° the breakdown-like state appears over the 

entire planform as shown by the left picture for 20°. Also, the leading-edge shear layer and the 

leading-edge vortices are close to the wing surface for low angles of attack and move further 

above the wing with increasing incidence. Another feature of wings having low sweep angle is 

that the axial velocity profile of the vortices is “wave-like” rather than “jet-like” as observed 

for slender wings (Ol, 2001). 

Ol (2001) established three factors which are indications for the transition between a slender 

and a non-slender wing: 
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1. Stall is more abrupt for non-slender wings. 

2. Non-slender wings show high unsteadiness prior to stall.  

3. A coherent leading-edge shear layer is present long after VBD for non-slender wings. 

As can be seen from the discussion of current literature, there is no consensus about the angle 

criteria distinguishing slender from non-slender wings.  

However, there seems to be a general agreement that under 55 degrees is non-slender and over 

65 degrees is slender, which leaves a range between these angles which is unaccounted for.  

2.4.1 Flow Physics of Slender Delta Wings 

For small α, the primary reattachment line is located inboard of the leading-edge vortex, as 

shown in Figure 2.21. With increasing α, the reattachment point A, in Figure 2.21 (a), moves 

further inboard until it reaches the centreline at a certain angle of attack αR. For α > αR the 

reattachment point moves away from the wing surface as depicted in Figure 2.21 (b) (Gursul 

et al., 2007). 

 

 

Figure 2.21 Schematic Streamline patterns for a slender delta wing (a) with reattachment at small α, (b) with no reattachment 

at high α (Gursul et al., 2007). 

Figure 2.22 shows that 𝛼𝑅 for slender wings (defined as Ʌ≥ 65°), decreases with increasing 

sweep (Mangler and Smith, 1959). It can be seen, that for highly swept wings no reattachment 

occurs beyond very small α. For wings with Ʌ< 67° the reattachment of the LEV has not been 

measured and thus the dashed line is just theoretical. It can be seen though that for Λ= 50° 

reattachment has been observed until about α=22°. Furthermore, Figure 2.22 shows that with 

the increase in sweep the onset of VBD is delayed. For slender delta wings, VBD is the main 
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cause for decreased lift and unsteadiness whereby the latter may result in wing and fin buffeting 

(Gursul, 2005). 

 

Figure 2.22 Boundaries of VBD and flow reattachment for slender wings as a function of sweep angle (Mangler and Smith, 

1959). 

 

2.4.2 Flow Physics of Non-slender Delta Wings 

Non-slender delta wings are characterised by a wing sweep Λ≤ 55° and are the subject of 

current research as their flow physics are less well understood than those of slender delta wings 

(Gursul et al., 2005). On non-slender wings vortical flows develop at very low α and form 

closer to the wing surface. The main difference in flow physics between non-slender and 

slender delta wings is on non-slender wings reattachment of the separated flow is possible even 

after VBD has reached the wing’s apex. This is due to the fact that non-slender wings have a 

higher aspect ratio, resulting in a larger area thus allowing the flow to become more turbulent. 

The additional energy is fed into the boundary layer, resulting in reattachment.  

For non-slender wings, the vortex lift contribution becomes smaller as sweep angle decreases. 

Also, VBD occurs at smaller α but there is no correlation between vortex burst onset and change 

in lift coefficient. This means the VBD is not a limiting factor with regards to lift and thus 

surface pressure distribution. As can be seen from Figure 2.22, for non-slender wings the flow 

reattaches almost until stall. This suggests that reattachment can be manipulated in contrast to 

slender wings where the flow does not reattach at low angles of attack (Gursul, 2005). 
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2.5 Geometry Effects 

The following sections deal with the effects of different geometrical design aspects on the 

aerodynamic characteristics of delta wing configurations. Here, the focus lies on the forces and 

moments as well as on the change in flow physics. The geometric parameters considered are: 

sweep angle, maximum thickness, notch ratio and taper ratio. 

2.5.1 Sweep angle effects 

For slender sharp-edged wings the aerodynamic characteristics are non-linear and a significant 

amount of the lift is generated by the leading-edge vortices, as illustrated in Figure 2.23. Studies 

by Wentz and Kohlman (1968) for a series of 15° wedge-shaped flat plate delta wings with a 

0.254 mm blunt edge of 25.4 mm thickness at Re=1 × 106 showed that an increase in sweep 

is accompanied by a decrease in lift curve slope as the circulation decreases with increasing 

sweep for a given α. Next to this, there is less area on a highly swept delta wing which behaves 

like a “normal”, high aspect ratio, wing, meaning there is less attached flow. Also, the strength 

of the vortices is greater for lower sweep angles. However, stall is delayed for higher sweep 

back angles and the maximum lift obtained increases with sweep angle until a critical sweep 

angle is reached (75 degrees). After this a decrease in lift curve slope as well as in 𝐶𝑙𝑚𝑎𝑥
 can 

be observed. It should be noted that it is unclear how and if the critical sweep angle of 75° still 

holds when leading-edge radius or thickness is changed nor how it varies with increasing Mach 

number. This may be particularly important as high swept back angles are more often used for 

high Mach number fighter aircraft rather than for subsonic aircraft (Kwak and Nelson, 2010). 

No studies have been found yet, which would investigate this and it can be seen from Figure 

2.23 and Figure 2.24 that the lift and pitching moment coefficients are linear for low α, but turn 

non-linear when α is further increased (Polhamus, 1966; Kegelman and Roos, 1989; Wentz 

and Kohlman, 1968; Kohlman and Wentz, 1971). Here, the non-linear lift component seems to 

increase with increase in sweep. From Figure 2.24 can further be seen that the longitudinal 

stability increases with increase in sweep angle, indicated by the reduced pitching moment 

coefficient. Kulfan (1979) also conducted sweep studies for a NACA 0003.36 aerofoil and a 

thin delta with 14° lower surface bevel at M=0.1 (and an intermediate rounded leading-edge 

(RLE)) and additionally observed that the vortex induced drag increases with sweep. 
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Figure 2.23 Top left: Sketch of non-linear lift, Top righ and Bottom left: Lift coefficient for a family of flat plate delta wings 

replotted by Kegelman and Roos (1989). Original by Kohlman and Wentz (1971). 

 

 

Figure 2.24 Lift and Pitching moment characteristics for two delta wings, Λ= 55° and Λ= 65° (Wentz and Kohlmann, 1969). 
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The lift coefficient of a cambered biconvex delta wing of 6% thickness is plotted against α for 

different sweep angles in Figure 2.25. It can be seen that lift increases when sweep decreases. 

This is due to the higher aspect ratio and larger potential for wings of reduced sweep. 

In Figure 2.26 and Figure 2.27 the drag polar and the moment coefficient were replotted from 

Earnshaw and Lawford (1964). It can be seen that the lift-to-drag ratio L/D is more favourable 

for lower angles of attack and lower sweep back. However, this changes at higher α, 

presumably because for higher angles VBD has reached the trailing edge for lower sweep 

angles and is progressively moving towards the apex. 

 

Figure 2.25 Lift coefficient vs. α at Re= 0.25- 0.5× 106 for different sweep back angles adapted from Earnshaw and Lawford 

(1964) by Gursul (2005). 
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Figure 2.26 Drag polar for wings of different sweep angle adapted from Earnshaw and Lawford (1964). 

Figure 2.27 shows the pitching moment coefficient for different sweep angles. Note, that it is 

not stated around which point the moment was measured. It is believed that the reference point 

may be 0.5croot as it was stated that the model was positioned centrally between the struts 

(Earnshaw and Lawford, 1964). It can be seen that the slope is steeper for wings with low 

sweep, meaning that the suction force at the region close to the apex is higher for those 

configurations. This could be a result of increased circulation and thus increased lift for low 

sweep configurations (Goertz, 2005). Figure 2.27 shows that increase in sweep angle is 

beneficial with regards to longitudinal stability especially at high α with the effect becoming 

more impactful with increasing sweep back. 
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Figure 2.27 Change of pitching moment coefficient with α adapted from Earnshaw and Lawford (1964). 

There is a decrease in vortex lift and vortex strength with increasing sweep angle for a given 

incidence (Hemsch and Luckring, 1990). 

Zohar and Er-El (1988) investigated the influence of aspect ratio or sweep back on the loading 

of the delta wing and how the LEVs contribute to that loading and the effect of VBD on this. 

The wind tunnel tests were done at Technion at 32 m/s for wings with 55, 60, 70 and 74 degree 

sweep back and a thickness to chord ratio of 0.0192, 0.0187, 0.0172 and 0.0152 respectively. 

The angle of attack ranged from 0 degrees to the respective angles when VBD occurred. No 

information with regards to the profile shape is given in the published paper. However, Zohar 

refers to his Master thesis (Zohar, 1984) for more details, which is not available to the public. 

Figure 2.28 (from Kulfan, 1979) shows the influence of sweep (the lower the AR the higher 

the sweep angle) on the average L/D ratio, the angle at which VBD occurs at the trailing edge 

(αVB) and the ability of VBD, when it crosses the trailing edge, to reduce the lift curve slope 

(∆CNVB
). It indicates that the effect of VBD on the suction force generated by the LEVs 

decreases with increase in sweep angle. For highly swept wings the slope of ∆CNVB
 is lower 

than for wings with high AR. This may indicate that wings with high sweep back angle are 

preferable for aircraft designed for post-stall flight. The L/D ratio increases with a decrease in 

sweep angle. In highly swept wings the vortex-induced suction continues to increase with α 

(Zohar and Er-El, 1988). These findings are in accordance with those of Wentz and Kohlman 

(1968) and Earnshaw and Lawford (1964). The latter did their investigation on a plano-convex 
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wing with 6% thickness at Remac = [0.25 − 0.5] × 106. This suggests that although leading-

edge radius, thickness and Reynolds number varied the same trends were observed. 

 

Figure 2.28 Influence of sweep angle on the average L/D ratio (Kulfan, 1979). 

Kulfan (1979) investigated the effect of the geometry on the vortex formation over delta wings. 

Delta wings with different profiles and sweep back angles were investigated and compared. 

The main focus was on a NACA 0003.36 aerofoil, which has an intermediate rounded leading-

edge, and the studies were conducted at subsonic speeds. Again, the reader is referred to 

Appendix A.1.4 for a summary of the configurations tested. It was found that the net vortex 

drag equals the net vortex lift for a wide range of α and for various sweep angles, thus, making 

vortex lift production relatively inefficient. The study also concluded that for sweep angles 

smaller than 80° the induced drag ( 
∆CD

CL
2  due to the LEV shown in Figure 2.29 (a)) is a minimum 

when the leading-edge suction force  Cs is in the plane of the wing (see Figure 2.29 (b)). For 

sweep angles above 80 degrees, minimum induced drag is generated when the suction force is 

at 90 degrees, normal to the plane of the wing. A general observation for a variety of sweep 

angles is that when reducing the orientation angle of the suction force, the vortex force changes 

from a lifting component to a drag reducing component. Thus, the vortex lift vector will 

sacrifice lift but reduce drag. The results also indicate that tilting the vortex lift vector forward 

has the highest benefits in terms of induced drag reduction for lower lift coefficients. They also 

imply that for sweep angles which are of interest to aircraft design (less than 76 degrees) 

minimum induced drag is achieved when vortex formation is suppressed completely, which is 

the case for a suction force acting in the plane of the wing. However, it is difficult to retain 

fully attached flow out to the wing tip for delta wing configurations. Therefore, the best solution 

would be to reduce the vortex development (Kulfan, 1979). 
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Figure 2.29 (a) Orientation angle of the leading-edge suction force (b) Effect of vortex lift angle for a 70° Delta Wing with 

∆𝐶𝐷 = 𝐶𝐷 − 𝐶𝐷0
 adapted from Kulfan (1979). 

Generally, it was observed that the suction factor Kv (see Polhamus suction analogy equation 

in equation (2.4)) of the vortex seems to be insensitive to sweep angle. As the vortex lift of thin 

sharp-edged delta wings is directly related to Kv for sharp-edged wings it can be said that they 

are not sensitive to change in sweep. 

With regards to the flow physics Kulfan (1979) observed that for equal α it is shown that the 

LEV moves inboard when sweep angle is reduced but that the vortex onset is insensitive to 

change in sweep angle. However, no inboard movement is observed when plotting the vortex 

origin against the lift coefficient. The reason for the inboard movement of the vortex for 

reduced sweep angle is not given by Kulfan nor is it clear how the vortex position is measured. 

Findings by Brett and Ooi (2014) suggest that the increased velocity component normal to the 

leading-edge delays the reattachment of the separated flow. 

Investigations on the VFE-2 configuration for sweep angles 43°, 45°, 50°, 55°, 60° and 65° 

were conducted at Remac = 2.85 × 106 and M= 0.25 computationally as well as 

experimentally (Brett and Ooi, 2014). Only an angle of attack of 10° was investigated. The 

study mainly focused on the change in flow physics with sweep angle. It is found that with 

decrease in sweep back the leading-edge vortex generated a stronger suction near the apex and 

a reduced strength near the trailing edge as depicted by the surface Cp plot in Figure 2.30, 

where reduced surface pressure is associated with the presence of a LEV. However, drawing 

conclusions from Cp contours and surface streamlines alone is difficult. For a more thorough 
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evaluation of vortex onset the use of other visualisation techniques, such as the spanwise Cp 

distribution and vorticity/Q- criterion contours at different chord positions, would be required. 

The Q-criterion is a method of identifying vortex structures. The method is used to identify 

vortices as areas where the vorticity magnitude is greater than the magnitude of the rate-of-

strain. Therefore, the Q-criterion represents the local balance between shear strain rate and 

vorticity magnitude. Mathematically, this is described by a positive second invariant of the 

velocity gradient tensor (Hunt et al., 1988; Kolar, 2007).  

 

Figure 2.30 Coefficient of pressure and wall shear surface streamlines at α=10°, Re=2.85× 106 and M=0.25 for three different 

sweep angles (Brett and Ooi, 2014) (blue lowest pressure, orange highest). 

Figure 2.31 visualises the vortex for two different sweep angles. The most apparent difference 

is that for the 45° delta wing three vortices can be observed. The primary vortex is labelled A 

and the more concentrated vortical structure formed by the separation of the shear layer at the 

leading-edge is labelled B. They can be observed for both delta wings. The vortex structure 

labelled C forms between the leading-edge and primary vortex for the 45° configuration and is 

referred to as a shadow vortex. It is weaker than the primary vortex and follows approximately 

the path the primary vortex would take if it did not detach. A decrease in sweep increases the 

free stream velocity component perpendicular to the leading-edge which results in a primary 

vortex which is further stretched towards the centre line. At a critical sweep angle combined 

with a certain α, the vortex becomes over-stretched and an additional roll up occurs forming 

the shadow vortex, resulting in vortex bursting of the primary vortex (Brett and Ooi, 2014). 
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Figure 2.31 Vortex visualisation using the negative 𝜆2 criterion at different chordwise locations for a 45° and 65° delta wing 

with SLE. (Brett and Ooi, 2014). 

The shadow vortex is weaker in strength, thus, generating less vortex induced lift. This is 

visualised in the surface Cp by the higher pressure at the outer regions of the wing. The shift 

in Cp distribution yields a shift in pitching moment towards the apex. It can also be seen that 

the shadow vortex forms at a chordwise location where vortex bursting occurs (see Figure 

2.31). Vortex bursting is characterised by a reduced vorticity in the vortex core combined with 

a growth in diameter. It can also be seen from Figure 2.31 that the vortex rapidly increases in 

diameter around the 50-60% chord mark, which is further upstream than the point where the 

vortex moves away/detaches from the surface. Hence, when aiming to prevent vortex 

detachment a control mechanism has to suppress vortex stretching and forming of the shadow 

vortex (Brett and Ooi, 2014). It is worth noting that a similar effect, the generation of an 

additional vortex, appears for changing the leading-edge radius from sharp to round. However, 

the secondary vortex formed lies outboard of the primary vortex and not inboard. The formation 

of a shadow vortex has not been mentioned in any other papers which have been investigated 

for this literature review. This may be due to the fact that the main focus was on higher sweep 

back angles. However, it would be beneficial to know if other authors made the same 

observation or whether the shadow vortex is due to the geometrical features and ambient 

conditions of this particular study.  
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2.5.2 Summary: Sweep angle effects 

From the literature review it can be seen that there is a variety of experimental data available 

for delta wings of different sweep angles. It could also be seen that many studies covered the 

effect of sweep. However, different wing profiles, sweep angles, thicknesses, and Reynolds 

numbers were used. Additionally, different papers focused on different flow aspects. A 

summary of the findings for different studies is presented in Table 2.3. Here the effects on 

different flow features can be seen with increase in sweep angle (Λ). It is also stated whether 

the geometries had a round or a SLE. It can be concluded that there is not a great consistency 

in the features measured although it seems that apart from the vortex onset location all papers 

agree on the trend of certain features when increasing sweep angle. The legend, also shown in 

Table 2.3, states the author of the papers as well as the test conditions. It can be seen that the 

experiments were done on thin wings only and at low Reynolds numbers. It is known that the 

vortex behaviour depends on the type of boundary layer (Hummel, 2004). However, the studies 

presented here did not test for boundary layer type (i.e. laminar or turbulent) which is another 

limitation when wanting to draw general conclusions from the studies. As for the leading-edge 

shape the key findings are summarised in Table 2.4. 
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Table 2.3 Comparison of different sweep angle studies. 
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Table 2.4 Special remarks regarding change in sweep angle. 

Special Remarks 

A shadow vortex is observed for the VFE-2 facet for Λ <= 45° 

The LEV detaches on the VFE-2 facet for Λ <= 45° 

 

2.6 Maximum Thickness and its effects 

Kirby and Kirkpatrick (1969) investigated the effect of thickness on the subsonic longitudinal 

stability characteristics of a 70° swept back delta wing. For this, five symmetrical wings were 

investigated of which three were biconvex. They tested four wings with the same thickness 

distribution with the maximum thickness to chord ratios being 4, 8, 12 and 16 percent and a 

fifth wing of 4% thickness, where the edge angle was changed to be similar to that of the 8% 

thick wing (Figure 2.32). The tests were conducted at two speeds resulting in a Reynolds 

number, based on the root chord, of 2.24x106 and 1.14x106 over an α range from α= -5° to 

26°. They concluded that with increasing thickness the forward component of the suction forces 

generated by the leading-edge vortices increases in the direction of the plane of the wing 

resulting in reduced induced drag. Also, with increase in thickness the centre of pressure moves 

upstream when being within the linear region of the lift curve (low lift coefficients), whereas 

it moves downstream when being in the non-linear region (high lift coefficients). Thus, the 

longitudinal stability is reduced for low α with increasing thickness but increased for high α, 

which are encountered during rapid manoeuvring and take-off and landing (Kirby and 

Kirkpatrick, 1969). Wang (2005) investigated the effect of thickness on a 50° swept back delta 

wing with blunt trailing edge and different leading-edge bevel angles (wings were bevelled 

leeward and windward) at Recr
=2.1x 105. Wind tunnel tests were conducted (in-coming flow 

turbulence intensity was less than 0.3%, no wind tunnel corrections were made) on thicknesses 

t/c=2%, 6.7% and 10% and only lift and drag were measured. It was found that CD increases 

with thickness, thus, resulting in a decrease in the L/D ratio value (Wang, 2005). 
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Figure 2.32 Kirby and Kirkpatrick (1969) a) chord b) planform c) spanwise cross-sections. 

2.6.1 Summary: Thickness effects 

An overview of the effects of thickness on different aerodynamic features is shown in Table 

2.5 with the legend showing the geometric details and operating conditions. Unfortunately, 

there is no overlapping in the features investigated in the two studies. It would have been 

particularly useful as one study deals with a slender and the other one with a non-slender wing. 

However, there are major differences in the profile as the slender wing is biconvex (Kirby and 

Kirkpatrick, 1969) whereas the non-slender delta wing is a flat plate (Wang, 2005). 
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Table 2.5 Comparison of studies using different wing thicknesses. 
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2.7  Effect of varying notch ratio 

Kulfan (1979) further conducted studies on the NACA0003.36 for different notch ratios ζ. The 

notch ratio was calculated using 

 ζ =
∆c

cr
 (2.5) 

 

Where ∆c is the cut-out chord length and cr is the root chord (also depicted in Figure 2.33). 

 

Figure 2.33 Definition of notch ratio adapted from Kulfan (1979). 

It was found that the vortex delay is independent of notch ratio. Notching seems to have a slight 

effect on the lift generation whereby CL increases with notch ratio. Additionally, the vortex 

induced drag is smaller for higher lift ratios for a given CL . 

2.7.1 Summary: Varying notch ratio effects 

For consistency the findings are summarised in Table 2.6. The key findings are that lift 

increases and that the drag due to vortex lift decreases with increase in notch angle. The vortex 

retardation (delay in vortex onset) is independent of the notch angle. No further investigations 

on the effect of notch ratio have been undertaken as it is not relevant for the present study.  
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Table 2.6 Summary of findings for different notch ratios. 

 

 

2.8  Effect of varying Taper ratio 

Next, wing taper ratio was investigated at M=0.2 as depicted in Figure 2.34. It was found that 

tapered wings experience a vortex on the streamwise tip. This vortex is not affected by aerofoil 

shape as it is parallel to the streamwise flow. However, it contributes to the vortex lift. Though 

the leading-edge suction factor decreases with increase in taper ratio the overall vortex lift 

remains the same due to the increase in suction force generated by the tapered tip. This, is due 

to the formation of a tip vortex which contributes to the vortex lift. The pressure distribution is 

affected by an increase in taper and decreases in magnitude with taper increase. The peak of 

the suction distribution moves outboard with taper ratio and so does the vortex for tapered 
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wings. The vortex onset point is independent of taper ratio whilst the lift decreases and the drag 

increases with taper. 

 

Figure 2.34 (a) Un-tapered and (b) tapered delta wing (Kulfan, 1979). 

  

2.8.1 Summary: Taper Ratio Effects 

As for the notch ratio the major correlations are summarised in Table 2.7. It can be seen that 

Kulfan (1979) tested for the most important aerodynamic parameters in her study. One of the 

key findings of the study is the generation of a tip vortex due to taper, which compensates for 

the LEV lift loss. 
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Table 2.7 Summary of findings for varying taper ratios. 
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2.9  Summary Geometrical Effects 

It can be concluded that aerofoil shape, thickness, nose radius and wing warp have important 

effects on controlling the formation and strength of the LEV on delta wings (Kulfan, 1979). 

Though Kulfan (1979) did a thorough analysis of different geometry effects the effect of 

maximum thickness location was not covered. Additionally, no other investigations on the 

effect of maximum thickness location on delta wings is found. It is also worth noting that the 

investigated aerofoil NACA0003.36 has a slightly rounded nose, which affects the leading-

edge separation significantly. Therefore, the investigations in this thesis focus on the effect of 

maximum thickness location and maximum thickness on the flow physics of delta wings. Also, 

the investigation is carried out on a configuration with a SLE and symmetric profile, thus, 

adding more features to the investigation of vortical flow around delta wings. A SLE is chosen 

as slender delta wings are commonly used for supersonic flight, which require a SLE. 

Furthermore, having a SLE results in the primary separation being fixed, thus, making the flow 

steady (Peckham, 1958). This is beneficial as steady CFD runs can be used which are less 

computationally expensive than time dependent runs. Additionally, computational methods are 

challenged by the accurate prediction of the initial separation (Hitzel et al., 2015), which in 

turn has an effect on consecutive separations, thus, adding additional errors when evaluating 

the effect of thickness and maximum thickness location. 

 

2.10  Conclusion of the Literature Review/ State of the Art 

This literature review on leading-edge vortices over delta wings reveals that a significant 

amount of research has been conducted in this area including different sweep angles, planform 

shapes and aerofoil geometries. Wings have been tested computationally as well as 

experimentally for several speeds and α ranges. However, it appears that although there is a 

vast majority of data no cross-comparison has been done so far. This proves to be difficult as 

the focus of papers varies and certain data, though available, is not evaluated. In the age where 

big data and machine learning is popular it appears that a delta wing database would be feasible 

as it could yield a better understanding of the interdependencies of geometric parameters on 

different vortex features. It has also been found that up until now the most consistent research 

and most popular benchmark configurations are provided by the NATO research group, which 

is of great benefit for the scientific community as it provides consistency.  
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2.11  Capabilities and Limitations of the methodologies used in the Literature Review 

2.11.1 Computational Fluid Dynamics 

The majority of papers reviewed in this chapter were using experimental data, whilst only a 

few also were based on numerical simulations or a combination of both; experimental data and 

numerical data. These studies were mainly conducted on the VFE-2 configuration. Studies have 

shown, that vortical flow prediction for delta wings is highly dependent on grid quality and 

turbulence model choice affecting the initial prediction of separation (Hitzel et al., 2015). A 

thorough review of the state of the art on predicting external, vortical flows using CFD is 

provided in Chapter 3 and covers the effect of discretisation and turbulence model choice on 

the flow field around delta wings. 

2.11.2 Wind Tunnel testing 

In sections 2.1. to 2.8. the focus lies on data gathered during wind tunnel testing. Wind tunnel 

tests are commonly used to evaluate aerodynamic performance of vehicles and are of particular 

advantage in determining “off-design” conditions. Despite of the advancements in CFD, 

experiments are still required for validation purposes and are not expected to be fully replaced 

by CFD within the next 20 to 40 years (Kegelman and Danehz, 2010). The limitations of wind 

tunnel testing are the tunnel wall interference/blockage, the details of the model and the 

distortion of the model (Wanan, 2003). These require corrections of the results, to what extend 

depends on the researcher. Most papers reviewed here stated of having used wind tunnel 

corrections of some form, whereas others did not. The aforementioned limitations are 

disadvantages, hard to overcome and will always prove to be restricting factors. However, their 

validity has been proven over decades. As distinct from CFD, wind tunnel limitations are 

relatively insensitive to the problem under investigation. For delta wing investigations the most 

common parameters measured in the wind tunnel include; the aerodynamic forces, the surface 

pressure, the surface streamlines, general flow field data using PIV and hot wire techniques 

and 3D boundary layer investigations (Hummel, 2008a). However, most of the sources in 

section 2.1 to 2.8 are from a time where measurements using PIV etc. were not as popular. 

Thus, the data focuses on other aspects. This however, does not diminish the validity of their 

data. In particular when considering the aircraft developed in that time using delta wings, such 

as Concorde. The new capabilities of measuring the flow field mainly contribute to the ability 

to verify and improve numerical methods. 
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2.12  Summary Limitations of Numerical and Experimental findings 

It has been shown in section 2.11.1 and 2.11.2 that both experimental and numerical testing are 

needed in order to make valid claims about a delta wing model. For a good validation as many 

different parameters as possible should be measured in the tunnel by the use of i.e. PIV (to 

obtain velocity and velocity vectors in a given plane) and hot wire anemometry (to investigate 

the status of the boundary layer).  

 

2.13 Conclusion Chapter 2 

This chapter gave a thorough review of research done on slender and non-slender wings, with 

the focus lying on the former. A variety of configurations have been studied ranging from 

sweep angle over nose radius to notch angle. However, most configurations varied in profile 

shape or test conditions. It was found that maximum thickness location without and in 

combination with overall thickness has not been investigated yet. To minimise computational 

error, it was decided to conduct a study on the effects of thickness and maximum thickness 

location on two biconvex configurations with SLE and a maximum thickness location at t/c=0.3 

and t/c=0.5 for a thickness of 3.4%, 6% and 12%. Additionally, investigations are performed 

on the VFE-2 configuration using the three different thicknesses mentioned above. This serves 

as a benchmark case which is compared to the findings of AVT-113. A configuration based on 

the VFE-2 profile is used, which includes tip taper, to investigate its effects on the flow physics, 

as this is also found to not have been addressed by previous papers.  

Aspects regarding the numerical modelling of vortical flow, as discussed in sub-section 2.2.1 

and section 2.3, are considered. These were identified to be the prediction of VBD and primary 

vortex onset. The former is true for wings with SLE and RLEs whereas the latter is only true 

for configurations with RLE. However, similar issues may arise for geometries with maximum 

thickness location located close to the leading-edge due to the increased leading-edge slope. 

Care is taken during the discretisation process based on the findings by Goertz (2005) that 

vortical flow and VBD in particular are highly sensitive to local grid resolution and grid 

topology. Turbulence model choice and benefits will be discussed in Chapter 3, however, it is 

noted that DES was found to be promising when a full understanding of the flow field at VBD 

was required, though RANS models still provide reasonable results (Cummings and Schütte, 

2009). It is emphasised though that researchers should use the level of modelling that is 
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appropriate for the level of detail required given the application as the expense and computer 

resources required for certain turbulence models may not be warranted for every application. 

The investigations in the following chapters are carried out using Re= 750,000 and M=0.1 as 

these matches the Re and Mach number range found in the literature review. Studies are carried 

out using CFD, and the wind tunnel is used to validate the numerical findings for a selection 

of configurations. The findings are then compared to findings in the literature review. The 

thickness effects are compared with those of Kirby and Kirkpatick (1969). Thickness alteration 

results in the change of the frontal area, hence comparisons between the findings by Kulfan 

(1979) and the AVT-113 research group are made. The flow physics are investigated using 

surface streamline plots, spanwise pressure distribution as well as normalised Q-criterion and 

vorticity contours. This adds to the findings by Kirby and Kirkpatrick (1969), whose 

investigation did not detail the flow physics. The numerical as well as the experimental data 

uses the polar, moment and force plots based on the literature review for reasons of comparison 

and consistency. 

The next chapter is reviewing the current state of CFD. This includes the discussion of the grid, 

including element types and near wall modelling. Relevant turbulence models such as the SST 

model and Reynolds Stress models are reviewed and convergence, imbalances and residuals of 

CFD solvers are discussed. Finally, the VFE-2 benchmark configurations and the derived 

geometries are introduced before overall conclusions are drawn regarding the CFD set up. 
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Chapter 3  Computational Fluid Dynamics (CFD) 

This chapter deals with the fundamentals of Computational Fluid Dynamics (CFD) and 

provides the necessary background knowledge to understand the investigations undertaken 

from there on. CFD is defined as the numerical analysis of fluid flow and related phenomena 

which replaces the partial differential equations (PDEs) governing a fluid flow by a set of 

algebraic equations. These PDEs represent the conservation of mass, momentum and energy. 

CFD is often used to study flow patterns which are difficult, expensive or impossible to 

investigate using experimental techniques (Kuzmin, 2010). However, before any CFD code 

can be used with confidence, it is crucial to verify its accuracy in predicting the flow physics 

and to validate it against accurate and reliable experimental data (Huang and Verhaagen, 2009).  

3.1 Inviscid vs. Viscid Flows 

Flow in which viscous effects can be neglected is known as inviscid flow. When applying the 

assumption of the flow being inviscid, boundary layer effects are neglected. Normally these 

assumptions are valid when dealing with high Re number flows or slender bodies where the 

boundary layer is thin (Cousteix, 2003). Assuming inviscid flow reduces the governing 

equations of a fluid (discussed in section 3.3) to the so-called Euler equations. These are first 

order accurate methods which are less computationally expensive than when the boundary 

layer is accounted for but were found not to be the appropriate method for low speed vortical 

flows (Blazek, 2005; Verhaagen, 2002). Although it was established that the numerical 

viscosity in Euler codes can trigger leading-edge separation and VBD and therefore produce a 

similar flow structure, the actual physics and many important flow features, such as secondary 

separation, cannot be captured at the correct flow conditions (Lee and Brandt, 1992; LeRoy et 

al., 2003). The findings above resulted in the decision to run viscous simulations, which in turn 

resulted in the necessity of modelling the turbulence within the boundary layer.  

3.2 Turbulence 

Turbulence can be defined as fluctuations of the flow field in time and space. It is characterised 

by high Reynolds (Re) numbers and occurs when the inertial forces of the fluid become 

significant in comparison to the viscous forces. Turbulence is also a complex process as it is 

three dimensional, unsteady, consists of many scales and has a significant impact on the flow 

characteristics (Coleman and Sandberg, 2010). 
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The Navier- Stokes (N-S) equations are the basic governing equations for a fluid and are 

described by the continuity (equation (3.1)), momentum (equation (3.2)) and energy (equation 

(3.3)) equation for a compressible fluid as follows (Łukaszewicz and Kalita, 2016): 

 
𝜕𝜌

𝜕𝑡
+

𝜕

𝜕𝑥𝑗
(𝜌𝑢𝑗) = 0 

 

(3.1) 

 

 𝜕

𝜕𝑡
(𝜌𝑢𝑖) +

𝜕

𝜕𝑥𝑗
[𝜌𝑢𝑖𝑢𝑗 + 𝑝𝛿𝑖𝑗 − 𝜏𝑗𝑖] = 0                    i=1, 2, 3 (3.2) 

 

 𝜕

𝜕𝑡
(𝜌𝑒0) +

𝜕

𝜕𝑥𝑗
[𝜌𝑢𝑗𝑒0 + 𝑢𝑗𝑝 − 𝑢𝑖𝜏𝑖𝑗] = 0 

(3.3) 

 

With τji being the viscous stress, ρ being the density of the fluid, t being the time, ui being the 

velocity components in the respective directions, p being the pressure, e0 being the total energy 

and δij being the Kronecker delta. 

Łukaszewicz and Kalita describe both laminar and turbulent flows with turbulent flows 

involving a large range of length and time scales. Therefore, in order to ensure that turbulence 

is modelled properly computational grids or length scales need to be sufficiently small (Gatsis, 

2000). This is particularly true near the wall, where variables have large gradients and the 

momentum and other scalar transports occur more vigorously, due to the wall being the main 

source of vorticity and turbulence (Al-Garni et al., 2008). This is referred to as the boundary 

layer and a detailed description of it as well as of the related 𝑦+ value and near wall modelling 

can be found in Appendix 2.2 and 2.3. 

The governing flow equations mentioned above can be solved either directly or by averaging 

the flow characteristics by means of adding an additional time varying fluctuation component 

and are summarised in Figure 3.1. (Sodja, 2007). The two direct methods calculating the 

fluctuating quantities are called Large-Eddy Simulation (LES) and Direct Numerical 

Simulation (DNS). 

The DNS model computes the fluctuating quantities directly by resolving all scales starting 

from the smallest scales. This requires a large number of grid points making it computationally 
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very expensive (Gatski, 1996; Sodja, 2007). Therefore, this approach is currently limited to 

low Reynolds number flows and simple problems (Argyropoulos and Markatos, 2015), but is 

a preferred choice when investigating the physics of turbulence due to its high accuracy 

(Gatski, 1996). 

The LES is the most promising approach as it does not require to resolve for the smaller scales. 

Instead, it uses some sort of parameterisation or model and, as DNS, is three- dimensional and 

time-dependent. As it is more cost efficient than DNS, LES is a good choice when investigating 

flows too complicated to compute economically by DNS (Gatski, 1996). 

A simpler approach to turbulence modelling is the application of perturbations to the complete 

set of governing flow equations and the Reynolds decomposition of the instantaneous 

velocities, pressure and temperature into averaged and fluctuating parts. 

 𝑢𝑗 = 𝑢�̅� + 𝑢𝑗′ 

 

( 3.4) 

 

 𝑝 = �̅� + 𝑝′ 

 

( 3.5) 

 

 𝑇 = �̅� + 𝑇′ ( 3.6) 

where uj represents the velocity components, p represents the pressure and T the temperature. 

By time averaging the Navier-Stokes equations and replacing the flow variables by the mean 

and fluctuating parts obtained in Equation (3.4) to (3.6) the Reynolds Averaged Navier-Stokes 

equations (RANS) are obtained. The continuity equation is thus transformed into (Anderson, 

1995): 

 
𝜕𝑢�̅�

𝜕𝑥𝑗
+

𝜕𝑢𝑗
′

𝜕𝑥𝑗
= 0 

( 3.7) 

 

whilst the momentum equation transforms into (Pitsch, 2014): 
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𝜕
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𝜕𝑥𝑖
− 𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅̅ ) ( 3.8) 
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As can be seen from Equation (3.8) Reynolds averaging results in an additional term the so-

called turbulent Reynolds stress ui
′uj

′̅̅ ̅̅ ̅ and also an additional term in the energy equation, the so 

called turbulent heat fluxes, not shown here (however a thorough derivation and explanation 

of arriving at the RANS equations can be found in Appendix A.2.3). Those extra variables 

result in the closure problem, by having more unknown than equations. To overcome this 

problem two different methods have been developed to achieve closure; both solving for the 

Reynolds stresses. The first one, the so-called Differential Stress Models (DSM), model the 

Reynolds stress tensor directly, whereas the second one, the so-called Eddy-Viscosity Models 

(EVM), use the Boussinesq assumption and thus model velocity and length scales in order to 

obtain the eddy viscosity (Sodja, 2007). Since the RANS are not simulating the detailed 

instantaneous flow, they are the most computational efficient CFD modelling approaches for 

viscous flows (Yang, 2015). 

Experiencing difficulties when using the standard LES models, in particular in the near-wall 

regions, led to the development of hybrid models combining the desirable aspects of RANS 

and LES methodologies. One example of this is the Detached Eddy Simulation (DES) (Spalart 

et al., 1997). Here, RANS models are used in the near wall region whereas the regions away 

from the wall use LES modelling (Baker et al., 2019). 

 

Figure 3.1 Turbulence Modelling Flow Chart. 

This research project primarily uses the EVMs and DSMs because turbulence models in this 

category are more than adequate in solving most aerodynamic computational problems (Gatski, 

2000; Brett and Ooi, 2014). The most popular EVMs and DSMs are described in the following 

section. Additionally, Appendix A.2.4 provides more information about other popular EVMs. 
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3.3 Popular RANS turbulence models 

3.3.1 The Spalart- Allmaras Model 

The Spalart- Allmaras (SA) turbulence model is a one-equation model solving the transport 

equation for the kinematic eddy (turbulent) viscosity without making use of the turbulence 

kinetic energy k (Bigarella and Azevedo, 2007). It was designed with aerospace applications 

in mind hence showing good results for wall-bounded flows with boundary layers subject to 

adverse pressure gradients. Originally, this turbulence model was created for low Re flows, 

therefore, its success relies on the accurate modelling of the boundary layer region (𝑦+  ~1) 

(FLUENT Theory Guide, 2009). For FLUENT the SA model has been extended so that it is 

𝑦+ insensitive (Enhanced Wall Treatment) which enables the application of the model 

irrespective of the near wall resolution. This is possible as the code automatically blends from 

a viscous sublayer formulation to a logarithmic formulation based on the 𝑦+ value. However, 

the 𝑦+ value has to lie in a range between 1< 𝑦+ <30 and it is recommended to resolve the 

boundary layer with a minimum resolution of 10-15 cells (FLUENT Theory Guide, 2009). 

Note, that the SA model produces relatively larger errors for some free shear flows, such as 

plane and round jet flows. Also, it cannot reliably predict the decay of homogenous, isotropic 

turbulence (Argyropoulos and Markatos, 2015). 

3.3.2 Shear Stress Transport (SST) Model 

The SST model is a blend of the k-ω model in the near wall region and the standard k-ε model 

with its free-stream independence in the far field. This is done by moving from the k- ω model 

into the k-ε formulation. Albeit, being similar to the k-ω model, the SST model has some 

differences in its formulation. The standard two-equation models are not capable of accurately 

predicting the adverse-pressure gradients or separated flows (Menter, 1993). They require a 

stronger pressure gradient or a longer running length to separation than has been shown in 

experiments. Investigations showed that this is because turbulent shear-stress transport has not 

been taken into account (Johnson and King, 1985). Therefore, the SST model is refined to 

account for the transport of the turbulent shear stress by implementing a measure of the flow 

strain rate within the definition of the turbulent viscosity (FLUENT Theory Guide, 2009; 

Menter, 1993). Additionally, another blending function is used to turn on this criterion only 

inside the boundary layer (Bigarella and Azevedo, 2007). This makes the SST model more 

accurate and reliable for adverse pressure gradient flows, aerofoils and transonic shock waves 
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than the standard k-ω formulation. It has been validated and provided good results for 

applications such as turbomachinery blades, wind turbines, free shear layers, zero pressure 

gradient and adverse pressure gradient boundary layers (Argyropoulos and Markatos, 2015). 

Another derivative of the k- ω model is the two-equation Baseline (BSL) model but it does not 

account for the turbulent shear stress in the eddy-viscosity coefficient (Menter, 1993). Both 

models are designed for 𝑦+ ~1 (Bigarella and Azevedo, 2007), with the formulation of the k-

ω SST model being described in Appendix 2.4.5. 

3.3.3 Reynolds Stress Models (RSM)  

Reynolds stress models are superior over EVM for flows with sudden changes in mean strain 

rate, curved surfaces, secondary motions, rotating and stratified flows, separated and three-

dimensional flows. This is because they are not based on the assumptions of local isotropy and 

local equilibrium. Those assumptions imply that the normal Reynolds stresses are equal and 

that historic effects on the Reynolds stresses are negligible. These downfalls of the RANS 

models led to the development of the algebraic stress models and the second order closure 

models. 

By abandoning the isotropic eddy-viscosity hypothesis the RSM uses the transport equation for 

the Reynolds stresses together with an equation for the dissipation rate in order to close the 

RANS equations. This requires that five additional transport equations are required in 2D flows 

whereas 3D flows will require seven additional transport equations (FLUENT Theory Guide, 

2009). 

The advantage of RSM models is there is greater potential for giving more accurate predictions 

of complex flows. However, the fidelity of those models is still limited as closure assumptions 

are used in order to model various terms in the exact transport equations for the Reynolds 

stresses. This is particularly true for the pressure-strain and dissipation-rate terms. 

The RSM needs to be used when the flow features of interest are caused by anisotropy in the 

Reynolds stresses, such is the case for flows in combustors or rotating flow passages. This 

makes RSM models a preferred choice for internal flows (Kundu et al., 2016). 

The Reynolds stress transport equation may be derived by taking the momentum equations and 

multiplying those by a fluctuating property; the product then being Reynolds averaged. This 

has been done in the section “Statistical Turbulence Modelling” and the reader is referred to 

Appendix A.2.3.1. As described in this section the derivation yields to several unknowns and 

modelling assumptions are required to close the equations (FLUENT Theory Guide, 2009). 
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This gives the RSM a higher degree of flexibility but also results in a higher degree of 

mathematical complexity. The increased number of transport equations yields to reduced 

numerical robustness and is computationally more expensive (Eisfeld, 2006). 

The RSM available in FLUENT are: 

- The Linear Pressure-Strain Model 

- The Quadratic Pressure-Strain Model 

- The Low Reynolds Number Stress-Omega Model 

- The Stress BSL Model 

The former two are ε- based whereas the latter two are ω- based.  

 

3.4 Turbulence Model Choice for the flow investigation around Delta Wings 

As could be seen from above, turbulence models are based on assumptions in order to reduce 

the computational costs of the simulation. Therefore, they do not represent the actual physical 

modes of turbulence such as eddies, velocity patterns or high-vorticity regions, but obscure 

them (Argyropoulos and Markatos, 2015). The assumptions and simplifications made in 

different turbulence models differ and thus make different turbulence models more or less 

suitable to predict certain flows. Therefore, the accuracy of the solution of the flow field 

depends upon the chosen turbulence model. 

For vortex dominated flows, it has been shown in the past that inviscid and viscous flow solvers 

can be used to predict the primary vortices accurately for geometries with discontinuities; such 

as SLEs prior to VBD. This is not the case for geometries which do not possess this feature: 

like wings with round leading-edges. Here, the LEVs form due to boundary layer separation 

near the leading-edge which is controlled by momentum transport and thus extremely sensitive 

to the Reynolds number. Therefore, a failure of modelling this flow feature accurately results 

in inaccurate prediction of the strength of the vortices and details of the flow field, leading to 

incorrect predictions of the aerodynamic forces (Dzanic and Martinelli, 2019). Therefore, 

turbulence model choice and grid resolution are very important for type of flows where the 

separation is not fixed. 

One of the aims of the NATO research initiative AVT-113 was the evaluation of CFD in 

modelling vortical flows, thus, a variety of turbulence models were used to investigate the 

vortical flow around the VFE-2. Turbulence models included: transient models such as DES, 
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DDES and LES as well as different steady state simulations using different forms of the 

Baldwin-Lomax, k-ω, k-ε and SST model as well as the Spalart-Almaras (SA) model with 

different correction factors and Reynolds stress models such as EARSM and CC-EARSM. All 

calculations have been conducted for fully turbulent boundary layers and regions with laminar 

boundary layers have not been taken into account. The best suitable turbulence model for 

calculations of vortical flow, however, still needs to be found. It has been suggested by 

Hummel (2008) that attempts should be made to predict laminar/turbulent transition in fully 

developed vortical flow without VBD. For this the test case of α=18° is suggested as the 

numerical data can be compared to already existing Hot-Wire-Anemometry results conducted 

by TU Munich (TUM). It has been further recommended by Hummel (2008) that the CFD 

codes need validation for partly separated vortical flow at α=13°. Here, the flow field near the 

onset of the outer primary vortex for delta wings with rounded leading-edges should be 

analysed to validate the schematic shown in Figure 3.3 (Hummel, 2008 b).  

 

Figure 3.2 Schematic view on the vortex formation on the VFE-2 configuration with medium rounded leading-edge at M=0.4 

and 𝑅𝑒𝑚𝑎𝑐= 3x106 and α= 13° based on numerical data (Hummel, 2008 b). 

During AVT-113 it was established that Eddy Viscosity Models (EVMs) are often not able to 

predict the main vortex characteristics properly. The separation onset of the vortex is possibly 

not accurately predicted for medium rounded leading-edges (MRLEs) which affects the entire 

vortex development (Fritz and Cummings, 2008; Schuette et al., 2012; Crippa and Rizzi, 2008). 
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But also, configurations with sharp leading ledges (SLEs) lack in accuracy especially when it 

comes to VBD. It is assumed that this may be due to an underprediction of the axial velocity, 

which results in the prediction of VBD at lower α. Thus, the modelling of the eddy viscosity 

may be improper for vortical flow in current RANS methods (Fritz and Cummings, 2008; 

Schuette et al., 2012; Crippa and Rizzi, 2008; Schuette et al. (b), 2012). The eddy viscosity 

produced in the vortex is excessive resulting in an over-prediction of vortex size and velocities 

for wings with SLEs and MLEs. This causes differences in the size of the suction peak and 

pressure distribution from experimental data. The prediction of the secondary vortex has been 

found to be either stronger or weaker, shifted or not present at all, having an impact on the 

primary vortex’s position and development (Fritz and Cummings, 2008). Also, the VBD is 

usually not predicted correctly with regards to position and strength, which again affects also 

the surrounding flow. This is a particular drawback of the EVMs as VBD has a significant 

impact on the aerodynamic coefficients of a delta wing (Moioli et al., 2018). However, it was 

found that for subsonic cases with SLE the agreement between numerical and experimental 

results is good until VBD. Generally, VBD is predicted to occur at lower angles for numerical 

simulations due to the under prediction of the axial velocity in the vortex core. Thus, higher-

order models are recommended when investigating VBD (Fritz and Cummings, 2008). 

The general disadvantage of RANS models in predicting vortex dominated flows is that they 

use second order numerical methods which introduce significant amounts of numerical 

dissipation into the solution, yielding an artificially diffused vorticity field. This in turn has an 

impact on the prediction of the small-scale features such as the secondary and tertiary vortices. 

Additionally, the turbulence models used for the closure of the Navier-Stokes equations assume 

the velocity fluctuation correlations to be isotropic. However, this is not the case on delta wings 

where the flow is influenced by rotational effects (Dzanic and Martinelli, 2019).  

Moioli et al. (2018) enhanced the SA one-equation model based on experimental data collected 

on the VFE-2 configuration. They concluded that the mismatch between numerical and 

experimental data is due to the poor prediction of the eddy viscosity destruction in the vortex 

flow. Thus, they added additional eddy viscosity destruction terms which exclusively affect the 

vortex flow region. Also, several additional terms were formulated having different effects on 

different topologies and zones of the LEV in order to enable more flexibility of the turbulence 

model. The results obtained with the altered SA model proved to be significantly better 

especially with regards to surface Cp prediction. However, their model is only limited to simple 

geometries and small angles of attack (Moioli et al., 2018). 
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Therefore, when investigating configurations with round leading-edges or VBD on delta wings, 

higher order methods are recommended. However, these methods increase the computational 

time drastically and require the availability of massively parallel CPU. Despite the availability 

of such computing facilities for big research institutions this is still lacked at smaller ones. 

However, general trends can be established and conclusions be drawn despite not having the 

“perfect” solution. 

Based on the literature review above it was decided that this study focuses on the SST model 

and the Linear Pressure-Strain Reynolds Stress model. 

The SST model was selected as it shows to predict the vortex core best when comparing it to 

other turbulence models also with regards to VBD location (Wibowo et al., 2018; Anwar-ul-

Haque et al., 2008; Al_Garni et al., 2012). Furthermore, the surface flow topological structure 

at lower angles of attack (α< 18°) is known to be predicted with considerable accuracy for delta 

wing applications (Saha and Majumdar, 2012; Anwar-ul-Haque et al., 2008) but may not be 

appropriate at higher angles of attack where VBD is dominating the flow. The vortex onset and 

consequently its location may be subject to change when considering boundary layer transition 

and require more accurate turbulence models, such as DES and LES (Fritz and Cummings, 

2008; Schütte and Luedeke, 2010; Schütte et al., 2012). However, the SST model is very robust 

and good for predicting separated flows where the separation point is dictated by the geometry, 

as is the case for SLEs. It further offers the best trade-off between accuracy and computational 

costs. Although SST can be used in the viscous sublayer, it is not designed to take into account 

wall effects. Its performance is also limited in flows with strong curvature and flows with 

secondary flows (Skillen, 2011), but computationally less expensive than DES and LES 

methods.  

The Reynolds Stress Model was selected as studies by Cecora et al. (2015) and Crippa and 

Rizzi (2006) have shown that a RSM is superior to an EVM and suitable for flows with strong 

streamline curvature, secondary flows and complex strain fields as can be expected for a vortex 

dominated flow field (Cecora et al., 2015). They are known to represent the flow very well, but 

are very sensitive to initial conditions, require a high-quality grid and come at a high 

computational cost (Wassermann, 2016).  

3.5 Steady vs. Unsteady Simulations for Delta Wing Simulations 

In fluid dynamics a flow is considered to be steady when its properties are not a function of 

time. Unsteady flows on the other hand do change with time and therefore require the modelling 
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of the time component. Menke et al. (1999) identified the unsteady aspects of leading-edge 

vortices. These include aerodynamic manoeuvres, oscillations of breakdown location, vortex 

shedding, helical mode instabilities and Kelvin-Helmholtz instabilities. This study is not 

concerned with manoeuvring nor the impact of vortex breakdown and thus helical mode 

instabilities. Vortex shedding has been shown to result in significant asymmetry in the pressure 

distribution on the wing planform, which can have significant consequences on the stability of 

the aircraft. However, for most practical cases this is coupled with the motion of the aircraft, 

also known as wing rock (Rediniotis et al., 2012) but again manoeuvring is not part of this 

investigation. Kelvin-Helmholtz instabilities are encountered within the shear layer of delta 

wing configurations, which emanates from the leading-edge to the primary vortex (Gordnier, 

1990). For the establishment of the differences between the configurations with regards to 

performance and longitudinal stability, the unsteady aspects of the flow are not deemed 

important enough to justify the increased computational costs of simulating unsteady flow. 

Furthermore, studies by Crippa and Rizzi (2006) on the VFE-2 have shown that at α= 18.5° the 

steady RANS EARSM resolved the apex region of delta wings better than the unsteady DES 

model, however, the trend was reversed close to the trailing edge. It was further shown that 

DES solutions overpredicted the strength of the secondary vortex as well as the primary suction 

peak. It was concluded that no substantial benefit of using DES is obtained with regards to the 

mean surface pressure coefficient. However, using the unsteady approach is recommended 

when investigating VBD, vortical substructures and primary vortex development (Crippa and 

Rizzi, 2006; Visbal and Gordnier, 2003). For blunt leading-edges it was found that advanced 

RANS methods gave superior boundary layer characteristics, resulting to an increased accuracy 

in primary separation prediction. DES, albeit having a higher accuracy with respect to vortex 

core development, suffered from the inability to predict vortex separation onset, location and 

thus strength correctly. It was concluded that DES models are recommended for angles of 

attack above α= 20° but due to the finer grid requirements no apparent improvement over 

steady runs could be found (Crippa and Rizzi, 2006). Studies by Schiavetta (2007) on the VFE-

2 configuration have also shown that the main difference between steady and unsteady runs 

lies in the prediction of VBD onset. However, most studies investigating the differences 

between unsteady and steady runs focused on angles of attack above α= 18° (Morton et al., 

2002; Mitchell at al., 2012; LeRoy et al., 2003). 

This study is not concerned with high angle of attack flow, where ignoring flow unsteadiness 

would have dramatic effects on the structure nor with the impact of VBD and its location, 

further justifying the choice of steady RANS modelling. VBD will however be evaluated 
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qualitatively with the assumption that the reader has been informed sufficiently that VBD onset 

is predicted at lower α when using steady RANS modelling. 

Based on the above, all simulations were using the steady state approach as they provide 

sufficient flow resolution for the purpose of this study. VBD was not investigated in detail and 

despite RANS predicting earlier onset of VBD (Crippa, 2006) the general trend will not differ 

when assuming steady state flow. Also, vortex flow visualisations were limited to angles of 

attack where VBD was not present for the majority of configurations tested. Finally, based on 

the fact that most runs were lying in the low to medium angle of attack range, the additional 

expense and computer resources required for unsteady flow simulations and/ or hybrid 

turbulence models could not be justified for this study. 

 

3.6 Conclusion Chapter 3 

Summarising it can be said that much care has to be taken when setting up a simulation in CFD. 

An appropriate mesh needs to be generated and the creation of an appropriate mesh takes up a 

significant amount of time based on the complexity of the geometry under investigation and 

can be an iterative process if errors or convergence problems are encountered during the 

solving process. Also, the case needs to be set up correctly in terms of including the appropriate 

flow physics. It needs to be established whether the problem is steady-state, where the flow 

characteristics do not change with time or whether it is unsteady, meaning the flow 

characteristics do change (like it is the case for vortex shedding). Traditionally, when dealing 

with turbulent flows using RANS approaches, a turbulence model has to be chosen which is 

appropriate for the problem under consideration. 

From the work of others presented in this literature review, it was found that configurations 

with SLEs can be sufficiently simulated numerically using steady state methods and RANS 

turbulence models up until VBD. Investigations of different turbulence models on the VFE-2 

showed that the SST model was the best when being limited to EVMS (Wibowo et al., 2018; 

Anwar-ul-Haque et al., 2008). Studies by Moioli (2018) have shown that the correct modelling 

of the eddy viscosity production is crucial to accurately predict vortex dominated flows. Using 

RSM models may have an effect on the eddy viscosity production as it calculates the Reynolds 

stresses independently as opposed to the EVMs which are relating the Reynolds stresses to the 

eddy viscosity. Additionally, the RSM models do not assume isotropic turbulence opposed to 

EVMs, which results in a more realistic prediction of vortical flow. The literature review has 
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further shown that multiple studies have been conducted on the VFE-2 configuration 

numerically as well as experimentally, thus, resulting in a multitude of available data for 

validation purposes. This makes it a valuable benchmark configuration for further studies 

investigating the flow physics on delta wings. 
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Chapter 4 Grid Refinement & Turbulence Model Study 

This chapter deals with the verification of the numerical grid and chosen turbulence model by 

comparing it to the experimental results obtained during the international Vortex Flow 

Experiment 2 (VFE-2) of the Applied Vehicle Technology panel (AVT) of NATO during 

AVT-113. It further verifies the grid for the B05 3.4% configuration using the UWE wind 

tunnel conditions. To replicate the experiments numerically, first the methodology needs to be 

established based on the findings of the literature review. Then the similarity parameters (Mach 

and Reynolds numbers) need to be matched which is detailed in Appendix A.3.1.- A.3.4. The 

geometric characteristics and the numerical setup are discussed in section 4.1. to 4.5 followed 

by the grid independence study for both B05 and VFE-2 configuration. The final grid is then 

assessed regarding its overall quality before a turbulence model study is conducted for the 

VFE-2 configuration using the two RANS models SST and Linear Pressure Strain RSM for 

reasons discussed in Chapter 3. 

4.1 Test Case Determination for the Grid Refinement & Turbulence Model Study   

As mentioned in Chapter 1, NATO’s AVT-113 research group conducted an extensive study 

on the VFE-2 configuration. Also, other institutions outside the AVT continue to use this 

configuration for research on LEVs. Due to the amount of computational and experimental data 

available it was decided to use this configuration as a benchmark case to validate the numerical 

and experimental results presented in this thesis.  

In this investigation, the test data obtained by Furman and Breitsamter (2007) at the wind tunnel 

at TU Munich (TUM) were used to validate the mesh and turbulence model choice. They 

conducted tests at M=0.07, Re= 1× 106 and α= 18° for MRLE and SLE. The angle was chosen 

as it has been established that separate vortical flow is fully developed at this incidence and 

VBD is not occurring yet (Fritz and Cummings, 2008). For better comparison between 

numerical and experimental data it was recommended to model the VFE-2 configuration with 

a sting mount. The results of the grid refinement study were compared to the findings at TUM 

for the mean axial velocity contours and surface pressure distribution at chord positions x/c= 

0.2, 0.4, 0.6, 0.8 and 0.95. This was done following the recommendations by the AVT-113 

group (Fritz and Cummings, 2008). It should be noted that only experimental data from TUM 

was available but no numerical data. The Mach and Re number were matched using the 

methodology described in Appendix A. 3.2.  
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Another grid refinement study was conducted on the clean B05 3.4% configuration at M=0.1, 

Re= 750,000 and α=13°, which is equivalent to the conditions investigated in the current study. 

An angle of attack of 13° was chosen as it marks the onset of vortical flow (Fritz and 

Cummings, 2008) and was used in the remainder of this study to evaluate the differences in 

flow structures when varying aerofoil shape. 

Once the test cases were validated, the same meshing strategy and turbulence model choice 

were applied to the other configurations under investigation. A detailed explanation of the 

geometries used during the grid and turbulence model study is provided in the following 

section. 

4.1.1 Geometries used for the Grid Refinement and Turbulence Model Study 

The VFE-2 model shown in Figure 4.1 is an uncambered flat plate with special considerations 

given to the leading-edge and trailing edge. The leading-edge is designed to be interchangeable 

and is defined with a NACA-like aerofoil polynomial (Chu and Luckring, 1996, Luckring, 

2009). The leading-edge contours matched the flat-plate wing over a distance of 15 percent 

root chord and the wing was closed out over the last 10 percent of the root chord to a sharp 

trailing edge. The model was sting mounted as can be seen in Luckring (2009). An analytical 

definition of the sting is also provided by Chu and Luckring (1996) and can be found together 

with the mathematical description of the leading-edge in the Appendix A.3.1. The other 

configuration used for the grid refinement study was a biconvex profile with maximum 

thickness location at x/c= 0.5 and 3.4% thickness (B05 3.4%) as shown in Figure 4.2. Opposed 

to the VFE-2 configuration shown in Figure 4.1 it was simulated without sting attachment. 
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Figure 4.1 Schematic of the VFE-2 delta wing as used by Luckring (2009). 

 

Figure 4.2 B05 3.4% configuration as used for the grid convergence study. (a) Top View, (b) Profile View, (c) Back view 

(spanwise thickness distribution). 
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4.2 Methodology 

The behaviour of the fluid flow affecting the delta wing was simulated by using the CFD 

software ANSYS FLUENT. Here the compressible, three-dimensional, steady or unsteady 

Reynolds-Averaged Navier-Stokes equations are solved using a finite volume approach.  

The grids used for the simulations in this study were created with ANSYS MESHING. A 

hybrid unstructured grid approach was chosen, making use of the advantages of prismatic 

elements for the resolution of the viscous shear layers near the wall and the flexibility in grid 

generation offered by unstructured discretisation methods (Schuette and Luedeke, 2009).  

ANSYS FLUENT uses a finite- volume approach to discretize the Navier-Stokes equations. 

The finite volume method is used to satisfy the strict global conservation by enforcing local 

conservation over the control volumes. The finite element method was used in order to describe 

the solution variation within each element.  

All simulations in this study were run in FLUENT 19.2 using the SIMPLE pressure-velocity 

coupling scheme of second order accuracy combined with the Green-Gauss Node Based spatial 

discretisation (a detailed description of the methods can be found in the FLUENT manual). The 

use of the density-based solver was deemed unnecessary due to the low Mach number resulting 

in weakly compressible flow. The simulations were carried out on an Intel® Core™ i7-3770 

CPU @ 3.40GHz, 3401 MHz workstation with 4 cores and 8 logical processors with 32GB 

RAM for grids below 10,000,000 elements. For grids consisting of more than 10,000,000 

elements an Intel® Xeon® X5690 with 3.46GHz CPU, 74 GB RAM, 8 cores and 16 logical 

processors was used. 

The simulations were conducted using the steady state SST k − ω model and the linear 

pressure-strain RSM. The latter was chosen as vortex dominated external flows experience 

shear forces where the vortex re-attaches and by modelling the stress terms directly it was 

hoped that the vortex can be captured more accurately. The convergence criteria were set to be 

1x 10-6 for all flow properties. The conditions for the VFE-2 CFD set up, derived in Appendix 

A. 3.4, are shown in Table 4.1 and that of the B05 3.4% configuration is shown in Table 4.2.  
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Table 4.1 Conditions for CFD set up to match experimental results by TUM. 

Mach Number 0.07 

Reynolds Number 1 × 106 

Mean Aerodynamic Chord [m] 0.327 

Temperature [K] 288 

Pressure [
𝑁

𝑚2] 189980.405 

Angle of Attack [°] 18 

 

Table 4.2 Conditions for CFD set up for the B05 3.4% configuration using the UWE wind tunnel conditions. 

Mach Number 0.1 

Reynolds Number 750,000 

Mean Aerodynamic Chord [m] 0.327 

Temperature [K] 300 

Pressure [
𝑁

𝑚2] 101,325 

Angle of Attack [°] 13 

 

4.3 Computational Grids 

The following section describes the discretisation of the computational domain. As the cases 

under investigation were symmetric around their longitudinal axis and no asymmetric 

manoeuvres were studied it was sufficient to model only half of the wing and apply a symmetry 

boundary condition. The model setup is shown in Figure 4.3, Figure 4.4 and Figure 4.5 .The 

sting has been modelled partially (one chord length) and rounded off at the end. This was 

deemed sufficient for modelling the effect of the mount on the flow around the delta wing by 

AVT-113. The mounting sting was modelled as TUM’s experimental data was used for the 

validation of CFD during AVT-113. An unstructured grid was used where the near wall region 

was modelled by prism layers to resolve the strong transverse gradients of the solution within 

the boundary layer. The mesh was refined within a rectangular region of size 3cr, 1cr and 1.5cr, 
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in X, Y and Z direction respectively, around the wing. The element size within that region was 

1 x 10-2 m. The rest of the domain had a maximum element size of 0.25m. 

 

Figure 4.3 Prism layers and surrounding grid for the VFE-2 configuration. 
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Figure 4.4 Generated grid of the VFE-2 as tested by TUM. 

 

Figure 4.5 Grid resolution of the entire domain for the VFE-2 benchmark configuration. 

The grids generated for the other configurations with varying spanwise thickness used a similar mesh, 

however, it proved to be more difficult to discretise them. This was due to the spanwise thickness 

change resulting in a singularity near the tip. To overcome this issue the geometry was split along the 

leading-edge, thus, reducing the sharpness of the corner.  
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4.4 𝑌+ Value 

The 𝑦+ value (see Chapter 3 section 3.4 for details) was chosen based on flat-plate boundary 

layer theory (White, 2002). Generally, the choice of 𝑦+ value depends on the turbulence model 

and the solver’s near wall treatment. For most turbulence models and problems, a 𝑦+ value less 

than one is desired as it ensures that the viscous sublayer of the boundary layer is resolved, 

thus, avoiding the use of wall functions.  

The first layer height was chosen to be 2x 10-5 m. The boundary layer height was estimated 

using flat-plate theory to select a sufficient amount of prism layers. The simulation was run 

steady state and the turbulence model chosen was SST with curvature correction. All runs were 

run with an inlet turbulence intensity of 5%, which is the default setting in FLUENT. The runs 

were compared to the Linear Pressure-Strain RSM. It was found that for a convergence 

criterion of 1 × 10−6 the simulations were converging for the SST model and the RSM.  

The 𝑦+ value averaged to one with a standard deviation of around 0.15 one around the entire 

wing and was resolved by 45 prism layers with a growth rate of 1.1 resulting in a total height 

of 0.0113 m. Additional surface sizing had been applied as previous investigations on other 

delta wing configurations have shown that without a sufficient representation of the leading-

edge contour the progression of the different vortices within the flow structure cannot be 

predicted correctly (Schuette et al., 2010). 

 

4.5 Numerical Investigation 

The quality of numerical simulations is dependent on the type and size of the chosen grid for a 

given turbulence model (Kulkarni et al., 2016). The quality of an element can be determined 

based on different characteristics, the ones chosen for this project being their aspect ratio, 

skewness, orthogonality and quality. These have a significant impact on the accuracy and 

stability of the numerical computation (FLUENT). This chapter deals with the process of 

determining the optimum grid for the numerical simulations by using the Grid Convergence 

Index (GCI) developed by Roache (1994). After the final grid had been established its quality 

was checked and sufficiency confirmed based on recommendations provided by ANSYS. A 

comparison of two RANS turbulence models were then conducted (SST and Linear- pressure 

strain RSM) to determine which one was more appropriate in capturing the important flow 

physics of delta wing configurations.  
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4.6 Grid Convergence Index (GCI) 

In CFD, a grid is said to be successively refined when the discretisation error is asymptotically 

approaching zero whilst element size and time step are decreasing (Slater, 2008). The GCI was 

developed by Roache (2010) and applies the concept of Richardson extrapolation for 

improving the rate of convergence. It enables one to determine the order of convergence and 

the discretisation error.  

The GCI is based on the assumption that the nature of the discretisation error can be defined as 

𝐸𝑟𝑟𝑜𝑟 = 𝑓ℎ − 𝑓𝑒𝑥𝑎𝑐𝑡 = 𝐶ℎ𝑝 + 𝐻. 𝑂. 𝑇𝑠 

 

                                                 (4.1) 

 

where Error refers to the discretisation error, fh is the solution with the current mesh density, 

fexact is the exact solution, C is a constant, h is a measure of the mesh discretisation, p is the 

order of convergence and H.O.T.s are the higher order terms. 

The exact solution here refers to the numerical solution which can differ from the 

mathematically exact solution due to approximations and limitations applied in the FVM 

formulation (Schwer, 2008). 

 

The following derivation is focused on the situation where the error bound is determined based 

on the finest mesh solution. The order of convergence can be estimated by reading it as a slope 

on the logarithmic plot of the error versus the mesh density parameter (log(E) vs. log(h)).  

Neglecting H.O.Ts in Equation (4.1) and taking the logarithm of both sides leads to (NASA 

NPARC): 

 

 

𝑙𝑜𝑔(𝐸) = 𝑙𝑜𝑔(𝐶) + 𝑝 𝑙𝑜𝑔 (ℎ) 

 

 

                                                (4.2) 

 

By considering the results on three successive meshes f1, f2, f3 and repeating Equation (4.1) 

for those three meshes, one can eliminate C and H.O.T.s to arrive at 
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𝑝 =
𝑙𝑛 (

𝑓3 − 𝑓2
𝑓2 − 𝑓1

)

𝑙𝑛(𝑟)
 

 

 

(4.3) 

with r being the mesh refinement ratio defined as 

𝑟 =
ℎ𝑖+1

ℎ𝑖
 

(4.4) 

with hi being the finer mesh. The measure of discretisation h is chosen by the user and depends 

on their judgement. For a delta wing, where it is known, that surface refinement has a great 

impact on the accuracy of the result, different levels of surface refinement were chosen as the 

discretisation parameter h. Note, that the refinement ratio can be uniform or non-uniform. If a 

non-uniform refinement ratio is chosen the GCI is obtained differently (see Appendix A.3.5 

for details). 

The error between the fine grid solution and the unknown exact solution can be estimated using 

(Schwer, 2008) using (4.1) and (4.4) 

𝑓𝑒𝑥𝑎𝑐𝑡 = 𝑓1 −
𝑓2 − 𝑓1

𝑟𝑝 − 1
 

 (4.5) 

Note that Equation (4.5) is only valid for a constant r.  

The estimated relative error E1 can then be calculated using  

𝐸1 =
𝜀

𝑟𝑝 − 1
 

 

 (4.6) 

 

with ε being defined as the relative error between the two finest grids 

𝜀 =
𝑓2 − 𝑓1

𝑓1
 

 

 (4.7) 

The GCI is defined as (Roache, 1998): 
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𝐺𝐶𝐼 =
𝐹𝑠|𝜀|

𝑟𝑝 − 1
× 100% 

 

 (4.8) 

where Fs is a factor of safety which is  

Fs = 3 when two meshes are considered and 

Fs = 1.25 when three meshes or more are considered. 

The GCI shows how much the solution would change with a further refinement in mesh. 

Therefore, the smaller the value of the GCI the better. Note, that the safety factors given above 

are based on experiences on CFD calculations (Roache, 1998). It also represents with a 

confidence of 95% that the converged solution is within range of 

 [f1 (1 −
GCI12

100%
) , f1 (1 −

GCI23

100%
)] (Schwer, 2008). 

Additionally, if all results 𝑓𝑖 are in the asymptotic range of convergence then two GCIs 

computed over three meshes satisfy (Slater, 2008): 

 𝐺𝐶𝐼23 = 𝑟𝑝𝐺𝐶𝐼12 (4.9) 

 

The extrapolation error in Equation (4.6) can further be used to calculate the uncertainties of 

the numerical findings. This is particularly useful when comparing numerical data with that 

obtained during wind tunnel testing (see Yao, 2013; Celik et al., 2008, Eca and Hoekstra, 2014 

and Groves et al., 2014). Many options to calculate the uncertainty exist (see Yao, 2013; Celik 

et al., 2008, Eca and Hoekstra, 2014), however, here the approach of Groves et al. (2014) was 

used which is based on the student t-distribution: 

 𝑈 = 𝑡 × |
1

2
(𝑆𝑢 − 𝑆𝐿)| (4.10)  

with t=2.92, which is the t value of the student t-distribution for three grids, and Su and SL 

being the upper and lower bounds of the solution variable respectively.  

4.7 Grid Convergence Study 

The grid refinement study was conducted on different grids by changing different meshing 

parameters such as surface refinement, element size in the vicinity of the wing, element growth 
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rate and domain size. The grids were labelled from Grid I to Grid VII and are summarised in 

Table 4.3. 

In order to establish whether an appropriate domain size and grid refinement had been chosen 

the normal and axial force as well as the pitching moment were plotted against the grid 

refinement level (1 being the finest and 3 being the coarsest grid) to establish as to whether the 

grids were within the asymptotic range of convergence. Based on this the GCI was calculated. 

This gave a conclusion on the error percentage and provided a confidence bound on the 

estimated error band of the converged numerical solution.  

Table 4.3 Summary of Grids tested. 

 

 

4.8 Grid Convergence Study on the VFE-2 configuration at M= 0.07, Re=1 × 106 and 

α= 18° 

The following mesh experiments were performed to investigate the effect of the mesh design 

on the aerodynamic forces and moments. Similar studies have been conducted during AVT-

113 by Crippa and Rizzi (2008) as well as others. None of them used the GCI however, making 

the comparison somehow subjective. The experiments are: 

1. Changing the maximum surface element size on the VFE-2 configuration with sting 

mount at M=0.07, Re= 1 × 106 and α= 18° 

2. Changing the element size within the body of influence for the VFE-2 with sting mount 

M=0.07, Re= 1 × 106 and α= 18°  

3. Changing the domain size around the VFE-2 configuration with sting mount M=0.07, 

Re= 1 × 106 and α= 18° 

1st Order 2nd Order Face Sizing

Body of 

Influence 

(BOI)

BOI Growth 

Rate

Domain Size 

(in terms of 

chord c)

No. of Elements

Grid II x 2.25 x 10
-3

 m 9,540,829

Grid III x 1.5 x 10
-3

 m 17,300,896

Grid IV x 6,547,254

Grid V x 3,174,841

10c 8,786,838

Grid VII x 1 x 10
-2

 m
9,540,829

20c

7,472,012

  2.25 x 10
-3

m

1.3 x 10
-2

 m

1.125
Grid VI x 8 x 10

-3
 m

40c

Grid I x x 3.375 x 10
-3

 m

1 x 10
-2

 m 1.2
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4. Changing the element size within the body of influence for the B05 configuration with 

no sting mount M=0.1, Re= 0.75 × 106 and α= 13° 

5. Changing the maximum surface element size for the B05 configuration with no sting 

mount M=0.1, Re= 0.75 × 106 and α= 13° 

For surface and body of influence refinement the mesh quality was assesses using the following 

mesh metrics (ANSYS Workshop, 2015): 

1. Orthogonal Quality: acceptable values are >= 0.15 

2. Skewness: acceptable values are =< 0.94 

3. Aspect Ratio: acceptable values >1 

 

4.8.1 Surface Refinement Study on the VFE-2 Configuration 

The mesh refinement study focused on the refinment of the wing’s surface elements. This 

aspect was chosen due to the shear forces acting on the wing’s surface being major contributors 

to the separation of the flow and the vortex roll up. Therefore, the mesh study used a different 

element size for each mesh of the face of the thin benchmark configuration. The maximum 

element size for the three different meshes can be found in Table 4.4. Table 4.4 also shows the 

total number of elements and nodes as well the number of wing surfaces elements. 

Equation (4.9) allows for checking that each grid level yields a solution that is in the asymptotic 

range of convergence for the axial and normal force as well as the pitching moment. These are 

in the column called “Convergence Check” and should have a value close to one when lying 

in the asymptotic range of convergence. 

All simulations fully converged to 1 × 10−6 for the aerodynamic coefficients Cn and Cm. The 

axial force coefficient only converged to 1 × 10−5. The details of each grid including the run 

time can be seen in Table 4.4 where the convergence is given as 1 × 10−5 for all cases. The 

different surface grids are shown in Figure 4.6. Note, that the surface mesh of the sting was 

kept constant for each grid. 

Table 4.5 shows the average mesh metrics for the different grids. It can be seen that all three 

grids are of good quality, with quality increasing with surface mesh refinement. 
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Table 4.4 Surface Refinement Seeding Parameters for Grid I, Grid II and Grid III of the VFE-2 Configuration. 

 Grid I Grid II Grid III 

Maximum Face Sizing [m] 0.343125 0.225 0.1475 

Number of wing surface 

elements 

20,826 56,456 106,827 

Total Number of Elements 7,472,012 9,540,829 17,300,896 

Total Number of Nodes 1,626,412 2,489,763 4,787,289 

Run Time (16 cores) [h:min:s] 26:32:54 30:12:27 40:56:38 

Convergence 1x10-5 1x10-5 1x10-5 

 coarse medium fine 

 

Table 4.5 Surface Refinement Mesh Metrics for Grid I, Grid II and Grid III of the VFE-2 Configuration. 

 Grid I Grid II Grid III 

Mean Orthogonal Quality 0.7915 0.794 0.798 

Mean Skewness 0.276 0.277 0.2721 

Mean Aspect Ratio 8.085 9.21 9.647 

 



86 
 

 

Figure 4.6 Grid I, Grid II and Grid III with maximum surface element sizes of 0.343125m, 0.225m and 0.1475m respectively. 

Table 4.6 shows the aerodynamic forces obtained for each mesh and Table 4.7 shows the results 

for the grid convergence index and the Richardson extrapolation. It can be seen that the three 

meshes were not within the asymptotic range of the solution for the normal and axial force and 

pitching moment, indicating that further refinement would be required in order to use the GCI. 

The relative error of the axial force is high; around 23.5% and shows the importance of surface 

elements when predicting vortex dominated flows. Despite the results not lying in the 

asymptotic range the GCI was used in order to have some quantification of the numerical error 

when comparing the results later with those obtained in the wind tunnel.  

Table 4.6 Aerodynamic loads of Grids I, II and III at α= 18°. 

 Normal Force [N] Axial Force [N] Moment [Nm] 

Grid I 25.9355 -0.113609 6.84479 

Grid II 25.6688 -0.160798 6.71473 

Grid III 25.8313 -0.210157 6.7702 
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Table 4.7 Grid Convergence Study of Grids I, II and III for different aerodynamic loads. 

 𝐺𝐶𝐼12 𝐺𝐶𝐼23 Convergence 

Check 

Order of 

Convergence 

p 

95% Interval Estimate 

of exact 

solution 
Lower 

bound 

Upper 

bound 

Pitching 

Moment 

1.802% 0.762 % 1.009 2.018 6.5937 6.8357 6.8115 

Normal 

Force 

2.027% 1.226% 1.007 1.173 25.5145 26.1481 26.0847 

Axial 

Force 

798.258% 638.430% 0.707 0.106 1.1315 -1.5519 -0.9126 

 

For better judgement the numerical results and the Richardson extrapolate have been plotted 

for each force and moment against the normalised grid spacing. They can be found in Figure 

4.7 and show that forces and moment are not in the asymptotic range of convergence. 
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Figure 4.7 Richardson Extrapolate and numerical results for different grids and aerodynamic loads. 

Since the flow features are very important; the pressure distribution at different chordwise 

locations was also compared between the meshes. The results are depicted in Figure 4.8. It can 

be seen that all three grids have a similar spanwise pressure distribution. The only noticeable 

difference can be found at x/c=0.2. Here, the coarsest grid predicted the pressure peak to be 

much lower than the other grids. Grid III predicted the highest pressure peak for most chord 

locations whereas the coarsest grid (Grid I) predicted the lowest pressure peaks throughout.  
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Figure 4.8 Comparison of the Spanwise Cp distribution at different chord locations for different levels of surface refinement 

at α= 18°. 
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Figure 4.9 shows the mean axial velocity contours for the three grids. It can be seen that there 

was barely any observable difference between the coarser grids. Grid II predicted a vortex core 

of slightly higher velocity from x/c=0.8 onwards compared to Grid I but not compared to Grid 

III. The axial velocity close to the trailing edge further increases with surface refinement, 

indicating that higher surface refinement is required when simulating higher angle of attack to 

avoid early VBD prediction. 

 

Figure 4.9 Comparison of the axial velocity contours and velocity vectors for different surface refinements at α= 18°. 

Based on the findings above it was concluded that using the mesh with face sizing 0.225m 

(Grid II) would be sufficient as it gave the best accuracy whilst keeping computational time at 

an acceptable level. This was decided despite the non-convergence of the axial force 

component and the prediction of VBD at x/c=0.8. 

Whilst using grids with higher surface refinement may not be an issue for big research 

institutions with high computational power available, it did prove to be a problem for the 

computational capabilities at the University of the West of England, Bristol (UWE). Therefore, 

the maximum angle of attack was limited to 18° as incidences above this would need a finer 

surface mesh in order to make meaningful physical predictions, due to the occurrence of VBD 

introducing time dependent effects. 

4.8.2 Impact of Element Size within the Body of Influence for the VFE-2 Configuration 

To investigate the effect of the element size in the vicinity of the wing on the flow physics 

another GCI study was conducted. Three different element sizes were used, each 1.3 times 

smaller than the previous, with Grid II being used as the benchmark grid. This resulted in Grid 

IV and V, where Grid IV was the coarsest and Grid V was the finest mesh. The details of the 

three grids is shown in Table 4.8 with the mesh metrics being depicted in Table 4.9. It can be 

seen from Table 4.9 that orthogonal quality and skewness improve with decrease in element 
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size whilst aspect ratio worsens. This implicates that there is an optimum element size for the 

body of influence given a certain surface refinement. Table 4.10 shows the force components 

and pitching moment, which were found to lie in the asymptotic range of convergence (Figure 

4.10), thus, allowing for the use of the GCI. 

Table 4.8 BOI Element Size Seeding Parameters for Grid IV, Grid II and Grid V of the VFE-2 Configuration. 

 Grid IV Grid II Grid V 

Maximum Face Sizing [m] 0.225 

BOI max. Element Size [m] 1.3 × 10−2 1 × 10−2 7.67 × 10−3 

Number of wing surface 

elements 

56,456 

Total Number of Elements 6,547,254 9,540,829 14,194,916 

Total Number of Nodes 1,886,395 2,489,763 3,174,841 

Run Time (16 cores) [h:min:s] 24:59:23 30:12:27 37:13:58 

Convergence 1x10-5 1x10-5 1x10-5 

 coarse medium fine 

 

Table 4.9 BOI Element Size Mesh Metrics for Grid IV, Grid II and Grid V of the VFE-2 Configuration. 

 Grid IV Grid II Grid V 

Mean Orthogonal Quality 0.792 0.794 0.796 

Mean Skewness 0.278 0.277 0.276 

Mean Aspect Ratio 12.312 9.21 6.159 

 

The results for the aerodynamic components are presented in Table 4.10 with the GCI study 

shown in Table 4.11. It can be seen that grid convergence is achieved for the axial and normal 

force as well as for the pitching moment (Figure 4.10). To further investigate the effect of BOI 

element size the surface pressure distribution as well as the normalised axial velocity contours 

were investigated (see Figure 4.11 and Figure 4.12). 
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Table 4.10 Aerodynamic loads of Grids IV, II and V at α= 18°. 

 Normal Force [N] Axial Force [N] Moment [Nm] 

Grid IV 25.6488 -0.158675 6.70774 

Grid II 25.6688 -0.160798 6.71473 

Grid V 25.7 -0.159074 6.72567 

 

Table 4.11 Grid Convergence Study of Grids IV, II and V for different aerodynamic loads. 

 𝐺𝐶𝐼12 𝐺𝐶𝐼23 Convergence 

Check 

Order of 

Convergence 

p 

95% Interval Estimate of 

exact 

solution 
Lower 

bound 

Upper 

bound 

Pitching 

Moment 

0.216% 0.337% 0.409 1.707 6.7015 6.7499 6.7450 

Normal 

Force 

0.163% 0.255% 0.409 1.707 25.6304 25.7696 25.7557 

Axial 

Force 

7.131 % 5.853% 0.995 0.793 -0.1498 -0.1684 -0.1516 
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Figure 4.10 Richardson Extrapolation and numerical results for Grids IV, II and V. 

The surface pressure distribution (Figure 4.11) as well as the axial velocity contours (Figure 

4.12) were identical for all grids, despite the GCI indicating that the grids have not converged 

yet. This was due to the GCI evaluating the change in force or moment compared to the 

previous grid. However, the changes in normal force and pitching moment with smaller BOI 

element size were very small, but not in relative terms. This gave the impression that the grids 

had not converged, despite there being no differences in flow physics observed. 
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Figure 4.11 Comparison of the spanwise pressure distribution at different chord locations between Grid IV, Grid II and Grid 

V at α= 18°. 
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Figure 4.12 Mean axial velocity contours and velocity vectors for Grids IV, II and V at α= 18°. 

4.8.3 Domain Size Study of the VFE-2 Configuration 

A domain size study was conducted for Grid II for domains of size 10c, 20c and 40c at α= 13°. 

The details of each domain are presented in Table 4.12. 

Table 4.12 Specifications of Grid II, VI and VII of the VFE-2 Configuration. 

 Grid II Grid VI Grid VII 

Face Sizing [m]                                                      0.225 

Number of wing 

surface elements 

56,456 56,456 56,456 

Total Number of 

Elements 

9,540,829 8,786,838 9,540,829 

Total Number of 

Nodes 

2,489,763 2,339,262 2,489,763 

Run Time (16 cores) 

[h:min:s] 

30:12:27 26:34:45 27:01:36 

Convergence 1x10-5 1x10-5 1x10-5 

Domain Size [c] 20 10 40 

 

The forces obtained from CFD can be found in Table 4.13 and lie within the asymptotic range 

of convergence (Figure 4.13) with GCI study results shown in Table 4.14. It can be seen that 



96 
 

the grids did converge for the normal force and pitching moment, but not the axial force (see 

also Table 4.14). Here, the relative error was calculated to be 6.5%, which was concluded to 

be acceptable. A comparison of the spanwise pressure distribution and mean velocity contour 

plots (Figure 4.14 and Figure 4.15) shows no significant difference between the different 

domain sizes. It was therefore concluded that a 20cr domain will suffice for this investigation. 

Table 4.13 Aerodynamic loads obtained for Grids II, VI and VII at α= 18°. 

 Normal Force [N] Axial Force [N] Moment [Nm] 

Grid VI 25.6544 -0.144186 6.70577 

Grid II 25.7097 -0.142593 6.72154 

Grid VII 25.7429 -0.152451 6.73543 

 

Table 4.14 GCI obtained for Grids II, VI and VII. 

 𝐺𝐶𝐼12 𝐺𝐶𝐼23 Convergence 

Check 

Order of 

Convergence 

p 

95% Interval Estimate of 

exact 

solution 
Lower 

bound 

Upper 

bound 

Pitching 

Moment 

2.167% 1.905% 1.002 0.183 6.607 6.864 6.838 

Normal 

Force 

0.404% 0.242% 1.001 0.736 25.5586 25.681 25.793 

Axial 

Force 

0.269% 1.558% 0.028 2.63 -0.1501 -0.1548 -0.1544 
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Figure 4.13 Richardson Extrapolation and numerical results for Grids II, VI and VII. 
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Figure 4.14 Comparison of the spanwise pressure distribution at different chord locations between grids Grid II, Grid VI and 

Grid VII at α= 18°. 
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Figure 4.15 Mean axial velocity contours and velocity vectors for Grids II, VI and VII at α= 18°. 

4.9 Grid Convergence Study on the B05 3.4% configuration at M= 0.1, Re=750,000 

and α= 13° 

Similar as to the GCI study for the VFE-2 configuration a mesh study was conducted for the 

B05 3.4% thick wing at test conditions (M=0.1, Re=750,000 and α=13°). These were the wind 

tunnel test conditions at UWE Bristol. A separate mesh study was necessary as the 

configurations were simulated not including a sting mount. This in combination with the 

different speed could have an effect on mesh convergence and therefore a separate mesh study 

was required. In contrast to the VFE-2 GCI study, a domain study was not conducted for the 

B05 configuration as the subtle changes in geometry between the configurations were not 

assumed to necessitate a large change in size of computational domain. 

If it was found that a similar grid arrangement could be applied to cases where there is just a 

change in spanwise thickness than this could save computational time as the biconvex 

configurations also vary in spanwise thickness. If it was shown that a slight change in geometry 

has an impact on the mesh refinement region than this could yield information about the 

importance of different flow properties on the flow physics of delta wing configurations and 

would provide useful guidance on improved meshing techniques. 

 

4.9.1 Surface Refinement Study on the B05 3.4% Configuration  

The study on different surface refinement levels is discussed in the following paragraph. Three 

different maximum face sizings were applied (0.225m, 0.15m and 0.1m). The details of the 

grids as well as the GCI can be found in Table 4.15 and Table 4.17. The mesh metrics are 

shown in Table 4.16. Opposed to the VFE-2 configuration not all mesh metrics are improving. 

Skewness worsens with increase in surface refinement though only marginally. 
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All three grids reached the convergence criteria of 1 × 10−6, with the normal force and pitching 

moment lying in the asymptotic range of convergence (Figure 4.16). 

Table 4.15 Specifications of Grids I, II and III of the B05 Configuration. 

 Grid I Grid II Grid III 

Face Sizing [m] 0.343125 0.225 0.1475 

Number of wing 

surface elements 

20,163 43,217 93,168 

Total Number of 

Elements 

7,572,738 8,835,881 15,646,197 

Total Number of 

Nodes 

1,605,491 2,170,559 4,079,234 

Run Time (16 cores) 

[h:min:s] 

14:31:37 39:59:27 61:00:16 

Convergence 1e-6 1e-6 1e-6 

 coarse medium fine 

 

Table 4.16 Surface Refinement Mesh Metrics for Grid I, Grid II and Grid III of the B05 Configuration. 

 Grid I Grid II Grid III 

Mean Orthogonal Quality 0.787 0.788 0.788 

Mean Skewness 0.277 0.277 0.279 

Mean Aspect Ratio 6.867 8.153 8.897 
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Table 4.17 Aerodynamic loads obtained for Grids I, II and III at α= 18°. 

 Normal Force [N] Axial Force [N] Moment [Nm] 

Grid I 22.813 0.120 6.414 

Grid II 22.990 0.117 6.398 

Grid III 23.087 0.098 6.330 

 

The convergence check in Table 4.18 shows that for both forces and moment the values were 

close to unity indicating good grid convergence. The relative error for the axial force was 

around 10% despite the good convergence check value, again showcasing that the surface mesh 

primarily affects the prediction of the axial force component. This was due to it being two 

orders of magnitude smaller than the normal force and one order of magnitude smaller than the 

pitching moment, thus, being more sensitive to changes in discretisation. 

Table 4.18 GCI obtained for Grids I, II and III. 

 𝐺𝐶𝐼12 𝐺𝐶𝐼23 Convergence 

Check 

Order of 

Convergence 

p 

95% Interval Estimate of 

exact 

solution 
Lower 

bound 

Upper 

bound 

Pitching 

Moment 

0.094% 0.408 % 1.008 3.607 6.304 6.355 6.309 

Normal 

Force 

0.81 % 0.354% 1.005 1.948 22.627 23.0 23.152 

Axial 

Force 

1.066% 6.159% 0.036 3.897 0.094 0.103 0.093 

 

Table 4.18 and the Richardson extrapolate plots in Figure 4.16 show that Grid II is within the 

asymptotic region of the solution for normal force and pitching moment but not for the axial 

force. Examining the spanwise pressure distribution as well as the mean velocity contour plots 

(Figure 4.17 and Figure 4.18) showed further that the grids converged. 
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Figure 4.16 Richardson Extrapolation and numerical results for Grids I, II and III. 
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Figure 4.17 Comparison of the spanwise pressure distribution at different chord locations for different surface refinement 

levels at M=0.1, Re= 750,000 and α= 13°. 
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Figure 4.18 Mean axial velocity contours and velocity vectors for Grids I, II and III at α= 13°. 

4.9.2 Impact of Element Size within the Body of Influence on the B05 3.4% Configuration 

As for the VFE-2 an additional study was carried out for the element size within the Body of 

Influence (BOI). Here, Grid II served as the benchmark grid based on which a finer (Grid IV) 

and a coarser grid (Grid V) were generated. All aerodynamic loads lie in the asymptotic range 

of convergence (Figure 4.19) and the details of each grid as well as the convergence level and 

run time can be found in Table 4.19 with the mesh metrics shown in Table 4.20 and the results 

for the force component and pitching moment shown in Table 4.21. 
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Table 4.19 Specifications of Grid II, IV and V of the B05 configuration. 

 Grid IV Grid II Grid V 

Face Sizing [m] 0.225 

BOI Element Sizing 

[m] 

8 × 10−3 1 × 10−2 1.135 × 10−2 

Number of wing 

surface elements 

43,217 

Total Number of 

Elements 

14,078,001 8,835,881 6,269,539 

Total Number of 

Nodes 

3,053,774 2,170,559 1,737,695 

Run Time (16 cores) 

[h:min:s] 

49:34:29 39:59:27 24:40:16 

Convergence 1 × 10−6 1 × 10−6 1 × 10−6 

 coarse medium fine 

 

Table 4.20 BOI Element Size Mesh Metrics for Grid IV, Grid II and Grid V of the B05 Configuration. 

 Grid IV Grid II Grid V 

Mean Orthogonal Quality 0.791 0.788 0.784 

Mean Skewness 0.277 0.277 0.278 

Mean Aspect Ratio 5.801 8.153 11.1 
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Table 4.21 Aerodynamic loads obtained for Grid IV, II and V at α= 18° of the B05 configuration. 

 Normal Force [N] Axial Force [N] Moment [Nm] 

Grid IV 23.003 0.102969 6.398 

Grid II 22.990 0.116584 6.393 

Grid V 22.892 0.116467 6.371 

 

From Table 4.22 can be seen that grid convergence was not achieved for pitching moment and 

normal force, but only for the axial force component. A finer mesh would result in a grid with 

over 25 million elements, which was outside the limits of the computers at the University of 

the West of England Bristol. It was therefore decided to use Grid II as this was the best option 

considering computational limitations and time restrictions. The findings of the grid 

convergence study give an error estimate which was considered in the evaluation of the results 

as well as in the comparison with the experimental data. 

Table 4.22 GCI obtained for Grid IV, II and V of the B05 configuration. 

 𝐺𝐶𝐼12 𝐺𝐶𝐼23 Convergence 

Check 

Order of 

Convergence 

p 

95% Interval Estimate of 

exact 

solution 
Lower 

bound 

Upper 

bound 

Pitching 

Moment 

0.036% 0.144% 0.064 5.222 6.362 6.380 6.364 

Normal 

Force 

0.011% 0.082% 0.018 7.695 22.874 22.911 22.877 

Axial 

Force 

0.127% 0.001% 0.999 18.13 0.1165 0.1165 0.1165 

 

The results for the aerodynamic forces and moment for each grid and the Richardson 

extrapolate are shown in Figure 4.19 showcasing that the results for axial and normal force as 

well as pitching moment were in the asymptotic range. However, to get a more detailed 

understanding on how the resolution of the BOI influences the flow physics the surface 

pressure coefficient as well as the contours of the mean axial force component were compared 

for each grid. 



107 
 

 

Figure 4.19 Richardson Extrapolation and numerical results for Grid IV, II and V. 

The surface pressure distribution and the axial force contour plots are shown in Figure 4.20 

and Figure 4.21. It can be seen that the difference in pressure distribution is greatest towards 

the apex. Here, a pattern cannot be determined. The coarsest and the finest grids were very 

similar at x/c=0.2 but after that the medium and finest meshes predicted a similar pressure 

distribution. Also, no significant difference could be found between grids regarding the 

normalised axial velocity component. This justified the use of Grid II for the remainder of the 

study. It could also be shown that surface refinement as well as the element size around the 

wing had a significant impact on the surface pressure distribution especially near the apex. 

However, it was found that the element quality was more sensitive to the surface meshing as 

the elements of poorer quality were found close to the wing’s leading and trailing edge. It is 
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therefore recommended to prioritise surface meshing when generating grids for the 

investigation of vortical flow around delta wing configurations. 
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Figure 4.20 Comparison of the spanwise pressure distribution at different chord locations for different BOI element size at 

M=0.1, Re= 750,000 and α= 13°. 
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Figure 4.21 Mean axial velocity contours and velocity vectors for Grid V, II and IV at α= 13°. 

 

4.10 Conclusion Chapter 4: Grid Refinement Study 

From the grid refinement study, it was concluded that surface resolution is of major importance 

for the prediction of vortical flows. This was especially true with regards to the axial force 

component, which plays a major role in LEV prediction, as it determines the suction force 

generated by the vortices, which plays a major role in vortex lift prediction. It can further be 

seen that the surface pressure distribution was affected by surface grid refinement, resulting in 

different magnitudes in the pressure peaks, especially near the apex. This in particular is 

important as the initial vortex development affects the vortex behaviour further downstream, 

thus, its correct modelling is crucial. However, a very fine surface mesh results in a drastic 

increase in overall element count, increasing computational time significantly. Therefore, it is 

not always feasible to conduct numerical simulations on a high-resolution grid and 

compromises have to be made. 

Further it has been found that the element size surrounding the area close to the wing had an 

impact on the aerodynamic characteristics predicted. However, the effect was less than for the 

surface refinement. This is shown in Figure 4.22 based on the example of the B05 3.4% 

configuration. Here the difference in spanwise pressure distribution are depicted for different 

areas of grid refinement.  
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Figure 4.22 Comparison of the effect of surface grid refinement and grid size in the close proximity of the wing on the spanwise 

pressure distribution at different chord positions at α=13° for the B05 3.4% configuration at M=0.1 and Re= 750,000. 

The major differences were found near the apex and diminished further downstream. This was 

in particular true for the clean configuration, whereas barely any differences were noted for the 

VFE-2 configuration with sting. There are multiple reasons as the VFE-2 included a sting and 
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was tested at different Reynolds number and angle of attack. Thus, no definite conclusions 

could be drawn and the investigation of different grids also lay outside the scope and 

computational power of this project. 

From the above can be concluded, that a high-quality mesh requires an initial knowledge of the 

expected flow physics in order to adapt the grid in these regions accordingly. Grid adaption 

algorithms appear to be a solution but have not been implemented as standard features in most 

meshing codes.  

Another finding of the grid refinement study was that domain size only has little impact on the 

results obtained, despite the axial force still being a more sensitive parameter. Surface 

refinement should be given priority when generating a computational grid as it has more impact 

than a fine grid in the vicinity of the configuration. 

Generally, it was shown that evaluating the convergence of a run was difficult and depended 

on the variables considered. However, it should be ensured that every required variable was 

captured to a chosen accuracy.  

Surface refinement and change in the element size within the BOI were found to increase the 

total number of elements drastically, which results in a trade-off between accuracy and 

computational costs. The GCI for the surface grid converged for both configurations whereas 

the element size of the BOI did not. However, it was found that this was more due to relative 

effects rather than due to a complete misprediction of the flow structure. Considering the 

limitations of computational resources at the University of the West of England it was decided 

to use Grid II as it showed the best compromise between accuracy and computational time. The 

mesh settings of Grid II as well as the general mesh settings of this project are summarised in 

Table 4.23 and Table 4.24. 

Table 4.23 Final grid parameters based on the Grid Convergence Study. 

Max Face Sizing [m] 2.25x10-3 

Max. Element Size BOI [m] 1x10-2 

Growth Rate BOI 1.125 

Domain size 20c 
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Table 4.24 Specifications of the final grid. 

Domain Size in root chord length c 20 c 

1st Layer Height 2 x10-5 m 

Growth Rate of Prismatic Layers 1.1 

Number of Prismatic Layers 45 

Total Height 0.0113 m 

Maximum 𝑦+ 2.12 

Mean 𝑦+ 1 

Growth rate of Body of Influence 1.125 

Number of Elements 9,704,007 

Wing Surface Elements 48,898 

 

Table 4.25 shows the summary of the mesh quality criteria mentioned earlier. It can be seen 

that apart from the orthogonal quality the grid was of good condition. The elements with an 

orthogonal quality below 0.15 (0.18% of all elements) are depicted in Figure 4.23. They are 

dependent on the face area of the element as well as on the distance between cell centroid and 

face and the distance between the centroid of the cell and the centroid of the neighbouring cell. 

As can be seen from Figure 4.23 the elements with poor quality were located along the leading 

and trailing edge of the configuration. In order to improve quality either the face sizing would 

have need reducing or the first layer height increasing. The former was not possible due to the 

restriction in computational memory and the latter would have resulted in an increase in 𝑦+ 

which would also not be recommended. 

Table 4.25 Summary of the mesh quality of the final grid. 

Criterion Min Max Average 

Orthogonal Quality  1.1131x10-2 0.99898 0.79505 

Skewness 2.4368x10-4 0.80301 0.20277 

Aspect Ratio 1.1648 673.54 11.522 
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Figure 4.23 Elements with orthogonal quality < 0.15. 

 

4.11 Turbulence Model Study on the VFE-2 Configuration comparing the k-ω SST 

model and the Linear Pressure Strain Reynolds Stress Model 

Additional to the grid refinement study a turbulence model study was conducted using the SST 

model and the linear pressure strain RSM. An RSM was chosen as vortex dominated external 

flows experience shear forces where the vortex re-attaches. By modelling the stress terms 

directly, it was hoped that the vortex could be captured more accurately than with the 

turbulence models which are based on the Boussinesq assumption. 

The RSM chosen was the linear pressure strain model which is based on the dissipation rate of 

the turbulence kinetic energy ε. Though turbulence models based on the specific dissipation 

rate (ω) have been proven to be more appropriate for flows with adverse pressure gradient, free 

shear flows and separated flows, it was decided to use the ε-based model as it has an additional 

pressure-strain term (Argyroppulos and Markatos, 2015). This additional term is the wall-

reflection term, responsible for the redistribution of the normal stresses near the wall. Its 

characteristic is to dampen the normal stress perpendicular to the wall whilst enhancing the 

stresses parallel to the wall (FLUENT, 2009). It was thought that this term could provide a 

more accurate solution as the vortex re-attaches and separates a couple of times, which could 

be interpreted as a reflection at the wall. 
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To evaluate the vortical flow different flow visualisation techniques can be used, one of them 

being the normalised Q-criterion developed for incompressible flows (Martins et al., 2016) and 

is shown in Figure 4.24 at different chord locations (x/c= 0.2, 0.4, 0.6, 0.8 and 0.95). The 

normalised Q criterion was used and plotted for values >= 1 as this allows for the identification 

of the vortex boundary as suggested by Kamkar et al. (2011). It can be seen from Figure 4.25 

that both turbulence models predicted a similar vortex in location and shape. The vortex 

predicted by the RSM, however, maintained its strength until the trailing edge whereas the 

vortex predicted with the SST turbulence model experienced a reduction in strength at 

x/c=0.95. The location of the LEV appeared to be the same for both turbulence models but 

needed to be confirmed by investigating the spanwise Cp distribution. However, conclusions 

regarding vortex strength and position cannot solely be based on surface pressure distribution 

and Q-criterion, therefore, also the mean velocity contours at different chord positions as well 

as the wall shear surface streamlines were examined. 

 

Figure 4.24 Normalised Q-Criterion for different turbulence models on the VFE-2 configuration at α= 18° and M=0.07. 

The surface streamlines for both turbulence models are depicted in Figure 4.25. Again, a 

difference between the turbulence models was noticed downstream. The SST model seemed to 
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produce a multiple vortex structure indicated by the pooling of the streamlines at multiple 

locations within the primary vortex re-attachment line. Figure 4.26 shows the surface Cp 

contours. Again, both turbulence models seem to predict similar flow physics until close to the 

tip region (approximately x/c= 0.98). Here, the SST model predicted lower Cp values than the 

RSM.  

 

Figure 4.25 left: Surface Shear Streamlines of the RSM and SST model. 
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Figure 4.26 Surface Cp comparison M= 0.07 and Re= 1 million at α= 18°. 

The experimental data provided by Furman and Breitsamter (2007) generated at TU Munich 

was used to compare the numerical results with those from experiments. It can be seen from 

Figure 4.27 that the surface streamlines of the experiment appear similar apart from near the 

tip. Here, some form of re-circulation seems to be occurring for the experimental results, which 

are not as pronounced in the numerical solution. 
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Figure 4.27 Surface Streamline comparison between experiments conducted by TU Munich and CFD SST and RSM (Furman 

and Breitsamter, 2007). 

A comparison of the Cp between the numerical and experimental results (TUM) was done at 

the different chordwise locations mentioned above and are shown in Figure 4.28. It is clear that 

irrespective of turbulence model choice the numerical results did not match the experimental 

data apart from x/c= 0.2. The discrepancies between experiment and computational results 

increased with downstream location. The experimental results predicted the Cp suction peak to 

be further outboard and stronger. The SST model predicted a similar position of the suction 

peak as the RSM. The suction predicted by the RSM is similar to that of the SST model apart 

from x/c=0.2, where there was a significant difference between RSM and SST model. 

Generally, it appeared that the RSM did not predict the occurrence of a secondary vortex near 

the surface as there was no surface pressure decrease. However, the Q-criterion plots indicated 

a presence of a secondary vortex. It was concluded that the secondary vortex maybe offset from 

the surface, thus, no trace could be found in the Cp plots. 
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Figure 4.28 Comparison of the spanwise pressure distribution at different chord locations between the SST model, the RSM 

and experimental data from TUM at α= 18°. 
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Figure 4.29 shows the difference between the numerical results and the experiment regarding 

the mean axial velocity distribution at different chord locations. It can be seen that the RSM 

matched the experimental data better than the SST model close to the trailing-edge (x/c=0.8 

and x/c=0.95). However, the numerical results still under predicted the axial velocity close to 

the trailing edge. Also, the location of the vortex core was further offset from the wing’s surface 

for the experimental data. The vortex core was predicted bigger for the numerical solution and 

also showed an elliptical shape opposed to a circular shape as predicted by TUM. It can also 

be seen, due to the reduction in axial core velocity, that the numerical results predicted VBD. 

The SST predicted this already at x/c=0.8 whereas the RSM predicted the onset further 

downstream at x/c=0.95. 

 

Figure 4.29 Comparison of axial velocity contours and velocity vectors of different turbulence models with experimental 

results from TUM. 

Overall, it was found that the RSM model seemed to predict most of the LEV features better 

than the SST model. However, due its robustness and lower computational costs the SST model 

is used in the remainder of the study, despite its inferior performance. Nonetheless, the 

turbulence model study suggested that RSM may be more advantageous regarding the 

prediction of LEVs. If this turns out to be true, then this suggests that the correct prediction of 

the surface shear is essential in capturing the flow physics of vortices. Further studies on this 

are recommended for future research but are not covered in this study. 

 

4.12 Conclusion Chapter 4: Turbulence Model Study 

Based on the mesh study conducted it was found that a mesh of around 9 million elements was 

sufficient for the current investigation, though additional studies with higher number of surface 
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elements are recommended as it was found that the axial force was not converging within the 

three grids used. However, due to limitations in available computational power and a limited 

angle of attack range (0° to 18°) a grid of 9 million elements was deemed sufficient. A 

turbulence model study using the RSM (Linear Pressure Strain model) and eddy viscosity 

model (SST) was conducted and compared against experimental data obtained by TUM. It was 

found that the RSM was giving promising results, which compared better to those of the 

experiments. As the simulations were only conducted at α= 18°, due to the detailed 

experimental data only being available at this particular angle, results cannot be extrapolated 

to lower angles. Further numerical and experimental studies over a wider range of incidences 

are required to draw conclusions on the overall impact of turbulence model choice on flight 

predictions of delta wing bodies.  

For the purpose of this study the SST turbulence model with low Re and curvature corrections 

was chosen as it is known to provide good results for external aerodynamic cases, where flow 

is fully turbulent and is also one of the more popular turbulence models used in industry. A 

mesh study conducted on the B05 3.4% thick wing at test conditions of this study showed that 

the settings for the VFE-2 configuration with sting mount were still within the asymptotic range 

of convergence. 

Comparison between the experimental findings and CFD would suggest that the modelling 

method was not suitable, however, the comparison between numerical and experimental data 

was conducted at an angle of attack where VBD occured. Experimental data for lower angles 

would be necessary to make a definite conclusion. Therefore, experiments at the UWE wind 

tunnel were conducted for the 3.4% thick VFE-2 and VST configuration as well as the 12% 

thick biconvex configurations. 
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 Chapter 5 CFD Validation by Wind Tunnel Measurements 

The CFD simulations were validated by performing experimental tests in the subsonic wind 

tunnel of the University of the West of England (UWE) Bristol. A limited number of 

configurations were used, namely, VFE-2, VST (t/c=3.4%) and two biconvex configurations, 

both of 12% thickness and with maximum thickness locations at 30% and 50%, referred to as 

B03 and B05. The VFE-2 was used to validate not only the CFD but also the wind tunnel as 

the data could be compared to the experimental findings at ONERA during AVT-113. 

 

5.1 Wind Tunnel Specifications 

The wind tunnel tests were conducted by the author in the high-speed section of the subsonic 

wind tunnel at the University of the West of England, Bristol. The wind tunnel (Figure 5.1) is 

a Gottingen-type closed loop single air return tunnel with a contraction ratio of 3.9:1. The 

tunnel has an octagonally shaped test section of width 2.14 m, and height 1.53 m. It can run 

speeds up to 50 m/s or Mach 0.148.  

 

Figure 5.1 Sketch of the UWE subsonic wind tunnel with high and low speed sections with maximum speed of v=50m/s. 

M=0.148 (for empty tunnel) and circuit length of 45m. 
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The UWE wind tunnel uses an external roof balance system of strut type to record load values. 

The struts transmit the model loads down into a system of linkages that separates them into 

their six components. Strain gauges are used which return a voltage which can then be 

converted into a force. 

The load ranges can be seen in Table 5.1 below and lie within an accuracy of +/- 0.2N. 

Table 5.1 Load ranges of the UWE Wind Tunnel (Tuling and Kanaa, 2017). 

Component Range [N, Nm] Uncertainty [N, Nm] 

Lift ± 450 0.5 

Pitching Moment ± 30 0.044 

Drag +80, -150 0.17 (+), 0.28 (-) 

 

The uncertainties of the instruments used to measure pressure, temperature and angle of attack 

are listed in Table 5.2 (Tuling and Kanaa, 2017). 

 

Table 5.2 Uncertainties of the UWE subsonic test section instruments excluding the overhead balance (Tuling and Kanaa, 

2017). 

Instrument Uncertainty Units  

Dynamic Pressure 2.0 Pa 

Static Pressure 100 Pa 

Static Temperature 0.4 K 

Angle of Attack 0.03 degrees 

 

5.2 Wind Tunnel Test Conditions 

The wind tunnel tests were conducted at 34 m/s yielding a Reynolds Number of 750,000, based 

on the mean aerodynamic chord. This was chosen so as to compare the results with AVT-113’s 

VFE-2 configuration. The angle of attack ranged from -10° to 20° and was increased in steps 

of 1° with a measurement uncertainty of ± 0.03°. It was measured using a high-resolution 

inclinometer. The wind-off zero and the wind-on first point were repeated at the end of the run 
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as suggested by Rae and Pope (1984). The turbulence intensity in the test sections is 0.8% and 

was determined by Ackerman (2005) using a sphere and the methods described by Phoreman 

et al. (2000). 

 

5.3 Wind Tunnel Test Rig Design 

For the wind tunnel experiments a rig and model mount needed to be designed as the current 

mounting system was not suitable for the delta wing configurations. The candidate rig designs 

and the detailed calculations done to arrive at the final mounting system can be found in 

Appendix A.4.1. to A.4.3. The final wind tunnel rig and mounting system is depicted in Figures 

5.2 and 5.3. Care was taken when designing the rig allowing for adjustments in width, sting 

location and position, whilst trying to minimise interference with the flow. 
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Figure 5.2 Geometry of the wind tunnel rig for the delta wing experiments with units provided in mm. 
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Figure 5.3 Geometry of the wind tunnel model mounts for the delta wing experiments in mm. Shown for the VST configuration 

as the mounts are the same in size for all configurations. 

 

5.4 Use of statistics in Wind Tunnel testing 

Wind tunnel data can be considered valid if it can be reproduced or consistently compared with 

other tunnels. This makes it necessary to determine the quality of the flow data which rquires 

a detailed calibration process in which flow features and uncertainties are determined (Yen and 

Braeuchle, 2000). Additionally, the experimental results need to be statistically analysed using 

an ISO standard uncertainty method (ISO 21748:2017) where the confidence level needs to be 

95% or above. This method is an AMSE/ANSI Standard which recommends that uncertainties 

can be divided into two components; systematic bias (𝐵𝑗) and random precision (𝑃𝑗) (Yen and 

Braeuchle, 2000). Accuracy measures how close the measured value is to the actual (true) value 

and precision is defined as how close the measured values are to each other (ASTM 

International). Therefore, bias can also be related to repeatability of the experiment. 

Next to calculating the bias and the precision, outliers in the measured dataset need to be 

detected and for the calculation of the aerodynamic forces acting on the wing linear regression 

had to be used. This is detailed in Appendix A.4.4 to A.4.9. 
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5.5 Wind Tunnel Calibrations 

Before the experiments could be conducted different systems of the wind tunnel needed to be 

calibrated. This included the inclinometer, responsible for measuring the angle of attack, and 

the wind tunnel balance as well as the E-rig. The process of calibration is described in the 

following sections. 

5.5.1 Calibration of the Inclinometer 

The inclinometer, responsible for measuring the angle of attack, was positioned on a separate 

mount close to the threaded bar of the E-rig as shown in Figure 5.4. It was calibrated using a 

spirit level inclinometer which was positioned on top of the mounting block. This way the spirit 

level inclinometer could be set to the desired angle of attack and the voltage given by the 

transducer (DAS-30-A) could be read out. Using regression analysis, the relationship between 

voltage and angle of attack was established and fed into the numerical data system of the wind 

tunnel. The values of the curvefit coefficients of the calibration as well the standard deviation 

and uncertainty of the DAS-30-A inclinometer can be found in Table 5.3 

 

Figure 5.4 Drawing of the final E-rig design mounted in the wind tunnel including model and inclinometer. 
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Table 5.3 Inclinometer calibration curvefit coefficients, standard deviation and uncertainty. 

𝐶0 -34.708 

𝐶1 13.611 

𝐶2 0.168 

Standard Deviation of Residuals 0.0187° 

Uncertainty 0.0375° 

 

5.5.2 Calibration of the Balance and the E-Rig 

Before testing, the wind tunnel balance system needed to be calibrated. First a testing rig was 

installed with zero angle of attack. At the end of it masses were mounted ranging from 0.5 kg 

to 5 kg in steps of 0.5 kg. For each mass the output voltage of the balance system was noted. 

The theoretical forces were then calculated multiplying the mass with the local acceleration 

due to gravity (9.811395 ms-2). Based on this the theoretical normal force was calculated and 

mapped against the output voltage. Using linear regression, a function linking output voltage 

to force could be found. This was then be entered into the wind tunnel computer system.  

After this, the E-rig was installed and a check calibration was done by repeating the test 

described above. This time the output values of the computer system were compared to the 

theoretical values, a match of values confirmed that the balance and the E-rig were working 

correctly.  

Next, the pitching moment needed to be checked for accuracy. In opposition to the forces, the 

pitching moment was not measured via the struts but the wire attached to the end of the 

mounting sting. It was found that the readings were very sensitive to the attachment position 

of the wire to the balance system. This is because a change in angle of the balance results in a 

change in angle between sting and wire. Preferably, the wire should be perpendicular to the 

balance at all times. But due to its limited stiffness this is not the case. A solution for this would 

be to use a rod with greater diameter, however, this would also add additional drag to the overall 

system and was thus ruled out.  

A final check calibration was done by a wind-off tare test. For each angle of attack it is 

necessary to take both wind-off (tare) and wind-on readings. Preferably, first a wind-off reading 

is taken at a certain angle of attack and then a wind-on reading is taken for the same angle of 
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attack. As this is often very time-consuming wind-off readings can be taken all at once before 

taking all wind-on readings (Simpson, 2011). This is done as most models do not have their 

centre of gravity located on their hinge-point. When the model changes its incidence angle, the 

centre of gravity of the model changes relative to its hinge point, resulting in a change in 

pitching moment. Also, forces are slightly affected by this change, but can be accounted for 

during tare-runs by subtracting it from the wind-on results (Broughton, 1999). 

 

5.6 Experimental test conduction 

As mentioned in the wind tunnel specifications and test conditions sections (5.2 and 5.3), the 

experimental tests were conducted at the UWE wind tunnel which has a 5’ high by 7’ ft wide 

octagonal test section. The loads were measured using the overhead balance and the models 

were sting mounted using an E-type rig attached to the overhead balance via two struts. The 

angle of attack was measured using a DAS-30 inclinometer at the base of the sting of the rig. 

The VFE2 model as mounted in the test section is shown in Figure 5.5. 

 

Figure 5.5 Looking down on the arrangement of the experimental rig in the wind tunnel at UWE Bristol showing the VFE-2 

delta wing test model, and parts of the E-rig and strut support. 



130 
 

The net aerodynamic loads were obtained by removing the effects of struts, E-rig and model 

base pressure drag using a separate air-on run for a slender body dummy model with the same 

base area, performed at the same dynamic pressure as the model configuration. This yields the 

following equations for the aerodynamic load calculation (with a more detailed discussion in 

Appendix A.4.10.): 

 

𝐹𝑊𝑖𝑛𝑔𝐶𝑙𝑒𝑎𝑛
= 𝐹𝑉𝐹𝐸−2 − 𝐹𝑊𝑖𝑛𝑔𝑇𝑎𝑟𝑒

− 𝐹𝐷𝑢𝑚𝑚𝑦 − 𝐹𝐷𝑢𝑚𝑚𝑦𝑇𝑎𝑟𝑒
 

 

(5.1)  

 

During the tare or air-off runs neither lift nor drag is produced but solely a moment due to the 

shift in centre of gravity with increased angle of attack. Hence, Equation (5.1) becomes 

 

𝐹𝑊𝑖𝑛𝑔𝐶𝑙𝑒𝑎𝑛
= 𝐹𝑉𝐹𝐸−2 − 𝐹𝐷𝑢𝑚𝑚𝑦 

 

(5.2)  

 

 

 

𝑀𝑊𝑖𝑛𝑔𝐶𝑙𝑒𝑎𝑛
= 𝑀𝑉𝐹𝐸−2 − 𝑀𝑊𝑖𝑛𝑔𝑇𝑎𝑟𝑒

− 𝑀𝐷𝑢𝑚𝑚𝑦 − 𝑀𝐷𝑢𝑚𝑚𝑦𝑇𝑎𝑟𝑒
 

 

(5.3)  

 

The data were collected as a steady state behaviour by averaging the 1 kHz data of the DAS-

30 inclinometer for two seconds. The VFE-2 dummy tare model used the same forebody as the 

centrebody of the VFE-2 model. The VFE-2 sting aftbody was extended for a distance of 0.65 

root chords. Repeatability of the runs in upright and inverted positions was ensured and is 

covered in Appendices A.5.10. and A.5.11. 

The root chord of all configurations was 0.49 m, identical to the VFE-2 model used by Leroy 

et al. (2007). This equates to 75% of the root chord used by Chu and Luckring (1996). 

The loads were converted to coefficients using the planform as the reference area and the mean 

aerodynamic chord as the reference length as was done by previous studies on the configuration 

by LeRoy et al. (2007). The formulae are detailed in Appendix A.4.12. 

The uncertainties of the experimental data were estimated using the method of Küchemann 

(1972) and are detailed in Appendix A.4.15 together with a detailed explanation on the wind 

tunnel data reductions. 

The maximum uncertainties are listed in Table 5.4. 
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Table 5.4 Maximum uncertainties of the wind tunnel aerodynamic coefficients. 

Parameter Description Uncertainty 

𝐶𝐿 Lift coefficient 0.0064 

𝐶𝐷 Drag coefficient 0.0022 

𝐶𝑚 Pitching moment coefficient 0.0036 

 

The data were corrected for flow angularity by performing upright and inverted runs for each 

configuration (Appendix A. 4.7). Flow angularity is a non-uniformity of the flow within the 

wind tunnel and is defined as the angle between the wind tunnel centreline and the local 

velocity vector (Ljungskog et al., 2019). The two runs were plotted on the same graph and 

should overlay each other in absence of flow angularity. The corrections applied to α are equal 

to half of the angle offset between the curves at CL = 0 (Barlow et al., 1999). The upwash angle 

αup for the different configurations is shown in Table 5.5 and was obtained using step 8 in 

Appendix A.4.15.7. 

Table 5.5 Upwash angle of the different delta wing configurations. 

Configuration Upwash angle 𝛼𝑢𝑝 

VFE-2 -0.08971° 

VST 0.15502° 

B03 0.28143° 

B05 0.45814° 

 

The measured drag also needs correction, as the lift vector is non-orthogonal to the flow 

direction, meaning a small component of measured lift is actually drag. The additive correction 

to the drag coefficient to the upright model is defined by Barlow (1999) as: 

 
∆𝐶𝐷 = 𝐶𝐿 × 𝑡𝑎𝑛(𝛼𝑢𝑝) 

 

(5.4)  

 

No other corrections were applied to enable comparison with LeRoy et al. (2007). The only 

corrections missing are the blockage corrections. For the purpose of completeness, they are 

mentioned in Appendix A.4.13. 
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The tests were performed in three test entries allowing repeatability to be assessed across test 

entries. The VST configuration was used for this during the test campaign. The lift, drag and 

pitching moment coefficients repeated to within 1.5 times the uncertainties quoted in Table 5.4. 

 

5.7 Comparison of the CFD results with the experimental data 

The CFD predictions of this study using the SST turbulence model are compared with the 

experimental test data for each configuration in Figure 5.5 to Figure 5.9. The results for the 

VFE-2 configuration compared well with the wind tunnel tests conducted by ONERA, though 

the tests at UWE were run at a lower Re. ONERA conducted their tests at Re = 1 million, so 

differences in coefficients were expected. The pitching moment compared well as the 

difference between the ONERA and UWE data is within the uncertainty of the measurement. 

The drag coefficient also compared well as it was also found to be within the uncertainty of the 

measurement. The lift coefficient had a constant offset above and below zero degrees angle of 

attack. However, the lift curve slope values were very close in value. The good comparison 

and replication of the flow features to the ONERA test results gave confidence in the 

experimental setup. 
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Figure 5.6 Comparison of CFD predictions and experimental tests for the lift, drag and pitching moment coefficients for the 

VFE-2 configuration. 

The comparison between the numerical and experimental results for the VFE-2, VST, B03 and 

B05 (Figure 5.6 to Figure 5.9) configurations showed that the numerical simulations were 

predicting the curve slopes well for all configurations. However, they did not predict the change 

in lift curve slope at around zero-degree angle of attack for the VFE-2 and VST configurations, 

yielding a constant offset of 0.07 and 0.06 respectively. 

The lift curve slope of the B03 and B05 configuration were within the uncertainty of the 

experiments. The drag prediction was good for angle of attack below 10 degrees whilst the 

simulations for the B05 configuration were matching very well, with the CFD slightly over-

predicting the drag generation. The drag coefficient of the B03 configuration showed an over-

prediction at an early angle of attack, thus affecting the lift-to-drag (L/D) ratio. 

The pitching moment coefficient was captured well for the VST configuration and B03 at 

negative angle of attack. At positive incidences the pitching moment was over-predicted by the 

numerical simulations for the B03 by up to 0.0198, whilst being under-predicted for the B05 

configuration. The differences here were larger at low angle of attack (up to 0.0116) and 

diminished with increase in incidence. Though the differences may appear large the 
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uncertainties in the CFD calculations have not been accounted for. These arise due to 

discretisation, truncation, iteration and rounding errors. The discretisation error can be 

accounted for using the methods described in Chapter 3.  

The uncertainties due to discretisation error are shown in Table 5.6 and were calculated using 

Equation (4.10) from section 4.6. It can be seen that the uncertainties due to discretisation error 

were larger for the biconvex configurations, which explains the larger difference between the 

tunnel and CFD data. It further shows that the results between experiment and numerical 

simulation were within the uncertainty. 

Table 5.6 Uncertainty in the prediction of the CFD pitching moment coefficient for different configurations. 

Configuration Uncertainty in 𝐶𝑚 due to discretisation 

VFE-2 0.0127 

VST 0.0002 

B03 0.0167 

B05 0.0041 

 

Generally, it is a common issue to predict the pitching moment accurately in CFD (see Boelens, 

2009 and Vallespin et al., 2012). The wind tunnel pitching moment values are extremely 

sensitive to the pressure distribution, which is easily affected by wind tunnel walls and sting 

mounting. Schuette et al. (2012 (c)) concluded that the differences in pitching moment between 

numerical simulations not using a sting mount show differences in pitching moment coefficient 

compared to experimental data. This is however, not due to turbulence model choice (RANS 

vs DES) or steady and unsteady conditions. It was found that the flow oscillations behind the 

sting were influencing change in the pressure in a wide area at the base of the model. It was 

also shown that a high grid density around the leading-edge was required, making the runs 

computationally expensive (Schuette et al., 2012 (c)). 
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Figure 5.7 Comparison of CFD predictions and experimental tests for the lift, drag and pitching moment coefficients for the 

VST configuration. 

 

Figure 5.8 Comparison of CFD predictions and experimental tests for the lift, drag and pitching moment coefficients for the 

B03 configuration. 
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Figure 5.9 Comparison of CFD predictions and experimental tests for the lift, drag and pitching moment coefficients for the 

B05 configuration. 

A comparison of the experimental and numerical data of the normal and axial force components 

for the different configurations is depicted in Figure 5.10 and Figure 5.11. Here, the normal 

and axial force coefficients were plotted against angle of attack. 

For this the experimental data was transformed into its axial and normal force components 

using (Kirby and Kirkpatrick, 1969): 

 

CN = CL cos(α) + CD sin(α) 

 

 (5.5)  

 

 

 

CA = −CL sin(α) + CD cos(α) 

 

 (5.6)  

 

It can be seen in Figure 5.10 that the numerical results under-predicted the forward suction 

generated for all cases. The prediction of the forward suction at zero lift varied with 

configuration, but was predicted to be larger for the numerical simulations. For the B05 

configuration there was a discrepancy of 0.002 between experimental and numerical data, with 

the CFD results predicting a lower axial force component at zero lift. However, this was within 
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the uncertainty of the wind tunnel’s aerodynamic coefficients. Differences in slope at low angle 

of attack can be observed for α< 5°, after that the slope of the axial force coefficient appears to 

have the same gradient for both numerical and experimental results. The numerical simulations 

for the VFE-2 predicted VBD too early compared to the experimental data, whilst the behaviour 

of the VST, B03 and B05 configurations was predicted better with regards to VBD. The 

experimental results for the VST and VFE-2 configuration show rapid changes in slope at low 

angle of attack, which is not observed for the B03 and B05 configurations. The change in slope 

of the wind tunnel data at low angle of attack is also observed for the lift and pitching moment 

coefficient of the VFE-2 in Figure 5.6 and is consistent with the experimental findings at 

ONERA. Here, the effect measured was not as large as for the UWE wind tunnel, which could 

be due to the difference in Re. However, both point to the conclusion that the rapid changes in 

slope at low angle of attack are due to the aerofoil geometry. 

 

Figure 5.10 Comparison of CFD predictions and experimental tests for the axial force component for the four different 

configurations. 

As for the lift coefficient the normal force data of the VFE-2 and VST is offset, whereas that 

of the B05 and B03 configuration is in good agreement. The numerical results captured the 

slope well at higher angle of attack for the VFE-2, VST and B05 configurations, whereas the 
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numerical results predicted a steeper slope for the B03 configuration. At lower incidences the 

slope was much steeper for the experimental results.  

 

Figure 5.11 Comparison of CFD predictions and experimental tests for the normal force component for the four different 

configurations. 

The L/D ratio is plotted against lift coefficient in Figure 5.12. It can be seen that the wind tunnel 

results show a larger L/D ratio especially in the range of moderate incidences. This is due to 

the lower drag values measured in the experimental tests. It can further be seen that the 

maximum L/D ratio for the B03 configuration is very high. This is due to the under-prediction 

of the drag at zero lift CD0
. The same is observed for the VFE-2 configuration. The maximum 

L/D ratio is predicted approximately at the same lift coefficient for numerical and experimental 

results, when not taking into account the outliers. 
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Figure 5.12 Comparison of CFD predictions and experimental tests for the L/D ratio for the four different configurations. 

For the stability of an aircraft, the knowledge of the location of the aerodynamic centre (xac) is 

crucial. To understand the pressure distribution, one refers to the centre of pressure (xcp).  

The former can be determined using (Kirby and Kirkpatrick, 1969) 

 

xac =
∂Cm

∂CN
 

 

 (5.7)  

 

 

And the latter using (Anderson, 2011) 

 
xcp =

M

N
 

 

 (5.8)  

 

Therefore, to evaluate the accuracy between experimental and numerical findings both 

parameters were plotted against the normal force coefficient as depicted in Figure 5.13 for the 

B03 configuration. It can be seen that the wind tunnel data as well as the CFD data are fairly 

noisy. To enable an easier evaluation the pitching moment coefficient and normal force 

coefficient were curve fitted (first order) and centre of pressure and aerodynamic centre were 

recalculated. The raw data plots for both numerical and experimental findings can be found in 

Appendix A.4.14. 
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Figure 5.13 Comparison of CFD predictions and experimental tests for the centre of pressure and aerodynamic centre for the 

B03 configuration (non-dimensionalised with root chord). For each line the set-up shows variation in the angle of attack.  

The results are presented in Figure 5.14 to Figure 5.17 for the different configurations. It can 

be seen there is a difference in the prediction of the centre of pressure between experimental 

and numerical findings, but this difference varies with configuration. The differences in the 

pressure distribution are up to 10% of the root chord length cr. However, these differences are 

at low angle of attack and only observed on the VFE-2 configuration. For the VST the 

difference in xcp position is 5% whereas for the thicker biconvex wings the difference is around 

2%.  

The aerodynamic centre prediction was very good and variation between experimental and 

numerical findings were 0.5% cr. This implies that changes in angle of attack are captured well. 

The kinks in the aerodynamic centre curves were due to VBD, which is pre-maturely predicted 

by the numerical results. Overall, the numerical findings were predicted well compared to the 

experimental data regarding the pressure distribution. Large differences in centre of pressure 

location only occurred at very low incidences. It had been shown earlier that there is a slope 

change occurring at lower angle of attack for the experimental results, which was deemed to 

be due to interferences with the rig. The change in pitching moment with regards to change in 

normal force predicted by CFD was in good agreement with the experimental findings, thus, 

validating the numerical data.  
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Figure 5.14 Comparison of the curve fitted CFD predictions and curve fitted experimental tests for the centre of pressure and 

aerodynamic centre for the VFE-2 configuration. 

 

Figure 5.15 Comparison of the curve fitted CFD predictions and curve fitted experimental tests for the centre of pressure and 

aerodynamic centre for the VST configuration. 
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Figure 5.16 Comparison of the curve fitted CFD predictions and curve fitted experimental tests for the centre of pressure and 

aerodynamic centre for the B03 configuration. 

 

Figure 5.17 Comparison of the curve fitted CFD predictions and curve fitted experimental tests for the centre of pressure and 

aerodynamic centre for the B05 configuration. 

Despite the discrepancies in numerical and experimental data it was shown that the general 

trend was captured; the differences between the VST, B03 and B05 configurations were 

predicted by the numerical simulations. Factors contributing to the differences in coefficients 

were model quality, rig design and interferences on the experimental side; and turbulence 

modelling and grid quality on the numerical side. In order to validate the findings even further 

advanced flow visualisation techniques would have been required. These were not available at 

the facilities of UWE at the time the project was undertaken. However, it was shown that rates 

of change in polar plots with change in maximum thickness location and maximum thickness 
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were sufficiently well predicted. The numerical simulations are, for the purposes of this study, 

which is investigating the trends with thickness and thickness location, considered validated. 

 

5.8 Conclusion Chapter 5 

This chapter detailed the design of the wind tunnel rig and mounting, as well as the design 

considerations for minimising the mounting interference. Furthermore, the statistical analysis 

necessary to ensure repeatability and uncertainty was discussed. It had been shown that the 

tests were repeatable and lay within the uncertainty of the measurement. Wind tunnel 

corrections were reviewed and applied where appropriate.  

The experiments were carried out on four configurations of two different maximum thicknesses 

namely, VFE-2 (t/c=3.4%), VST (t/c=3.4%), B03 (t/c=12%) and B05 (t/c=12%). The number 

of configurations tested were limited by the manufacturing costs and it was assumed that 

validating the thinnest and thickest wings would suffice.  

The experimental data of the VFE-2 was compared to the experimental findings at the ONERA 

L1 wind tunnel by Leroy et al. (2007) and it was shown that the data matched those conducted 

by ONERA well, despite the lower Re. Changes in Re did have an impact on the results and 

particularly the leading-edge suction as shown by Kurun (2008), who compared the VFE-2 

wind tunnel results obtained at ONERA for M=0.13 and Re= 1 × 106 with those obtained at 

TUBITAK-Sage at M=0.2 and Re= 1.5 × 106. 

The experimental findings were then compared to the numerical simulations. It was found that 

the lift data for the VFE-2 and VST was offset, due to the prediction of a different slope at very 

low angle of attack. The drag coefficient was over-predicted for the biconvex configuration at 

moderate angles of attack but was in good agreement at low and high incidences. The pitching 

moment was predicted satisfactorily given that its correct prediction depends on the inclusion 

of the sting modelling. 

Axial and normal forces were predicted well, with the forward suction force being under-

predicted by the numerical simulations. The slope of the normal force coefficient at very low 

incidences was over-predicted by the experiments for all configurations but was predicted well 

for higher angles of attack. Vortex onset and change in flow physics (such as separation bubble 

interaction or VBD) were predicted at similar normal coefficients for the biconvex 



144 
 

configurations. VBD was predicted too early by the numerical simulations especially for the 

VFE-2 and VST configuration. 

The aerodynamic centre and centre of pressure values were predicted within 0.5% and 3% 

accuracy respectively. The differences between numerical and experimental findings at low 

angle of attack for the centre of pressure were found to be high (up to 10%) whereas these 

differences became smaller at higher incidences, showing that the numerical data did predict 

the pressure distribution very well. 

The major differences were found in pitching moment prediction between the numerical 

simulations and the experimental results. It was shown that the discretisation error has a major 

effect on the prediction of the pitching moment. Taking its uncertainties into account resulted 

in a good match between experiment and simulation. Furthermore, it has to be considered that 

errors are arising during numerical prediction such as truncation, iteration and rounding errors. 

Also, turbulence model choice can lead to differences between experiments and simulations. 

These were not accounted for but are sources for errors. 

Despite the discrepancies between the experimental and numerical findings the general trend 

and the differences between configurations were captured. It was shown that even with the 

constant developments in turbulence modelling and higher order methods as well as an increase 

in computational power the current methods are sufficient for making predictions on the 

behaviour of configurations subject to vortical flow. The numerical simulations were thus 

considered validated for the purposes of this study. 

For a further validation and interpretation of the differences between experimental and 

numerical findings more flow features would need to be captured during the experiment. These 

include, surface pressure, PIV, hot wire anemometry and surface flow visualisations. This 

would enable a more thorough comparison between numerical and experimental data, in 

particular at higher incidences, where it has been found that the numerical models predict 

premature VBD. 

As the validation of the numerical results was proven in this chapter, the next chapter evaluates 

the findings for the B03, B05, VFE-2 and VST configuration for the three different thicknesses 

(3.4%, 6% and 12%). Here, the focus will lie on the aerodynamic performance and longitudinal 

stability as well as the flow physics. 
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Chapter 6 CFD Findings and Evaluations 

This chapter deals with the results evaluation of the numerical findings only. First the effect of 

thickness will be investigated, followed by the investigation of the effect of maximum 

thickness location. This is done using the biconvex configurations. Finally, differences between 

span tapered and untapered wings are shown using the VFE-2 and VST configurations. This is 

followed by a discussion of the findings. Conclusions are drawn and presented and suggestions 

regarding further work are made. 

6.1 Configuration Geometries 

The final CFD investigations are carried out on multiple configurations of either different 

profile shape (Figure 6.1) or different spanwise thickness 

Table 6.1 lists the configurations assessed, their thicknesses and maximum thickness locations. 

The thickness was varied for only the biconvex configurations because the VFE-2 

configuration used was the baseline configuration. A schematic of the different profiles and the 

planform are shown in Figure 6.1. The planform design as well as the shape of the profile for 

the VFE-2 configuration were obtained from Chu and Luckring (1996) as discussed in Chapter 

3.  

The baseline configuration VFE-2 was modified by changing its spanwise thickness 

distribution and was named VST. This is resulted in the VST having a thickness of 3.4% of the 

local chord, whereas the VFE-2 has a thickness of 3.4% root chord. 

The same tip taper was applied for the biconvex configurations, which had a maximum 

thickness location at 50% and 30% and were named B05 and B03 respectively. 

In this investigation, all four profiles are simulated at different thicknesses of 3.4%, 6% and 

12%. A schematic of the profiles and planforms being depicted in Figure 6.1. 
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Figure 6.1 (a) The different planforms of the configurations. (b) Profile shape of the different configurations (c) Spanwise 

thickness distribution of the three different configurations. 

Table 6.1 Test matrix of the different delta wing profiles. 

Name of configuration Max t/c [%] 𝒙𝒎𝒂𝒙 𝒕/𝒄 [%] 

VFE-2 3.4* constant 

VST 3.4 constant 

Biconvex 30% 3 30 

Biconvex 50% 3 50 

Biconvex 30% 6 30 

Biconvex 50% 6 50 

Biconvex 30% 12 30 

Biconvex 50% 12 50 

*Based on root chord, not local chord 

 

6.2 CFD Simulations 

Based on the investigations done in Chapter 4, the grid and solver settings were chosen and are 

repeated in a concise form as a reminder for the reader. 

The numerical simulations were performed on an Intel® Core™ i7-3770 CPU @ 3.40GHz, 

3401 MHz workstation with 4 cores and 8 logical processors using the RANS finite volume 

solver ANSYS FLUENT. Grids were created in ANSYS Design Modeler using a hybrid mesh 

approach. The advection fluxes and turbulence were second order accurate. The pressure- 
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velocity scheme used was SIMPLE with a Green-Gauss Node Based gradient scheme. The κ −

ω SSTwith low Reynolds number and curvature corrections was used. The mesh had around 9 

million elements with around 43,000 surface elements. The domain extended 20 root chords 

and the 𝑦+ averaged to unity and was resolved by 45 prism layers with a growth rate of 1.1 

resulting in a total height of 0.0113m. 

The test conditions used for the simulations are summarised in Table 6.2. 

Table 6.2 Test conditions for the numerical simulations. 

Static Temperature 300K  

Velocity 34m/s 

Reynolds Number 750,000 

Turbulence Model k-ω SST with low Re and curvature 

corrections 

Static Pressure  101,325Pa 

Angle of attack  0° to 18° in 1° steps 

A half-model was used and a symmetry boundary condition was applied to the central vertical 

symmetry plane enabling efficient use of the computational power available. The vertical plane 

upstream of the model’s apex and the horizontal bottom plane are defined as velocity inlets, 

and all other surrounding surfaces are declared as pressure openings with the background 

turbulence being equal to that of the inlet. No-slip wall conditions are applied to the 

hydraulically smooth model surfaces. The angle of attack was altered by changing the inflow 

velocity vector to the flow domain. The solution was initialised with the free stream condition 

throughout the entire domain. 

Numerical convergence was achieved by ensuring the standard FLUENT residuals, and the 

axial, normal and pitching moment coefficients (CA, CN , CM respectively) converged to their 

constant values, with the residuals also reducing by at least three orders of magnitude. The 

typical residuals and force coefficient convergence behaviour is depicted in Figure 6.2. A 

convergence of the coefficients of 1x10-6 was obtained for most cases, however, not for the 

thicker wings of the VST and VFE-2 configurations at α >13°. For these cases, the residuals 

started oscillating as shown in Figure 6.3 and a convergence criterion of only 1x10-4 could be 

reached for the aerodynamic coefficients. When analysing the contour plots, it was found that 
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VBD reached the TE, which caused oscillations in the residuals and thus convergence issues, 

as the flow became unsteady and therefore a steady state simulation may no longer be 

physically accurate. To evaluate the impact of this on the validity of the study, the runs were 

stopped in specific time intervals (peak and trough between oscillations) and the normalised 

Q-Criterion, mean axial velocity component and surface pressure distributions where 

compared with each other. As no significant differences could be identified and as the focus of 

the study is not concerned with the flow physics in the shear layer the simulations were not 

changed to account for unsteadiness. 

 

Figure 6.2 Convergence plot of the FLUENT solver residuals and force coefficient for the B05 configuration of 6% thickness 

at α=13°. 
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Figure 6.3 Convergence plot of the FLUENT solver residuals and force coefficient for the VFE-2 configuration of 12% 

thickness at α=13°. 

The flow physics were visualised using surface streamlines, vorticity and normalised Q-

criterion plots. The normalised Q criterion was used and plotted for values >= 1 as this allows 

for the identification of the vortex boundary as suggested by Kamkar et al. (2011). It is defined 

as  

 𝑄𝑆 =
1

2
(

‖Ω‖2

‖𝑆‖2
− 1) (6.1)  

where Ω is the vorticity and S the strain rate. 

Flow visualisation techniques varied depending on which aspects of the flow needed to be 

highlighted.  
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6.3 Change in Flow Structures when varying thickness 

Before the general behaviour is evaluated by means of the aerodynamic loads, a closer look at 

different angle of attack will be taken to establish the effect of thickness and maximum 

thickness location on the wing loading and the flow behaviour.  

For this the spanwise pressure distribution at different chord locations is evaluated (x/c = 0.2, 

0.4, 06, 0.8 and 0.95) and the vorticity contours are displayed (at x/c = 0.1, 0.2, 0.3, 0.4, 0.5 

0.6, 0.7, 0.8 and 0.95).  

This will be done at α=4° and α=13° as the former is close to the location of maximum L/D 

ratio and the latter is in the angle of attack where fully developed vortical flow can be expected. 

It is noted that the formation of the secondary vortex may influence the location of the suction 

peak of the primary vortex so that it is no longer located below the location of the primary 

vortex core (Goertz, 2005). The investigation of Cp distribution and vorticity contours is 

conducted for the B03 configuration in the main body of text and the results for the other 

configurations can be found in Appendix A.5.1 to A.5.3. 

6.3.1 Low Angle of Attack Flow 

Figure 6.4 shows the vorticity and normalised axial velocity contours for the B03 configuration 

of three different thicknesses. A separation and reattachment cascade can be seen in the 

vorticity plots which are further explained in Figure 6.5. The contours also show that a LEV 

forms for the thinner wings, but not for the 12% thick wing 
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Figure 6.4 Vorticity and mean axial velocity contours at different chord locations for the B03 configuration of different 

thicknesses at α=4° Note the lack of a LEV on the 12% case. 

Figure 6.5 shows the normalised spanwise pressure distribution at different chord locations for 

the B03 configuration of three different thicknesses. It can be seen that the pressure peaks are 

highest in the mid-section (x/c=0.6 and x/c=0.8) of the wing and that the front portion of the 

wing generates the least suction force. It can further be seen that the impact of the primary 

vortex reduces with increase in thickness. The 3.4% and 6% wings’ pressure distribution still 

looks similar whilst that of the 12% thick wing does not. Here, the initial pressure peak is due 

to a separation bubble rather than the formation of a LEV. At x/c=0.4 and x/c=0.6 it can be 

seen that the flow separates again further inboard thus resulting in pressure peaks. For the 

thinner wings it can be observed that the section affected by the suction force reduces with 

increase in thickness (i.e. from y/s=0.82 to y/s=0.8 for all x/c) 



152 
 

 

Figure 6.5 Spanwise pressure distribution of the B03 configuration for 3.4, 6 and 12% thickness at α=4°. 

At 13° angle of attack the spanwise loadings between the 3.4% and 6% thickness wings are 

becoming more alike with regards to vortex pattern and location (see Figure 6.6). Secondary 

vortices have formed on the thinner configurations indicating the strength of the primary vortex 

and its position relative to the surface (Pershing, 1964). The front loading is diminishing with 

increase in thickness, whilst the rear loading is enhanced resulting in favourable longitudinal 

stability for thicker wings as illustrated in Figure 6.38. Further, it can be seen that the maximum 

suction peak is confined to a smaller area when increasing the thickness, which is due to the 

more oval shape of the vortex, compared to the 3.4% thick wing, as can be seen from the 

vorticity and mean axial velocity contours in Figure 6.7. This effect was already observed at 

α=4°. The cross-sectional area is not necessarily an indicator of the surface suction force 

generation or the area of the wing affected by it. Surface Cp is also affected by the distance 

between vortex and surface. It can further be seen from Figure 6.6 that the primary vortex of 

the 6% thick wing is displaced inboard due to the formation of the secondary vortex at x/c=0.2 

and x/c=0.4. This is an effect already observed by Kirkpatrick and Kirby (1971). For the 12% 

thick wing the axial velocity is less than for the thinner wings, making the vortex less energetic 

with less effect on the surrounding flow. Thus, small separation bubbles are induced inboard 

of the vortex, as indicated by the oscillations in the pressure distribution curves. 

Looking at the vorticity and mean axial velocity contours in Figure 6.7 no apparent differences 

between the thinner wings can be identified, apart from the vorticity increasing near the trailing 

edge when increasing the thickness of the wing. The leading-edge vortices can be seen to rotate 

counter-clockwise as indicated by the velocity vectors. 
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The 12% thick wing shows to have formed a vortex like structure whereby an actual LEV does 

not develop until x/c=0.8. The vortex structure is stretched and can be found closer to the 

wing’s surface than for the thinner configurations.  

 

Figure 6.6 Spanwise pressure distribution of the B03 configuration for 3.4, 6 and 12% thickness at α=13°. 
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Figure 6.7 Vorticity and mean axial velocity contours at different chord locations for the B03 configuration of different 

thicknesses at α=13° Note the secondary vortices on the 3.4% and 6% thickness wings. Also, the vortex becomes more oval 

in shape as the wing thickness increases. 

 

6.4 Change in Flow Structures when varying the maximum thickness location 

For the investigation of the effect of maximum thickness location on the flow structure the B03 

and B05 configurations for the different thicknesses. As a reminder it is restated that the B03 

configuration has its maximum thickness location at 30% chord and thus further upstream than 

the B05 configuration, which has its maximum thickness location at 50% chord. 

A comparison of spanwise pressure distribution at 4° angle of attack between the B03 and B05 

configurations of 3.4% thickness is depicted in Figure 6.8 together with the vorticity contours. 

From the pressure coefficient plots, it can be seen that the suction force is larger for the B03 

configuration in the rear part of the wing (x/c> 0.4) whereas the B05 is more front loaded. The 
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vortex pattern of both wings is very similar; however, the location of the pressure peaks is 

located further outboard for the B05 configuration. This may be due to a higher adverse 

pressure gradient delaying reattachment. It can further be seen, that secondary vortices are 

forming on the B05 configuration, which displace the vortex inwards and upwards (Nelson and 

Visser, 1990). The Cp and contour plots of the VFE-2 and VST configuration can be found in 

Appendix 5.3. It was found that a constant spanwise thickness increases the suction in the last 

5% of the wing of the 3.4% and 6% thick wings. The effect is reversed for the 12% thick wings. 

Overall, the effects of spanwise thickness distribution on the Cp distribution are small at low 

angle of attack 

 

Figure 6.8 Comparison of the spanwise pressure distribution of the B03 and B05 configurations at 3.4% thickness and their 

associated vorticity contours at α=4°. 

The trend that the upstream movement of maximum thickness location results in higher 

stability due to reduced front loading and increased rear loading can also be observed for 

thicker wings (see Figure 6.9 and Figure 6.10 for the 6% and 12% wings respectively). It can 

be seen from Figure 6.9 that for the B03 6% configuration vortex formation is delayed until 

the second half of the wing (x/c > 0.5) whilst being formed at x/c=0.2 for the B05 configuration. 
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Before that the B03 only shows the formation of a separation bubble. Due to the reduced 

thickness towards the rear, the B03’s LEV persists until the TE, thus still producing a relatively 

high suction force in that region. The suction of the B05 configuration is dropping in magnitude 

after x/c=0.6 and is around 25 to 35% lower compared to the B03 configuration. From the 

vorticity contours it can be seen that less vorticity is fed into the LEV of the B05 configuration 

further downstream resulting in reduced suction force. 

 

Figure 6.9 Comparison of the spanwise pressure distribution versus local normalised span of the B03 and B05 configurations 

at 6% thickness and their associated vorticity contours at α=4°. 

At 12% thickness the flow around the B03 configuration is dominated by constant flow 

separation and reattachment as discussed earlier. Particularly, the region near the apex (x/c=0.2 

and x/c= 0.4) shows the development of two vortices indicated by two suction peaks. However, 

these inner vortices decrease in strength after x/c= 0.4 and are no longer present beyond x/c= 

0.8. A flow field dominated by multiple separation and reattachment can also be seen on the 

B05 configuration, however, here the flow disturbance is only affecting the outer half of the 

wing. The main difference between the configurations is the delayed vortex onset on the B03 
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configuration, with the flow being dominated by separation bubbles. The B05 shows a more 

structured separation pattern starting from the apex. 

 

 

Figure 6.10 Comparison of the spanwise pressure distribution of the B03 and B05 configurations at 12% thickness and their 

associated vorticity contours at α=4°. 

To establish the differences when moving the maximum thickness location when vortical flow 

is fully established, the different configurations are compared against each other at α=13°. 

Figure 6.11 shows the spanwise pressure distribution and vorticity contours for the B03 and 

B05 configuration of 3.4% thickness. It can be seen that the flow pattern does look more alike 

between configurations once vortex flow is fully established. However, the higher rear loading 

for the B03 configuration still holds true. 
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Figure 6.11 Comparison of the spanwise pressure distribution of the B03 and B05 configurations at 3.4% thickness and their 

associated vorticity contours at α=13°. 

Differences in vortex shape start to occur once thickness is increased as depicted in Figure 6.12 

for the 6% thick wings. The vortex of the B03 configuration is stretched compared to that of 

the B05. This effect becomes more severe when increasing the thickness even further as 

depicted in Figure 6.13. Here, the B03 configurations is dominated by separation bubbles over 

the majority of the wing, whereas for the B05 configuration vortex onset is only delayed until 

x/c=0.4. The position of the suction maxima is slightly more outboard for the B03 configuration 

of 6% thickness, but this effect is enhanced when thickness is increased. 
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Figure 6.12 Comparison of the spanwise pressure distribution of the B03 and B05 configurations at 6% thickness and their 

associated vorticity contours at α=13°. 
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Figure 6.13 Comparison of the spanwise pressure distribution of the B03 and B05 configurations at 12% thickness and their 

associated vorticity contours at α=13°. 

 

6.5 Change in Flow Structures with span taper 

In the following section the effect of spanwise taper is discussed. As a reminder the geometric 

differences in spanwise thickness distribution are depicted in Figure 6.14. 

 

Figure 6.14 Geometric differences between the VFE-2 and VST configuration. (a) planform view, (b) wing profile, (c) back 

view (spanwise thickness distribution). 
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The effect of span taper on the Cp distribution and the overall flow at α=4° is depicted for the 

VST and VFE-2 at different thicknesses in Figure 6.15 to Figure 6.17. It can be seen that for 

the 3.4% thick configurations, the flow behaves very similarly and the biggest differences are 

seen close to the trailing edge. This is expected as here the difference in frontal area is most 

noticeable. The flow near the trailing edge is also influenced by the flow further upstream, and 

alterations in spanwise pressure distribution are already noticeable at x/c=0.4. Here, the suction 

generated near the leading-edge is significantly higher for the VST and a vortex structure is 

forming around x/c=0.6 which is not the case for the VFE-2. The flow of the VFE-2 is 

characterised by separation bubbles, due to the adverse pressure gradient introduced by the 

constant spanwise thickness. 

 

Figure 6.15 Comparison of the spanwise pressure distribution of the VFE-2 and VST configurations at 3.4% thickness and 

their associated vorticity contours at α=4°. 

Increase in thickness makes the trailing edge effects even more pronounced as depicted in 

Figure 6.16 and Figure 6.17 for the 6% and 12% thick wings. The flow over the VFE-2 is 

mainly attached apart from the initial separation at the SLE. This is also true for the VST 

configuration, apart from the area close to the trailing edge. Here, the flow shows multiple 
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separation bubbles and the formation of a tip vortex. Constant spanwise thickness seems to 

magnify the effect resulting in a high suction peak near the tip. Inner vortices or separations 

occur for both VST and VFE-2 for the thicker wings and can thus be concluded being due to 

their flat profile. The inner vortices form on the 12% thick configurations at x/c=0.2 as the 

local flow has enough energy due to the relatively sharper leading-edge. With downstream 

direction, this changes and separation bubbles are forming close to the leading-edge resulting 

in the inner vortex to lose strength with downstream direction, as less vorticity is fed into it. 

 

Figure 6.16 Comparison of the spanwise pressure distribution of the VFE-2 and VST configurations at 6% thickness and their 

associated vorticity contours at α=4°. 
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Figure 6.17 Comparison of the spanwise pressure distribution of the VFE-2 and VST configurations at 12% thickness and their 

associated vorticity contours at α=4°. 

Once vortical flow is established at higher incidences the differences in flow physics 

diminishes for the 3.4% thick wing. This is seen in both the pressure and vorticity plots shown 

in Figure 6.18. Differences in wing loading are seen especially near the apex of the wing. Here, 

the loading of the VST configuration is much higher than for the VFE-2 configuration reducing 

its longitudinal stability. The small differences in flow physics seen on the 3.4% thick wing 

result in similar lift and drag generation. Differences in flow physics are therefore more 

significant at lower angles of attack and are less significant once vortical flow is fully 

developed, for thin wings. 
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Figure 6.18 Comparison of the spanwise pressure distribution of the VFE-2 and VST configurations at 3.4% thickness and 

their associated vorticity contours at α=13°. 

When increasing the thickness to 6% the differences in flow field and wing loading become 

more significant (see Figure 6.19). Whilst a typical pressure distribution for vortex dominated 

can be identified for the VST configuration this is not the case for the VFE-2. Here, the flow 

is heavily affected by inboard separations and vortex merging. The initial separation suction 

peaks of the VST are located further inboard, but the VFE-2’s vortex system affects more of 

the span across the majority of the wing. 
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Figure 6.19 Comparison of the spanwise pressure distribution of the VFE-2 and VST configurations at 6% thickness and their 

associated vorticity contours at α=13°. 

Increasing the thickness further to 12% shows again significant differences between 

configurations. This is because the effect of the relative leading-edge radius downstream 

becomes larger. Therefore, close to the apex the pressure distribution looks similar between 

both wings (x/c=0.2). After that the flow pattern changes, though inboard separation still occurs 

for both configurations, but affects the wing loading more for the VST than the VFE-2 

configuration. The initial separation suction peaks of the VST are located further inboard due 

to span taper as could already be observed for the 6% thick wing. 
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Figure 6.20 Comparison of the spanwise pressure distribution of the VFE-2 and VST configurations at 12% thickness and their 

associated vorticity contours at α=13°. 

 

6.6 Effect of profile shape on the lift coefficient 

After the effects of thickness, maximum thickness location and tip taper on the flow physics 

have been established, the aerodynamic loads are evaluated. First the effect on the lift 

coefficient is established.  

Figure 6.21 depicts the lift coefficients for different configurations at different angle of attack. 

It can be seen that for all cases the lift decreased with increase in thickness. This phenomenon 

is attributed to the vortex lift as the total lift is proportional to thickness for aerofoils (Hoerner, 

1985). Though differences are small at lower incidences they become more noticeable at higher 

angles. The differences between the 3.4% thick wing and the 6% thick wing are relatively 

small, however, the lift significantly decreases when doubling the thickness from 6% to 12%. 

It can be seen that a typical take-off lift coefficient of 0.5 (Kirby and Kirkpatrick, 1969) requires 

a higher incidence for thicker wings (1-2° more than for thinner wings). This angle lies between 
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10° and 13° angle of attack and can be considered disadvantageous as during take-off the 

aircraft would also consist of an undercarriage, limiting the rotation rate.  

 

Figure 6.21 Lift coefficient versus angle of attack for the B03, B05, VST and VFE-2 configurations for varying thickness. 

From Figure 6.21 can also be seen that the differences in lift are also affected by the maximum 

thickness location; i.e. the lift between the 3.4% and 6% thick wings of the B03 and B05 

configurations does not vary much, whereby that of the VFE-2 and VST configurations does. 

However, no differences in lift are observed between the 6% and 12% thick wings of the VFE-

2 between α=0°-5° and α=13°-18°. Between 5° and 13° angle of attack the 6% thick VFE-2 

generates up to 17% more lift, though this varies between data points and could be due to 

numerical inaccuracies. No significant change in slope can be observed between the VST 6% 
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and VST 12% configuration between 0° and 14° angle of attack. After this VBD reduces the 

slope of the VST 12% resulting in up to 15% lift loss compared to the VST 6% and is different 

to the VFE-2 due to the taper towards the tip. 

For easier evaluation Figure 6.22 illustrates the change in lift coefficient for different thickness 

locations. It can be seen that the differences between the VST and VFE-2 configurations are 

minimal for thinner wings. However, for thicker wings the effect of varying spanwise thickness 

distribution appears to become more significant. It can be seen that varying the spanwise 

thickness results in an increase in lift generation for all thicknesses, whereby the lift difference 

increases with increase in thickness. For the thinner wings it is interesting to see that the 

differences between VST and VFE-2 become more pronounced at higher angles of attack. The 

reason for the reduced lift generation are due to the trailing edge and tip effects, which are more 

significant for wings with constant spanwise thickness. 

The B05 and B03 configurations show no differences for thinner wings between 0° and 15° 

angle of attack. Early VBD onset on the B03 3.4% results in a difference in CL of approximately 

5%. However, at a thickness of 12% it can be seen that the B05 outperforms the B03 

configuration at higher angles of attack (α>= 13°) by up to 12%. 

Generally, the biconvex configurations generate the most lift across all thicknesses, followed 

by the VST and VFE-2 configurations. Those differences seem to be insensitive to thickness 

change. Overall, the lift generation is reduced with increase in thickness across all profiles and 

thus is a feature of thickness change. 
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Figure 6.22 Comparison of the lift coefficient for different angles of attack between the B03, B05, VST and VFE-2 

configurations. 

 

6.7 Effect of profile shape on the normal force coefficient 

From theory it is known that the flow past a slender wing with sharp edges can be considered 

as the sum of two velocity fields, namely, the linear and the non-linear velocity fields. The 

linear part of the flow is due to attached flow whereas the non-linear part is due to LEV. The 

former is said to be proportional to the angle of attack, whereas the latter is not. Thus, the 

normal force coefficient can be written as (Kirby and Kirkpatrick, 1969): 
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CN = CNlinear
+ CNnon−linear

= aα + CNnon−linear
 

 

 (6.2)  

 

where a is the slope of the normal force at zero incidence as the models investigated are 

symmetric. For symmetrical, sharp-edged wings the constant a should be determined from plots 

of 
CN

α⁄  against angle of attack. The point where the plot intercepts the 
CN

α⁄  axis is the constant 

a. 

The value of a can then be taken to calculate the non-linear component of the normal force 

using (Kirby and Kirkpatrick, 1969) 

 
CNnon−linear

=
CN

α⁄ − a 

 

 (6.3)  

 

and are due to the separated flow (Table 6.3 & Table 6.4). These values are plotted against 

angle of attack in Figure 6.23 and Figure 6.24. 
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Table 6.3 Linear and non-linear normal force components for the B03 and B05 configurations for different thicknesses. 

  B03 B05 

 α 

[°] 

3.4% 6% 12% 3.4% 6% 12% 

Linear 

a 

2.15 2.14 2.1 2.07 1.94 1.88 

 

 

 

 

Non-linear 

𝐶𝑁
𝛼⁄ − 𝑎 

 

2 0 0 0 0.08 0.002 0.008 

4 0.158 0.098 0.055 0.261 0.009 0.077 

6 0.271 0.196 0.130 0.325 0.125 0.223 

8 0.365 0.274 0.195 0.351 0.278 0.321 

10 0.428 0.355 0.221 0.514 0.344 0.411 

12 0.526 0.423 0.239 0.597 0.267 0.480 

14 0.561 0.461 0.106 0.642 0.176 0.568 

16 0.608 0.515 0.097 0.699 0.975 0.570 

18 0.539 0.424 0.173 0.629 0.218 0.596 
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Table 6.4 Linear and non-linear normal force components for the VFE-2 and VST configurations for different thicknesses. 

  VFE-2 VST 

 α 

[°] 

3.4% 6% 12% 3.4% 6% 12% 

Linear 

a 

1.93 1.73 1.76 2.01 2 1.95 

 

 

 

 

Non-linear 

𝐶𝑁
𝛼⁄ − 𝑎 

 

2 0.018 0 0 0.015 0.028 0 

4 0.03 0.009 0.004 0.136 0.037 0.056 

6 0.08 0.125 0.031 0.220 0.181 0.094 

8 0.232 0.278 0.073 0.293 0.183 0.147 

10 0.297 0.344 0.119 0.357 0.219 0.177 

12 0.736 0.267 0.197 0.396 0.145 0.183 

14 0.377 0.176 0.199 0.451 0.149 0.2 

16 0.194 0.075 0.163 0.309 0.21 0.078 

18 0.308 0.218 0.138 0.401 0.245 0.022 

 

Figure 6.23 and Figure 6.24 show that the non-linear lift is majorly driven by maximum 

thickness location, which will be discussed later. An increase in thickness for the B03 

configuration results in a decrease in non-linear lift component (Figure 6.5), which becomes 

more severe at higher incidences. A break in non-linear lift can be observed at 16 degrees angle 

of attack for the thinner wings, whereby the non-linear lift component drops after at 13 degrees 

for the 12% thick wing. The drop in non-linear lift for the thinner wings is due to VBD as can 

be seen from the normalised Q-Criterion (Q- Criterion normalised by the shear strain (Kamkar 

et al., 2011)) plots combined with the surface streamlines (Figure 6.24). The initial dip of the 

12% thick configuration is also due to VBD. However, at 18 degrees angle of attack, unlike for 

the thinner wings, an additional inner vortex is forming and increasing in strength, thus, adding 

to the non-linear normal force component. The initial dip due to VBD is important when 

choosing a particular thickness and thickness location since it is not feasible to fly a 
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configuration above the VBD angle of attack, considering the lift loss and increased drag 

penalty. 

 

Figure 6.23 Non-linear normal force coefficient component versus angle of attack for the B03 configuration for varying 

thickness and normalised Q-criterion contour plots and surface streamlines at angles of attack where VBD occurs. 

The non-linear normal force component for the other configurations is depicted in Figure 6.24. 

It can be seen that the non-linear force component decreases with increase in thickness, when 

excluding the numerical uncertainties. It also appears that moving the maximum thickness 

location backwards decreases the impact of thickness change on the non-linear lift generation.  

For take-off and landing conditions (between 10 and 13deg) the non-linear component is not 

significantly affected by the wing thickness for the B05 configuration but the opposite is true 

for the B03 wing, again suggesting an effect of thickness distribution. The VFE-2 and VST 

vary significantly between thicknesses, however, they are sole research configurations and thus 

just serve as benchmarks. The drop in their curves is due to the same phenomenon as for the 

B03 configuration. However, VBD can be an unsteady phenomenon, based on the type of 

breakdown, thus, treating them numerically as steady could potentially introduce errors. Thus, 

they will not be considered in the evaluation. 
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Figure 6.24 Non-linear normal coefficient versus angle of attack for the B05, VST and VFE-2 configurations for varying 

thicknesses. 

Figure 6.25 shows the non-linear component of the normal force against angle of attack for the 

different profiles, to emphasise the effect of moving the maximum thickness location. It can be 

seen that moving the maximum thickness has a significant effect on the non-linear lift force 

particularly when increasing thickness. Moving the maximum thickness location forward 

results in a decrease in nonlinear lift, with the effect being enhanced when increasing thickness. 

Flow structure seems to completely change for very thick wings when shifting the maximum 

thickness as illustrated in Figure 6.28. This is due to the wing behaving more and more like 

that with a rounded leading-edge. The flow still separates at the sharp leading-edge but 

reattaches again forming a separation bubble rather than a LEV as also shown in Figure 6.28.  
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Figure 6.25 Comparison of the non-linear normal coefficient against angle of attack for the B03, B05, VST and VFE-2 

configurations for varying thicknesses. 

Changing the spanwise thickness distribution (see Chapter 4, Figure 4.1) also has a significant 

effect on the non-linear lift generation even for low thicknesses. For the 3.4% and 12% 

maximum thickness wings, having a constant spanwise maximum thickness decreases the non-

linear lift for the most part of the angle of attack range. This can also be seen in Figure 6.26 

and Figure 6.28, where the normalised Q-criterion is smaller in magnitude for the VFE-2 

configurations of 3.4% and 12% thickness compared to the VST. For the 6% thick wings this 

effect is reversed, and a constant spanwise thickness seems to produce more non-linear lift 

between 7° and 14° angle of attack. However, the VFE-2 generates higher non-linear lift in the 

medium angle of attack range across all thicknesses, but not in the lower or higher angle of 
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attack range. This indicates that having a constant spanwise thickness delays vortex onset and 

favours VBD, which is not desirable for aircraft design and therefore, wings with spanwise 

taper should be preferred. The reason for delayed vortex onset is due the relative leading-edge 

roundness (ratio of leading-edge radius to local span) changing for the VST whereas it does 

not for the VFE-2. At 12% thickness the VST still forms vortices at the rear part of the wing, 

whereas this is not the case for the VFE-2. This is further illustrated in Figure 6.26 to Figure 

6.28. Here, the normalised Q-criterion and the surface streamlines are plotted for all three 

thicknesses at 13° angle of attack. Figure 6.26 shows that there are barely any differences in 

surface streamline pattern between the biconvex configurations- The normalised Q-criterion 

plots indicate small differences in vortex core strength especially in the mid region of the wing 

(x/c=0.3 to x/c=0.5). Also, the differences between the VFE-2 and VST configuration are small 

with regards to the surface streamlines. The normalised Q-criterion shows slightly higher 

values for the VST configuration at x/c=0.5, 0.6 and 0.8. 

 

Figure 6.26 Normalised Q-criterion and surface streamlines for the for the B05, B03, VST and VFE-2 configurations of 3.4% 

thickness at α=13°, with 𝑄𝑆=1 indicating the vortex boundary. 

For the 6% thick wings a difference can be seen between the B03 and B05 configurations 

particularly close to the apex. The LEV is more stretched for the B03 wing especially in the 

part of the wing prior to the maximum thickness location, resulting in the reduced nonlinear-

lift generation. This effect is enforced with increase in thickness, where only separation bubbles 

can be identified in the first half of the wing. It can further be seen that the VFE-2 generates a 

much weaker vortex for the 12% thick wing and vortex onset is delayed. As for the B03 

leading-edge separation bubbles are dominating the flow. This is not the case for the VST 
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especially close to the trailing edge, as explained earlier, due to the effective leading-edge slope 

(leading-edge angle/ local span) decreasing. 

 

Figure 6.27 Normalised Q-criterion and surface streamlines for the for the B05, B03, VST and VFE-2 configurations of 6% 

thickness at α=13°, with 𝑄𝑆=1 indicating the vortex boundary. 

 

 

Figure 6.28 Normalised Q-criterion and surface streamlines for the for the B05, B03, VST and VFE-2 configurations of 12% 

thickness at α=13°, with 𝑄𝑆=1 indicating the vortex boundary. 

 

6.8 Effect of profile shape on the drag and axial force coefficient 

To investigate the effect of profile shape on the drag coefficient, it has been plotted against the 

angle of attack for the different configurations and is depicted in Figure 6.29. It can be seen 

that for the biconvex wings the drag decreases with increase in thickness. This is particularly 
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true for angles of attack higher than 5 degrees and a result of vortex onset delay, due to a 

reduction in effective angle of attack. The effective angle is defined here as the actual angle 

minus the upper surface nose angle (Kulfan, 1979). 

It can be further seen from Figure 6.29 that the VST’s and VFE-2’s profile drags are 

contributing more to the overall drag than at lower incidences. At higher angles however, they 

generate less drag and are exceeded by the thinner wings, which are having a more dominant 

vortex structure. 

 

Figure 6.29 Drag coefficient versus angle of attack for the B03, B05, VST and VFE-2 configurations for varying thicknesses. 

A comparison of the different configurations with each other is depicted in Figure 6.30. As in 

the case of the lift, barely any differences in the drag can be spotted between the B03 and B05 
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configurations at lower thicknesses. At 12% thickness however, the differences become more 

apparent at higher angles of attack. From 10° onwards the B05 configuration generates 

significantly more drag. This is because a LEV is forming at this angle whereas the flow on the 

B03 is still predominantly attached, apart from the separation bubbles forming due to the SLE 

(see Figure 6.28 surface streamlines and Q-criterion contours at x/c=0.1-0.4). The drag 

generation between the VFE-2 and VST is similar for 3.4% thickness. However, with increase 

in thickness the zero lift drag coefficient is increasing significantly for the VFE-2 configuration 

due to increased profile drag, thus resulting in a higher drag generation. For the 6% thick wings 

the difference is not as significant as for the 12% thick configurations. The VFE-2 6% generates 

higher drag at lower angle of attack until about α=10°. After that it generates less drag than the 

VST. At 12% thickness the VFE-2 generates a significant higher drag from 0° to 13° angle of 

attack. After that the difference in drag is reduced. This is because the profile drag is pre-

dominant at lower angle of attack. For the VFE-2 having a constant spanwise thickness results 

in increased frontal area, explaining the differences in profile drag compared to the VST. At 

higher angle of attack the drag due to lift contributes more to the overall drag explaining as to 

why the VFE-2 approaches the values of the other configuration here. The VFE-2’s flow 

experiences delayed vortex onset, due its constant leading-edge radius across the entire chord. 

With downstream location the leading-edge upwash increases, resulting in an increase in local 

angle of attack towards the trailing edge. Meanwhile, the relative leading-edge sharpness 

increases towards the trailing edge. Both mechanism favour flow separation which can result 

in a flow field, where the flow on the upstream portion of the wing remains attached whilst the 

downstream portion encounters leading-edge vortex formation.  

Generally, it can be seen that an increase in thickness yields a reduction in drag generation, 

when the wing is tapered towards the tip. This is due to the reduced drag due to lift for thicker 

configurations due to delayed vortex onset. For configurations with constant spanwise 

thickness there is a certain thickness beyond which the profile drag is so high that the benefit 

of having attached flow and thus, less lift induced drag, is lost. 
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Figure 6.30 Comparison of the drag coefficient against angle of attack for the B03, B05, VST and VFE-2 configurations for 

varying thicknesses. 

To analyse the effect of the flow field on the drag further, the lift-dependent drag factor, K, is 

calculated, and so for each case, the part of the drag due to the increased frontal area and that 

due to the LEVs can be distinguished. 

Therefore, for each thickness case of 3.4%, 6% and 12%, the drag at zero lift 𝐶𝐷0
 has been 

established. For symmetric wings this is at α=0°. The calculated value of 𝐶𝐷0
 has been plotted 

against the total frontal area φ, which is non-dimensionalised relative to the wing planform 

area, S, for the three different thicknesses in Figure 6.31. It can be seen that the biconvex 

configurations’ drag at zero lift is very similar. The VST’s, however, is significantly higher 
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despite the same value of frontal area. This is due to the increased pressure drag of this 

configuration and the VFE-2 because of their flattened profiles. 

 

Figure 6.31 Drag at zero lift as a function of frontal area for the B03, B05, VST and VFE-2 configurations. For each curve the 

values for 3.4%, 6% and 12% are plotted from left to right (respectively). 

The lift-dependent drag factor K (Equation (6.3)) was then calculated using (Kirby and 

Kirkpatrick, 1969) 

 

K =
πA

CL
2 (CD − CD0

) 

 

 (6.4)  

 

The lift-dependent drag factor for the B03 configuration is plotted in Figure 6.32 and for the 

other configurations in Figure 6.33. It can be seen that the lift-dependent drag factor reduces 

with increase in thickness at lower and medium angle of attack for all configurations apart from 

the VFE-2. Here, K is the lowest for the 6% wing followed by the 12% and 3.4% wing. This is 

due to the attached flow over the VFE-2 12% wing in comparison to the other 12% thick wings, 

which form vortices in the region close to the tip. At higher α the flow forms more separation 

bubbles and thus reduces the lift-dependent drag factor for the VFE-2 12%, dropping below 

that of the 6% and 3.4% thick wings. This trend can already be seen in Figure 6.28. For the 

other configurations the differences at higher angle of attack become much smaller, whilst it is 

observed that for wings with maximum thickness location located further forward, the thickest 

wing overtakes the thinner wing in lift-dependent drag generation.  
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The behaviour of lift dependent drag factor, K, with CL can show sudden discontinuous 

changes, for example, the change in K is significant for the B03 configuration. The 

discontinuity for the 12% thickness case occurs around CL=0.526, and so additional flow 

visualisation plots have been added at locations prior, at and behind the discontinuity (Figure 

6.14). It can be seen from the normalised Q-criterion that the discontinuity is due to VBD, 

which already occurs at very low lift coefficients for the 12% thick wing. 

 

Figure 6.32 Lift dependent drag factor K versus lift coefficient for the B03 configuration for varying thicknesses. 
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Figure 6.33 Lift dependent drag factor K versus lift coefficient for the B05, VST and VFE-2 configurations for varying 

thicknesses. 

For each wing thickness value, a comparison plot of the different profiles is depicted in Figure 

6.34 to emphasise the effect of the thickness location. It can be seen that differences between 

profiles are small when the maximum thickness is low (3.4%). The only noticeable difference 

is at high lift coefficients where the VFE-2 and VST experience VBD which yields a sudden 

increase in lift-induced drag.  

With increase in thickness the effect of maximum thickness location and spanwise thickness 

distribution becomes more noticeable. A forward movement (towards the leading-edge) in 

maximum thickness location (so B05 to B03) results in a decreased lift-dependent drag factor 

at low CL. These effects diminish at higher incidences. Having a constant spanwise thickness 
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(VFE-2) results in an early onset of VBD and thus increased K value for the two thinnest wings. 

Considering the lift-dependent drag factor alone, would make a constant spanwise thickness 

distribution undesirable. The 12% thick wings show that a forward movement in maximum 

thickness location results in a significant decrease in lift-dependent drag at lower incidences, 

but a drastic increase at higher angles. Moving the maximum thickness rearward or altering the 

spanwise thickness distribution results in a more constant behaviour of the K value across a 

wide range of lift coefficient.  

 

Figure 6.34 Comparison of the lift-dependent drag factor K against lift coefficient for the B03, B05, VST and VFE-2 

configurations for varying thicknesses. 

To better understand the reason for the reduction in lift-dependent drag with increasing 

thickness at low to moderate angle of attack and varying thickness, the lift and drag force 
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coefficients are replaced with axial and normal force coefficients using (Kirby and Kirkpatrick, 

1969) 

 

CL = CN cos(α) − CA sin(α) 

 

 (6.5)  

 

 CD = CN sin(α) + CA cos(α)  (6.6)  

 

Equations (6.5) and (6.6) are substituted into the expression for K (Equation 6.3), and CD0
=

CA0
, as the wings are symmetric. This yields to the approximation of (Kirby and Kirkpatrick, 

1969) 

 

K =
πAR

CL
(tan(α) +

CA0
− CA

CN
) 

 

 (6.7)  

 

From the equation above it can be seen that a reduction in forward suction force CA results in 

a reduction in K.  

Figure 6.35 plots the forward suction force against the normal force. Tramlines for K=1 (flow 

fully attached) and K=0 (flow fully separated) are included to identify vortex onset and 

breakdown. It can be seen that with increase in thickness the wing behaves like one of fully 

attached flow at lower angle of attack irrespective of maximum thickness location. This means 

that the thrust component is increased with increase in thickness. VBD, represented by a sudden 

change in slope, is delayed with decrease in thickness. 

For thicker wings the frontal surface area is increased which results in a decrease in axial force 

coefficient (see Figure 6.35) or increase in thrust component and thus decreases lift-dependent 

drag. The size of the thrust component is determined by planform shape and thickness 

distribution. The increase in frontal area is important as it increases the area for the LEV to act 

upon. However, this also depends on the presence of a LEV rather than a separation bubble.  
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Figure 6.35 Axial force coefficient versus normal force coefficient for the B03, B05, VST and VFE-2 configurations for 

varying thicknesses. 

The effect of the thickness distribution on the axial force component can be emphasised when 

plotting the axial force against the normal force for different configurations as shown in Figure 

6.36. Though the changes in frontal area are small between configurations (up to 1mm2) the 

differences are still reflected in the axial force polar. Changing the overall thickness does not 

have a huge impact on the effect of thickness location. However, it can be seen that forward 

suction increases when moving the thickness towards the leading-edge, as due to the roundness 

effect the flow is attached for longer. An increase in thickness, however, does seem to reduce 

the difference in forward thrust generation at low incidences between configurations, due to 

the LEV not being present over the entire wing for most wings. Constant spanwise thickness 
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distribution (VFE-2) is of advantage when wanting to increase the forward suction coefficient 

as the region of attached flow is greater especially near the tip region. 

+  

Figure 6.36 Comparison of the axial force coefficient against normal force coefficient for the B03, B05, VST and VFE-2 

configurations for varying thicknesses. 

The lift-dependent drag (in equation 6.5) is a function of the difference between two terms: 

tan(α) and 
CA0−CA

CN
 . The former represents the lift curve slope at small angles of attack, which 

decreases with increase in thickness (see Figure 6.3). It can further be seen that CA − CA0
 is 

much lower for thicker wings at low to moderate CN and thus, angle of attack, in comparison 

to the steepness of the lift curve slope. Hence, at low angles the K value is lower for thicker 

wings. This is in accordance with the findings by Kirby and Kirkpatrick (1969). Once the LEV 



188 
 

is fully established the change in lift with angle of attack increases for the thinner wings 

whereas the difference in thrust component does not change as rapidly, thus, resulting in the K 

values being lower.  

 

6.9 Effect of profile shape on the pitching moment and longitudinal stability 

When designing an aircraft one major aspect is developing a certain degree of stability around 

all three axes. Longitudinal stability is defined as the quality that makes an aircraft stable 

around its lateral axis. Aircraft which are longitudinally unstable have the tendency to climb 

progressively, even into stall, making the aircraft difficult and sometimes dangerous to fly. 

Whether an aircraft is longitudinally stable depends on the location of the wing with respect to 

the centre of gravity, the position of the horizontal stabilisers with respect to the centre of 

gravity as well as their overall area (Cook, 2013). 

Therefore, the pitching moment should be taken with respect to the centre of gravity location 

in order to evaluate the stability of a configuration. For the delta wings in this configuration 

this location varies as shown in Table 6.8. and is on average at around 0.6 cr. However, for this 

study the pitching moment coefficient was taken slightly further upstream at 0.58 root chord 

and plotted against the normal force coefficient in Figure 6.37. The reference point was chosen, 

for ease of interpretation as most points are lying on the abscissa, and deviation from it indicates 

change in stability. In the following an unfavourable behaviour regarding longitudinal stability 

is indicated by a positive gradient in the curve, a favourable behaviour by a negative gradient 

and a maintenance in stability by no change in slope. 

It can be seen that increasing the thickness results in an increase in longitudinal stability 

irrespective of thickness distribution. For the B03 configuration the stability is enhanced from 

CN= 0.2 to CN=0.5 (or between 8 to 13 degrees) when doubling the thickness from 6% to 12%. 

For the B05 the stability is enhanced starting from CN=0.05, equivalent to about 3 degrees, so 

thickness distribution affects longitudinal stability. At coefficients common for take-off and 

landing the two thicker wings of the biconvex configurations show stable behaviour whilst the 

thinner wings do not. The sudden changes in gradient are indicators for changes in flow 

physics. This can be, for example, the formation of a LEV or the occurrence of additional 

separation bubbles as well as VBD onset. The rapid change in gradient at higher CN seen in 

Figure 6.37 is due to VBD whereas the changes at lower normal force coefficients are due to 
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separation bubbles for the 12% thick configurations and due to vortex onset for the thinner 

wings. 

 

 

Figure 6.37 Pitching moment coefficient taken at 0.58𝑐𝑟 versus normal force coefficient for the B05, VST and VFE-2 

configurations for varying thicknesses. 

To better understand the pitching moment behaviour the wing loading is displayed in Figure 

6.38 to Figure 6.41 for all configurations at 13° and for different thicknesses at x/c 0.2, 0.4, 

0.6, 0.8 and 0.95. For the biconvex configurations shown in Figure 6.38 and Figure 6.39 can 

be seen that the stability increases with thickness, due to the reduced suction force generated 

by the LEV in the first 20% of the wing. The negative relative pressure generated between 

x/c=0.4 and x/c=0.8, is little affected by increase in thickness, but the last 20% of the wing 
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experience an increase in suction force with increase in thickness. Therefore, the reduction in 

the first and last 20% of the wing affects the stability of the biconvex configurations. It can 

further be seen that the pressure peaks move outboard with increase in thickness, which may 

have structural implications, such as thicker root chord due to a higher bending moment.  

 

Figure 6.38 Spanwise pressure distribution of the B03 configuration at different chord positions for 3.4, 6 and 12% thickness 

at α= 13°. 

 

Figure 6.39 Spanwise pressure distribution of the B05 configuration at different chord positions for 3.4, 6 and 12% thickness 

at α= 13°. 
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The behaviour of the VST and VFE-2 is different to that of the biconvex wings as can be seen 

from Figure 6.40 and Figure 6.41. Here, an increase in thickness causes a very complex flow 

structure for the 6% and 12% thick wings, with multiple separations and reattachments 

occurring especially for the VFE-2. The VST’s spanwise taper appears to ensure a better LEV 

development even when thickness is increased. The stabilising effect for VFE-2 is again due 

to decrease in upwards force in the first 20% and an increase in the last 5% of the wing, whereas 

the stability increase with thickness for the VST is due to an increased suction between 60% 

and 80% of the wing. The VST and VFE-2 pressure peak is not as clear as for the biconvex 

wings, though also a move of the vortices outward with increase in thickness can be observed.  

 

Figure 6.40 Spanwise pressure distribution of the VST configuration at different chord positions for 3.4, 6 and 12% thickness 

at α= 13°. 
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Figure 6.41 Spanwise pressure distribution of the VFE-2 configuration at different chord positions for 3.4, 6 and 12% thickness 

at α= 13°. 

The pitching moment is plotted against the normal force coefficient for different profiles in 

Figure 6.42. It can be seen that a shift in maximum thickness location towards the front (cases 

comparing B05 at 50% chord to B03 at 30% chord) has a stabilising effect. As can be seen 

from Figure 6.38 and Figure 6.39 this is due a decreased suction force close to the apex, due to 

delayed vortex onset and a stronger suction force near the trailing edge. This effect is enhanced 

when increasing the thickness. However, once a certain thickness is reached VBD is shifting 

to lower incidences and reduces the natural stability of these configurations. Changing the 

spanwise thickness distribution as it has been done for the VST (constant slope from root to 

tip) has a stabilising effect irrespective of thickness, whilst a constant thickness along the span 

(VFE-2) leads to highly unstable wing. Based on the application purposes of the design and the 

onboard systems, this effect may or may not be desired. 
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Figure 6.42 Comparison of the pitching moment coefficient taken 0.58𝑐𝑟 normal force coefficient for the B03, B05, VST and 

VFE-2 configurations for varying thicknesses. 

To assess how thickness affects longitudinal stability the position of the aerodynamic centre 

needs to be determined. Its location is of high importance as it determines the position of the 

aircraft’s centre of gravity and its maximum deviation with various fuel and payloads. The 

aerodynamic centre was determined using (Houghton et al., 2013) 

 

xac

cmac
=

xref

cmac
−

∂Cmref

∂CN
 

 

 (6.8)  

 



194 
 

Where xac is the position of the aerodynamic centre, xref is the reference distance of the 

pitching moment coefficient Cmref
 and cmac is the mean aerodynamic chord. 

Here, 
∂Cmref

∂CN
 was calculated by determining the slope at each point in relation to neighbouring 

data points rather than using curve fitting. 

Furthermore, the centre of pressure was calculated using (Houghton et al., 2013) 

 

xcp

cmac
=

xref

cmac
−

Cmref

CN
 

 

 (6.9)  

 

The position of aerodynamic centre xac and the centre of pressure xcp are expressed relative to 

the root chord length and plotted against the normal force coefficient in Figure 6.43 and Figure 

6.44.  

As for the data in Chapter five the normal force coefficient and pitching moment have been 

linearly curve fitted to account for the scatter in the data. The uncorrected data plots can be 

found in Appendix A.5.4. 

Due to the linear approximation of the normal force and pitching moment the aerodynamic 

centre is fixed, which is different to the raw numerical data plots, but sufficient for evaluation 

purposes. 

It can be seen that the aerodynamic centre not only varies with thickness but also with 

maximum thickness location. It can be seen to move rearwards with increase in thickness. 

However, the position does not vary much more than 0.5% between the thinnest and thickest 

wing. Generally, a rearward movement of the aerodynamic centre is desired as it is increasing 

the aircraft’s static margin, thus, making the effect of increased thickness very useful and 

therefore worth considering when utilising wing morphing. The static margin is then defined 

as the distance between the vehicle’s centre of gravity and the neutral point, the location where 

the vehicle is neutrally stable in pitch (Cook, 2013). For a simple delta wing configuration 

without control surfaces the neutral point is equal to the aerodynamic centre. The position of 

the aerodynamic centre is also an indicator of trailing edge effects (as was shown in sections 

6.3 to 6.5). When decreasing the thickness, the aerodynamic centre moves upstream/ the static 

margin reduces (see Figure 6.43), which corresponds to an increase in trailing edge effects as 

could already be seen in Figure 6.39 to Figure 6.41. The discontinuities observed in the curves 
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in Figure 6.43 are due to VBD which creates a rapid change of pitching moment and normal 

force. However, the position of the aerodynamic centre is difficult to predict once VBD is 

occurring and is only shown here to indicate that stability changes with VBD onset. It does not 

imply that the configurations become more stable when VBD is occurring.  

 

 

 

Figure 6.43 Normal force coefficient versus curve fitted, normalised aerodynamic centre position for the B03, B05, VST and 

VFE-2 configurations for varying thicknesses. 

As discussed earlier this study is particularly interested in the stability at the approximate lift 

coefficient during take-off and landing. To evaluate how the stability is affected with thickness 

the aerodynamic centre at CL=0.5 of the thinnest wing of each configuration is taken as the 
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baseline. Then the change is calculated as a percentage for the 6% and 12% thick 

configurations, with a positive value indicating a rearward movement in aerodynamic centre 

and thus increased stability. The effect of thickness on stability is shown in Table 6.5. It can be 

seen that the stability improves with increase in thickness, whereby the biconvex 

configuration’s stability increases approximately linearly whilst that of the flat plate profiles 

does not.  

Table 6.5 Change in aerodynamic centre at 𝐶𝐿=0.5 with increase in thickness based on the thinnest configuration. 

 

The centre of pressure is plotted relative to the aerodynamic centre in Figure 6.44. It can be 

seen that the centre of pressure is found behind the aerodynamic centre for the two thinnest 

wings of the B03 and B05 configurations. The centre of pressure is moving forward with 

increase in normal force coefficient, which results in the destabilising effect seen in Figure 6.37 

around CN= 0.6 for the 3.4% thick wing and CN=0.7 for the 6% thick wing. The same is true 

for the 12% thick configuration. The centre of pressure moves also towards the aerodynamic 

centre with increase in normal force. However, the distance between centre of pressure and 

aerodynamic centre is relatively small initially (between 0.2%). The results for the 12% thick 

wings of both configurations are found to be quite noisy, as it was found that for thicker wings 

the flow tends to become more unsteady. 

For the VST configuration the centre of pressure is located behind the aerodynamic centre for 

the two thinner wings, again with the differences reducing with increase in thickness. The same 

is true for the VFE-2 3.4% and 6% configuration. The 12% thick wings of both configurations 

have the centre of pressure lying very close to that of the aerodynamic centre as already 

observed for the biconvex wings. However, here the centre of pressure is moving rearwards 

with increase in normal force coefficient, which is counter intuitive. The reason lies within the 

very complex flow field arising for these wings. 

Configuration Thickness [%] 3.4 6 12

B03 0 1.41 4.46

B05 0 0.93 3.34

VST 0 0.64 6.68

VFE-2 0 0.52 5.65

Change in xac/cr 

[%] 
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Figure 6.44 Normal force coefficient versus curve fitted normalised centre of pressure location for the B03, B05, VST and 

VFE-2 configurations for varying thicknesses. 

To compare the effect of maximum thickness location both, aerodynamic centre and centre of 

pressure are plotted against the normal force coefficient and depicted in Figure 6.45. It can be 

seen that shifting the maximum thickness location barely has an effect on the centre of 

pressure’s and aerodynamic centre’s locations. Though both move rearwards when moving the 

maximum thickness location forward, this shift is only about 0.1% due to the wings being 

symmetric. The aerodynamic centre and centre of pressure appear to be more sensitive to tip 

taper, with tapering resulting in a shift of both centres rearward. However, the movement is 
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only about 0.2% of the root chord. As this increases stability, tapering towards the tip appears 

to be of advantage, which is a valuable insight for aircraft design. 

As for thickness, Table 6.6 shows the change in aerodynamic centre when shifting the 

maximum thickness location forward, whilst Table 6.7 shows the effect of tip taper on 

longitudinal stability at CL=0.5. It can be seen that the positive effect of stability is enhanced 

with thickness when changing the maximum thickness location forward and that tip taper has 

more significant impact on longitudinal stability, which is relatively insensitive to thickness.  

Table 6.6 Change in aerodynamic centre at 𝐶𝐿=0.5 with shift in maximum thickness upstream. 

 

Table 6.7 Change in aerodynamic centre at 𝐶𝐿=0.5 with tip taper. 

 

The prediction of the aerodynamic centre is not in accordance with conical flow theory, which 

predicts the aerodynamic centre of a delta wing to be at 2/3 of the chord (Gates, 1949). 

However, conical flow theory assumes inviscid flow, therefore, neglecting the impact of the 

boundary layer. The vortex formation and thus the pressure distribution have been shown to be 

highly sensitive to boundary layer status and the modelling of the viscous region (Hummel, 

2004), which in turn affects the location of the aerodynamic centre. 

The differences between the results of this study and conical flow theory are up to 13%, which 

is quite significant. For design purposes the position of the aerodynamic centre determines the 

location of the centre of gravity (cg). For a stable aircraft this has to be in front of the 

aerodynamic centre.  

The cg position xcg can be calculated and is presented in Table 6.8 for the current configuration. 

Note, this is not representative of an actual aircraft as cg position would also depend on the 

placement of various other system components. Comparing the position of the cg for the 

different configurations with the aerodynamic centre it can be seen that all but the B03 

Thickness [%] Configuration B05 B03

3.4 0 0.72

6 0 1.2

12 0 1.82

Change in xac/cr 

[%]  

Thickness [%] Configuration VFE-2 VST

3.4 0 2.22

6 0 2.34

12 0 3.21

Change in xac/cr 

[%]  
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configurations are naturally unstable and would require additional measures such as control 

surfaces or artificial shift in weight towards the front. 

Table 6.8 Location of the centre of gravity of the different configurations as obtained from Solid Works. 

Configurations B03 B05 VFE-2 VST 

𝑥𝑐𝑔/𝑐𝑟 0.56 0.63 0.66 0.63 

 

However, the graphs presented here are curve fitted and the raw data shows a forward 

movement in aerodynamic centre of up to 0.5% (see Appendix A.5.4). In real flight conditions 

this would yield a decrease in static margin and needs to be accounted for by either moving the 

cg further forward or by implementing control surfaces. 
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Figure 6.45 Comparison of the normal coefficient against curve fitted normalised position of the aerodynamic centre and centre 

of pressure for the B03, B05, VST and VFE-2 configurations for varying thicknesses. 

Similar to the normal force, also the pitching moment can be considered to consist of a linear 

and non-linear component. This has been done by Kirby and Kirkpatrick (1969) for the 

experimental results of biconvex delta wings of different thickness and offers a means of 

comparison for the current numerical investigation. The pitching moment coefficient around a 

moment centre of 0.58cr can be expressed as (Kirby, 1974) 

 

Cm0.58cr
= CNlinear

(0.58 −
xa

cr
+

∆hL

cr
) + CNnon−linear

(0.58 −
xa

cr
+

∆hNL

cr
) 

 

 (6.10)  
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Where xa is the distance between the apex and the centre of area and ∆hL = xa − xcpl
 and 

∆hNL = xa − xcpNl
 being the distances between the centre of pressure and the centre of area 

for the linear and non-linear force components respectively. 
∆hL

cr
 is given by the value of 

dCm

dCn
 at 

α=0°, which is the aerodynamic centre position at zero incidence for symmetric aerofoils. The 

non-linear component can be found by rearranging Equation (6.10) for 
∆hNL

cr
. 

The values obtained earlier in section 6.7 for CNlinear
 and CNnon−linear

 were then substituted into 

Equation (6.10), together with 
dCm

dCn
 at small angles of attack in order to obtain xcpNl

. The linear 

and non-linear centre of pressure locations are shown in Table 6.9 and Table 6.10 for CL=0.5 

to visualise the effect of thickness change on linear and non-linear lift generation. Note, that 

the aerodynamic centre is the sum of linear and non-linear aerodynamic centres. Further note 

that the linear and non-linear normal force coefficients are obtained using 
dCN

dα
 at low angles of 

attack. However, these values are the most challenging to obtain experimentally and 

numerically, and inaccuracies here, will affect the results obtained for the aerodynamic centres 

by up to 20%. Figure 6.46 shows the change in non-linear and linear centre with change in 

thickness. It can be seen that the linear component of the normal force is moving slightly 

forward with increase in thickness. Maximum thickness location has an impact of the severity 

of this movement, with a more forward located maximum thickness location resulting in a 

reduced movement of the linear force component but an increased movement of the non-linear 

component. The non-linear force component moves rearward with increase in thickness for the 

B03 configuration, but not for the B05 configuration. This has a stabilising effect for thicker 

wings of the B03 configuration, which is favourable for take-off and landing. 

The movement of the linear and non-linear component of the VST and VFE-2 configurations 

is again different to that of the biconvex wings. Here, the linear component of the centre of 

pressure is moving rearward for the VFE-2 but that of the VST moves initially rearward before 

moving upward again. This can only be explained by the complex flow physics of the 

configuration especially at higher thicknesses. The non-linear force component acts 

significantly further rearward for the VST compared to the biconvex wings and for the VFE-2 

the non-linear force acts no longer on the wing’s surface. The reason for this is that the thicker 

wings of the VFE-2 are not producing much non-linear lift, due to an absence of LEV. The 

same can be said for the VST, however, here a more defined vortex structure is present close 

to the trailing edge (see Cp distribution in Figure 6.40 and Figure 6.41). 
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Table 6.9 Linear and non-linear aerodynamic centre location for the B03 and B05 configurations. 

 B03 B05 

 3.4% 6% 12% 3.4% 6% 12% 

𝑥𝑐𝑝

𝑐𝑟 𝑙𝑖𝑛𝑒𝑎𝑟

 
0.5918 0.59272 0.59283 0.5875 0.577 0.561 

𝑥𝑐𝑝

𝑐𝑟 𝑛𝑜𝑛−𝑙𝑖𝑛𝑒𝑎𝑟
 

at 𝐶𝐿=0.5 

0.382 0.479 0.749 0.355 0.367 0.392 

 

Table 6.10 Linear and non-linear aerodynamic centre location for the VST and VFE-2 configurations. 

 VST VFE-2 

 3.4% 6% 12% 3.4% 6% 12% 

𝑥𝑐𝑝

𝑐𝑟 𝑙𝑖𝑛𝑒𝑎𝑟

 
0.578 0.5814 0.575 0.515 0.528 0.539 

𝑥𝑐𝑝

𝑐𝑟 𝑛𝑜𝑛−𝑙𝑖𝑛𝑒𝑎𝑟
 

at 𝐶𝐿=0.5 

0.459 0.884 0.910 0.368 1.466 1.081 
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Figure 6.46 Comparison of the relative thickness against the position of the linear and non-linear aerodynamic centre of the 

B03, B05, VST and VFE-2 configurations for varying thicknesses. 

 

6.10 Effect of profile shape on the L/D drag ratio 

The measure of aerodynamic efficiency is the lift-to-drag ratio and determines the design point 

for most aircraft and is thus important in the evaluation of the overall performance of a 

configuration. 

To investigate how the L/D ratio varies with increase in thickness, it has been plotted against 

angle of attack and lift coefficient in Figure 6.47 to Figure 6.50. This has been done to better 

evaluate differences between configurations. It can be seen that increasing the thickness results 
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in an increase in maximum L/D ratio, with the best value at 4 degrees. However, these 

differences decrease with further increase in thickness, due to an increase in profile drag. 

Furthermore, the L/D ratio is increased over a large range of incidences when increasing 

thickness, whereas the differences in L/D for a given lift coefficient are existent, but to a lesser 

extent. At around CL=0.5 performance drastically reduces for the 12% thick wing as the lift 

coefficient only increases minimal from there onwards, whilst drag increases at a similar rate. 

This is due to the LEV moving upstream from the trailing edge, which increase the lift induced 

drag more than the non-linear lift. Additionally, for the B03 configuration VBD reduces the 

L/D at higher lift coefficients. 

 

 

Figure 6.47 Lift to drag ratio versus angle of attack and lift to drag ratio versus lift coefficient for the B03 configuration for 

varying thicknesses. 

For the B05 configuration depicted in Figure 6.48 it can be seen that the increase in thickness 

also yields differences in L/D ratio but to a lesser extent. It appears that the maximum L/D ratio 

is reached at higher angles when increasing thickness, which was not observed for the B03 

configuration (the maximum L/D is now at 5 degrees). Therefore, this may be attributed to the 

maximum thickness location. 
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Figure 6.48 Lift to drag ratio versus angle of attack and lift to drag ratio versus lift coefficient for the B05 configuration for 

varying thicknesses. 

However, for the non-biconvex cases, as can be seen from Figure 6.49 and Figure 6.50, L/D 

ratio decreases with increase in thickness due to a combination of increased profile drag and 

friction drag due to the dominance of separation bubbles on the thicker wings. These separation 

bubbles also do not contribute much to the overall lift force, resulting in a decreased L/D ratio. 

At higher angles of attack the discrepancy between the L/D ratio of the different thicknesses 

becomes smaller for VST and VFE-2. The reason could be that for the thicker wings, the flow 

is mostly attached, therefore, the lift-induced drag is smaller for thicker wings, which has a 

greater impact at higher α, where vortical flow is fully established for the thinner wings. The 

differences between the VFE-2 and VST are likely due to reduced profile drag close to the tip 

for the VST configuration.  

In conclusion it can be said that the lift-dependent drag increases at higher angle of attack (as 

mentioned in section 6.8) whilst the lift curve slope remains constant. Therefore, the changes 

in the L/D versus CL curve are reduced at higher angle of attack. The angle of maximum L/D 

changes for some configurations but not for others, leading to the conclusion that this is a 

feature of thickness distribution rather than overall thickness change. 
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Figure 6.49 Lift to drag ratio versus angle of attack and lift to drag ratio versus lift coefficient for the VST configuration for 

varying thicknesses. 

 

 

Figure 6.50 Lift to drag ratio versus angle of attack and lift to drag ratio versus lift coefficient for the VFE-2 configuration for 

varying thicknesses. 

To investigate the effects of maximum thickness location, the previous graphs have been 

replotted for different thicknesses and profiles. These are shown in Figure 6.51 to Figure 6.53.  

It can be seen that the effects of maximum thickness location become more apparent with 

increase in thickness. At 3.4% thickness the B03 and B05 configurations perform identical 

across the angle of attack range and across all CL values. However, the differences in changing 
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spanwise thickness are already apparent at low thicknesses. Here, tapering the tip results in a 

drastic increase in L/D ratio until the maximum L/D is reached. After this the wings perform 

identically. Also, the maximum L/D is reached at lower incidences when changing the 

spanwise thickness. The maximum L/D is obtained at around α=4° for the B05 and VST 

configuration, whereas the B03 reaches its maximum L/D ratio at α=3° whilst the VFE-2 

obtains its maximum at α=5°. Also, the VFE-2 generates a significantly lower L/D between 2° 

and 6° angle of attack. As the difference between the VFE-2 and VST configuration are 

spanwise thickness distribution, which results in a slightly higher profile drag for the VFE-2. 

This dominates at lower angles of attack. Additionally, the VFE-2 generates less lift over the 

entire angle of attack range, which is possibly due to trailing edge effects, which decrease the 

lift generation in that area. 

 

Figure 6.51 Comparison of the lift to drag ratio against angle of attack and lift to drag ratio against lift coefficient for the B03, 

B05, VST and VFE-2 configurations of 3.4% thickness. 

Increasing the thickness does not impact nor change the maximum thickness location’s impact 

on the angle at which maximum L/D is obtained. However, the maximum attainable L/D 

increases with forward movement of maximum thickness location, due to reasons discussed 

earlier. Spanwise thickness distribution and overall thickness in the area near the trailing edge 

has a significant effect on the performance at higher angle of attack. As shown in Figure 6.53 

for the 12% thick wings, the L/D ratio suddenly drops for the B03 and VST configurations, 

which both have a very low thickness near the tip region compared to the B05 and VFE2 

configuration. Here, the drop is due to the drop in lift curve slope as shown in Figure 6.22, 

which is due to VBD. 
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Tapering the tip (see Figure 6.14), as has been done for the VST, has been found to lead to a 

drastic improvement of L/D ratio, whilst moving the angle of maximum L/D to lower angles. 

When the tip is not tapered, as has been done for the VFE-2, an increase in thickness results in 

a shift in incidence of the maximum L/D to higher angles, showing the potential use of 

morphing to alter the performance of delta wing configurations. 

 

Figure 6.52 Comparison of the lift to drag ratio against angle of attack and lift to drag ratio against lift coefficient for the B03, 

B05, VST and VFE-2 configurations of 6% thickness. 

 

Figure 6.53 Comparison of the lift to drag ratio against angle of attack and lift to drag ratio against lift coefficient for the B03, 

B05, VST and VFE-2 configurations of 12% thickness. 
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6.11 Comparison of Findings with Literature  

The VFE-2 and the VST delta wings were used as benchmark configurations and the focus of 

the effect of parameter changes focused on the two biconvex wings. The VFE-2 was used to 

validate numerical and experimental findings, whilst the VST was used to show the impact of 

tip tapering. It was shown that introducing tip taper results in lift due to increase in non-linear 

lift. Further, it was found that drag was dependent on thickness and tip taper and was found to 

increase for thin wings but decrease for thick wings. The thin wings’ drag increased as the 

vortex is stronger in the mid-section of the wing, which is due to the relative leading-edge 

sharpness. For thicker wings the increased pressure drag due to constant spanwise thickness is 

the dominating factor yielding to the increased drag for the VFE-2. The pitching moment is 

increasing with tip taper whilst L/D is increasing. This leads to the conclusion that morphing 

of the outer part of the wing can be used to alter performance and stability significantly and 

may have a more significant effect than overall thickness alteration or shift in maximum 

thickness location. This is valuable knowledge for future UCAV design. 

The findings regarding tip taper are partially correlating with those of Kirby and Kirkpatrick 

(1969). They did a preliminary investigation on tip taper on a 4% thick, 70° swept back 

biconvex wing. It was found that the non-linear lift component decreases when tip taper is 

introduced which is opposed to the findings of this study. Furthermore, they showed an increase 

in lift induced drag at low α and a decrease at high α. Both were confirmed in this study. 

Stability was shown to decrease with tip taper another aspect which could not be confirmed 

here. However, the findings regarding suction force, lift and drag coefficient and aerodynamic 

centre location correlated. The differences in some of the findings could be attributed to the 

fact, that both of Kirby and Kirkpatrick’s (1969) configurations did have tip taper, however, 

one of them to a lesser extent. Also, the investigation was done on biconvex wings, whereas in 

the present study this was not the case. Both could have an effect on the vortical flow pattern, 

resulting in the differences mentioned above. 

It was shown that the area for the vortex to act upon increases when increasing thickness or 

moving the maximum thickness location forward. It was hypothesised that this may result in 

similar flow patterns observed for wings with rounded leading-edges. Kuflan’s (1971) 

observations confirm this partially as vortex onset is delayed for thickness as well as for 

increased leading-edge radius. The suction force plotted in Figure 6.17 and 6.18 was shown to 

increase, solely by altering the shape of the upper surface. 
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Increase in thickness also results in a reduction in drag up to a given thickness where form drag 

dominates. The same could be observed when shifting the maximum thickness location 

forward. In section 6.4 the lift induced drag was shown to decrease with thickness as well as 

with forward movement in maximum thickness location. Co-rotating inner vortices were found 

on the VFE-2 and VST configuration at 6% thickness, similar to those observed by AVT-113 

on the VFE-2 configuration with MRLE. As most on their tests were conducted at M=0.4 and 

Re >= 3 × 106 no direct comparisons could be made. However, it is believed that they occur 

due to the same flow physics: an increased adverse pressure gradient between the primary 

suction peak and the local suction minimum at the symmetry plane (Furman and Breitsamter, 

2013). A comparison between the topology of vortex systems for the VFE-2 configuration with 

round leading-edge at α=13° Remac = 2 × 106 and M=0.14 (Furman and Breitsamter,2013) 

and the CFD surface streamlines for the VFE-2 configuration of 6% thickness of this thesis at 

α=13° Remac = 7.5 × 105 and M=0.1 are shown in Figure 6.54. It shows the similarity in flow 

pattern, though more vortex structures are found on the VFE-2 configuration of increased 

thickness. 

 

Figure 6.54 Flow Topology based on the surface streamlines of the VFE-2 6% (left side) at α=13°, M=0.1 and 𝑅𝑒𝑚𝑎𝑐 =
7.5 × 105 on the left and the flow topology based on laser light sheet and oil flow visualisation for α=13°, M=0.14 and 

𝑅𝑒𝑚𝑎𝑐 = 2 × 106 on the right (Furman and Breitsamter, 2013). Note, the rear flow separation occurring on the VFE-2 6% 

wing indicated by the streamlines moving upstream. 
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Overall, it was found that the wing performing the best is the B03 6% maximum thickness to 

chord (t/c) configuration followed by the B05 6% t/c. It delays VBD the furthest, provides the 

best L/D ratio whilst also being stable over a wide range of angle of attack. The shift of the 

maximum thickness forward may be advantageous regarding stability as the centre of gravity 

for the B03 configuration is located further forward. Due to the aerodynamic centre being 

further back than for the B05 configuration this increases the B03 wing’s static margin. The 

thickness also affects the structural weight, as thinner wings are more prone to bending. 

Equations, derived from statistical data from existing aircraft, for wing weight show that the 

structural weight of a shell type wing varies approximately inversely with the square root of 

the thickness ratio; meaning a decrease in thickness results in an increase in structural weight 

(Raymer, 1992). This is a drawback of the 6% thick wing compared to the 12% thick wing, as 

the wing weight increases by about 41% causing the empty weight to increase by about 6% 

(assuming the wing is typically about 15% of the total empty weight) (Raymer, 1992). The 

configurations of this study were investigated at low speeds, typical for take-off and landing. 

These configurations could have transonic or supersonic design speeds, depending on their 

application. If designed for high speeds these configurations would generally use thicknesses 

ratios of t/c= 0.016 and t/c= 0.04, assuming cruise speeds of M<=1.0 and M=2.0 respectively 

(Raymer, 1992). The increase in weight is a clear disadvantage, but may be compensated by 

the higher L/D ratio, as form drag is lower for thinner wings, of this configuration.  

The findings of this study can be used for the evaluation of take-off and landing characteristics 

of high-speed vehicles. Here, the main considerations are increased stability at high α as this is 

not only beneficial for rapid manoeuvring but also for take-off and landing. It has been shown, 

that moving the maximum thickness location forward whilst keeping the thickness as low as 

possible is desired. Furthermore, designers are concerned to delay the onset of VBD as much 

as possible, as it allows the aircraft to be flown at higher lift coefficients. The angle of attack 

at which VBD occurs has been found to be a function of thickness and thickness location. 

Generally, a movement of maximum thickness forward triggers VBD, resulting in a trade-off 

between stability and VBD angle of attack. At low α a shift in maximum thickness location 

upstream was shown to be most beneficial from a performance perspective. When agility is 

required increase in wing taper would have the most destabilising effect followed by a 

downstream movement of maximum thickness location. This adds valuable knowledge 

regarding the effect of maximum thickness location and spanwise thickness change for future 

UCAV design. It suggests that for a morphing UCAV one would like to have a thick wing with 
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a maximum thickness location located further upstream (B03) during take-off and landing, as 

it not only results in greater L/D ratio, but also higher longitudinal stability. During cruise 

flight, where, depending on the mission, the UCAV may require higher agility, the 

configuration would have the option of either reducing thickness, shifting the maximum 

thickness location downstream, change in spanwise thickness distribution or a combination of 

the three. Here, a decrease in tip taper would have the most significant effect, but comes with 

a great drag penalty. A shift of maximum thickness location rearward would have the second 

most destabilising effect whilst maintaining a good L/D ratio and therefore should be the 

preferred option. However, the study was conducted at a very low speed and not cruise 

conditions of common UCAVs and therefore the recommendations given here would need to 

be verified by conducting numerical simulations at higher speeds. Using the above measures 

for controllability of the UCAV needs also further investigation, however, it can be seen that a 

smart design, with a thick front part and a very thin rearward shape with little tip taper could 

achieve this, as this would lead to delayed vortex onset whilst utilising the increased lift near 

the trailing edge due to reduced tip taper to move the wing loading rearwards. However, when 

implementing control surfaces on the UCAV a strong vortex near the trailing edge would not 

be desired, thus, a thicker rear part with a maximum thickness location further upstream may 

be required. 

 

6.12 Conclusion Chapter 6 

Chapter 6 described the findings of the numerical simulations at M=0.1 and Re=750,000 for 

the B03, B05, VST and VFE-2 configuration at thickness 3.4%, 6% and 12%. Emphasis was 

put on the performance and stability, namely, L/D ratio and position of aerodynamic centre. 

The differences in the parameters seen in Table 6.11 were explained using the flow physics by 

means of vorticity and axial velocity contours as well as spanwise pressure distribution.  
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Table 6.11 Summary of the numerical findings. 

 

Regarding the change in thickness it was found that maximum L/D ratio could be improved by 

up to 6.25% on the biconvex configurations when increasing the thickness. However, this was 

also affected by the maximum thickness location. The improved maximum L/D ratio was a 

result of decreased lift induced drag due to vortex onset being delayed with increase in 

thickness. Stability was increased as delayed vortex onset decreased the upward suction force 

in the front part of the wing whilst still being high in the rear part where vortical flow was 

present.  

An increase in thickness for the VST and VFE-2 configurations significantly influenced the 

wing performance depending on angle of attack and spanwise thickness distribution. L/D ratio 

was found to decrease with thickness as lift decreased. The maximum L/D ratio showed a 

reduction of up to 57% depending on thickness. The drag increased at lower α mainly due to 

profile drag with increase in thickness, thus, resulting in significant differences in L/D at that 

range. At higher angles of attack the differences became smaller, as drag decreased due to 

reduced lift induced drag factor.  
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Leading-edge suction, was found to increase with thickness for the biconvex and flat profiles 

and is associated with an increase in L/D ratio. A forward movement in maximum thickness 

had the same effect, whereas the opposite was observed when introducing tip taper.  

The stability, defined as the rearward movement in aerodynamic centre, at CL= 0.5 increased 

by up to 4.5% compared to the thinnest wing when altering the thickness of the biconvex 

configurations, whereas the VFE-2 and VST showed improvements of up to 6.7%. The stability 

was enhanced due to increased rear loading whilst front loading was decreased. The former 

was due to the trailing edge having less of an effect on the flow for thicker wings, whilst the 

latter was due to the delay in vortex formation. 

Moving the maximum thickness location upstream did not show significant differences 

especially for the 3.4% thick wing. However, it could be shown that L/D ratio increased by up 

to 8% when moving the maximum thickness location upstream for thicker wings as the leading-

edge suction became stronger. This was true for the entire angle of attack range, though the 

most noticeable differences were between α= 3° and α= 6° and due to the reduction in drag, 

which compensated for the decrease in lift with upstream movement. Drag was decreased 

because the vortical flow onset is delayed for the wings with maximum thickness location 

further upstream. The reason being is that the leading-edge slope is increased, thus, reducing 

the effective angle of attack.  

Moving the maximum thickness location forward increased the stability of the wings, as linear 

and non-linear normal force components are moving towards the trailing edge, thus, increasing 

the static margin. Furthermore, moving the maximum thickness location forward resulted in a 

forward movement of the centre of volume, which is a fair representative of the centre of 

gravity. This also added to the longitudinal stability of these configurations. Another aspect is 

the enhanced rear loading and decreased front loading for wings with maximum thickness 

location further forward. The latter is due to delayed vortex onset as the frontal area is greater. 

Therefore, at CL= 0.5 stability was shown to improve by up to 1.8% when moving the 

maximum thickness location forward. The change was observed to be constant with thickness 

change.  

It was further found that for thicker wings a shift in maximum thickness upstream results in 

additional separation occurring inboard. Furthermore, it was found that that the LEV moves 

outboard and is more oval shaped for the same reasons mentioned earlier. Those effects, 

however, are pronounced with increase in thickness and not noticeable for thin wings. 
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Moving the maximum thickness location downstream was shown to result in an increase in 

leading-edge suction force and a more developed vortical flow pattern, whereby the differences 

become more significant at higher incidences. This is due to the relative leading-edge sharpness 

(leading-edge radius/ local span), which is greater for wings with maximum thickness location 

located rearwards. 

Introducing tip taper resulted in an increase in lift-to-drag ratio as well as in an increase in 

stability, due to the backward shift of the aerodynamic centre. Stability improved by up to 

3.21%, with the static margin changing more drastically when thickness was increased. 

Generally, it was found that the thicker the wing the larger were the improvements in stability 

when altering maximum thickness location and tip taper. L/D ratio also increased with tip taper. 

That was due to large differences in drag generation, which was dominated by the frontal area 

of the non-tapered wing. The leading-edge vortices were stronger for the VST configuration 

due the effective leading-edge slope being lower. This was reflected in the non-linear lift, 

which increased, thus, further contributing to the differences in L/D ratio. The angle of attack 

of maximum L/D was shifting to higher incidences when the spanwise thickness was held 

constant, and maximum L/D ratio was reduced by up to 45%. Tapering the tip also resulted in 

an inboard movement of the LEV, whilst the area close to the trailing edge was more effective 

for non-tapered wings especially at low incidences.  

Generally, the findings suggest that an increase in thickness yields a decrease in aerodynamic 

loads and an increase in longitudinal stability. The reduced loads are due to a decrease in 

effective angle of attack as a result of leading-edge slope (Kulfan, 1979) with increase in 

thickness. Regardless of the upper surface shape, the flow separates at the sharp leading-edge. 

For thicker wings, a separation bubble forms over the majority of the chord, whereas leading-

edge vortices form for thinner wings. The presence of separation bubbles impacts the non-

linear component of the lift, which is reduced for thicker wings, but is not influenced by 

maximum thickness location. 

The drag has been found to decrease with increase in thickness, whilst also being insensitive 

to maximum thickness location. The decrease is due to the reduction in axial force component. 

As frontal area increases so does the thrust component of the axial force, yielding in a reduction 

in lift-dependent drag. Since the lift-dependent drag is also a function of lift curve slope, the 

effect on the lift-dependent drag is larger at lower angles of attack, but vanishes at higher α. 

This is also reflected in the L/D. 
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The maximum obtainable L/D ratio was shown to depend on the maximum thickness location 

and to be higher for the thicker wings, even though not significantly. At lower angles of attack 

the L/D ratio is higher for thinner wings, but this effect is reversed after the maximum L/D 

value is reached. For the VST and VFE-2 it was shown that the maximum achievable L/D ratio 

reduced significantly with increase in thickness, which was concluded to be due the dominance 

of the pressure drag and reduction of the non-linear lift component for the thicker wings. 

The angle of attack at which the maximum L/D ratio occurs is insensitive to thickness and 

profile shape and can be found at α=4° for M=0.1. The stability increases with thickness and a 

shift in aerodynamic centre to higher angle of attack. This is due to the delay for thicker wings 

of vortex onset, which is also responsible for the reduced drag generation. It was shown that 

an increase in thickness yields an increase in profile drag (or drag at zero lift). This has 

particularly an effect at lower α. At higher angles of attack the lift induced drag becomes more 

dominant for the thinner configurations with vortical flow whilst the pressure drag remains 

constant, thus, the drag of these configurations becomes higher.  

 

The LEV was found to move outboard with increased thickness whilst the surface area of the 

wing affected by the vortex decreases, thus causing a reduced lift force. This is because of the 

secondary vortices reducing in size as adverse pressure gradient below the primary vortex 

decreases. It was further found that the vortex becomes more oval shaped with rise in thickness, 

due to increased re-attachment length, and that separation bubbles are dominating the flow due 

to the frontal area increasing. 

The investigations on the effects of altering the thickness correlate with the findings of Kirby 

and Kirkpatrick (1969). Their study on a 70° swept back delta wing with biconvex profile 

showed an increase in leading-edge suction, decreased lift-dependent drag and increased 

longitudinal stability at high angles of attack with increase in thickness. It was conducted at a 

higher Re than the present study (Re= 2.24 ×  106cr), which gives confidence that the 

geometrical effects are transferable to higher Re.  

However, the observed effects disagree with the study by Wang (2005) on a delta wing of 50° 

sweep. Wang (2005) concluded that drag increases with increase in thickness so does the L/D 

ratio. This cannot be said for the biconvex wings in this study. However, it has been found true 

for the VFE-2 and VST configuration. Wang (2005) investigated delta wings with bevelled 

LEs, therefore the wing acted like a flat plate, where increase in thickness yields higher drag. 
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The findings above are limited by errors in the numerical simulation due to grid quality, 

turbulence model choice and initial boundary conditions, such as turbulence intensity value. 

However, these will always result in uncertainty, but general trends such as the aerodynamic 

coefficients have shown not to vary much (Wibowo et al., 2018), whereby elements, such as 

surface Cp distribution, Q-criterion and axial velocity may proportionally change more. 
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Chapter 7 Conclusions & Recommendations 

7.1 Contributions to the Field 

The presented study contributes to the existing knowledge in the area of slender delta wing 

flow physics and their effects on performance and longitudinal stability. Both, stability and 

performance are of major importance especially for aircraft design. Though restricted to SLEs, 

longitudinal stability is worsening when round leading-edges are used (Luckring and Hummel, 

2008), so this study is also a good estimator for the design of subsonic configurations. 

This investigation further contributes by showcasing the improvement of stability and 

performance of a high-speed delta wing during take-off, landing and rapid manoeuvring when 

altering two geometrical parameters; thickness and maximum thickness location. It uses a 

profile which is more realistic to general application than some previous studies on the VFE-2 

configuration, whilst offering another benchmark configuration for future investigations. It 

further builds on the work done on the effects of thickness by Kirby and Kirkpatrick (1969) by 

adding flow visualisations and pressure distribution at a slightly lower Re. 

This thesis also adds to the work done by the AVT-113 group by adding the impact of the use 

of a RSM turbulence model using the TUM test case at α= 18° as suggested in the further work 

section of their report (Fritz and Cummings, 2008). It further confirms the findings by Crippa 

regarding the importance of the surface discretisation on the prediction of the flow physics of 

delta wings (Crippa, 2008). 

Further, it contributes by using a combination of most recent CFD flow visualisations with 

classic wind tunnel evaluation methods for validation, to evaluate the flow physics and 

characteristics of delta wings, thus adding new judgement parameters.  

New insights on delta wing vortical flows in terms of the effects of the specific parameters are 

summarised below and have been sub-divided into the different categories 

7.1.1 Increase in thickness 

It has been found that an increase in thickness yields: 

- Longitudinal static stability is enhanced with an increase in thickness and the angle at 

which the configuration becomes unstable is delayed. This is due to the wing being 

more rear-loaded, as front-loading decreases and rear-loading increases with thickness. 

The latter is a result of decrease in trailing edge effect.  
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- The aerodynamic centre moves backwards (downstream) with increase in thickness 

thus increasing the static margin and enhancing longitudinal stability. 

- That there is an optimum thickness at which L/D is maximised. This has been found to 

be t/c=0.06 for all three configurations 

- The angle of attack of maximum L/D is insensitive to thickness change, but does change 

when constant spanwise thickness is introduced 

- There is a certain thickness which depends on the maximum thickness location, at 

which VBD is moving to lower incidences. 

- With increase in thickness the flow around the delta wing becomes more dominated by 

separation bubbles which do not fully roll up into a LEV. When leading-edge vortices 

do form, they become more stretched compared to thinner wings. 

- The LEV moves outboard with increase in thickness and the wing area affected by the 

vortex decreases. 

7.1.2 Maximum thickness location 

For a change in maximum thickness location it has been found that: 

- Moving the maximum thickness location downstream results in a reduction in suction 

force and a more developed vortical flow patter, whereby the differences become more 

significant at higher incidences. 

- Moving the maximum thickness location downstream results in an earlier onset of 

vortical flow. 

- Shifting the maximum thickness location upstream results in enhanced stability over a 

wider angle of attack range irrespective of thickness. This is due to delayed vortex onset 

which results in enhanced rearward loading. Also, the aerodynamic centre and the 

centre of pressure are moving rearwards, thus, increasing the wing’s static margin. 

- A shift in maximum thickness location rearward results in a rise of non-linear lift with 

increase in thickness. This is due to the frontal area being less impacted by thickness 

change. 

- The thickness distribution is affecting the area the LEV is acting on, which in turn 

impacts the non-linear lift generated. A movement rearward enlarges the effective area 

used by the leading-edge vortices. 

- Moving the maximum thickness location backwards results in a more drastic forward 

movement of the linear component of the normal force, whilst moving the maximum 

thickness forward results in a rapid backward movement of the non-linear component. 
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- Moving the maximum thickness location forward enhances the maximum attainable 

lift-to-drag ratio. 

- Lift has been found to be unaffected by maximum thickness change, though moving 

the thickness location forward can trigger VBD at lower angles of attack, thus, reducing 

lift generation. 

- Moving the maximum thickness location forward results in additional separation 

occurring inboard for wings of high thickness. This may be due to similar effects as 

discovered by Furman and Breitsamter (2013) for wings of round leading-edges. 

- Vortex formation is delayed with forward movement in maximum thickness location, 

though this is only true for higher thicknesses.  

- The LEV moves outboard when shifting the maximum thickness location upstream. 

This effect is enhanced when increasing the thickness. 

7.1.3 Tip Taper 

Introducing tapering towards the tip has been found to: 

- result in the angle of maximum L/D moving to lower angles. This angle is subject to 

change for wings with constant frontal area depending on thickness. 

- have a significant effect on stability and especially on the location of the aerodynamic 

centre and centre of pressure. Both quantities move upstream when the wing has a 

constant spanwise thickness and are insensitive to thickness change. 

- move the LEV inboard whilst the trailing edge generates a higher suction force when 

not tapered, especially at lower incidences. 

- decrease the suction force due to the frontal area no longer being constant.  

7.1.4  General observations  

Finally, general observations can be summarised as: 

- The aerodynamic centre for all configurations lies between 55% and 60% of the root 

chord. 

- The best performing aerofoil is the biconvex wing of 6% thickness and t/c= 0.3, 

followed by the biconvex profile of 6% thickness and t/c=0.5. 

- Thickness and maximum thickness do not affect the angle of attack at which the 

maximum L/D ratio is occurring. 

- Profiles using no curvature but being flat cause the formation of an inner vortex 

especially on thicker wings. 
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- The shape of the upper surface of a delta wing with SLE has a significant impact on the 

leading-edge suction generation and thus on the L/D ratio. 
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7.2 Satisfying the objectives and research questions 

This study investigated the effect of thickness and different thickness locations on a 65° delta 

wing, with the aim to demonstrate the effectiveness of change in thickness and maximum 

thickness location on the performance of slender delta wings at low speed. The aim was 

satisfied as evidenced by the findings detailed above. 

Next to the main aim, research questions were defined and answered.  

Objective (i): Reviewing the current literature on the topic of slender delta wings revealed that 

despite there being a significant amount of studies done on slender delta wings there is a large 

scatter in data. Rarely any consistency in certain parameters such as profile shape or Reynolds 

number was found. This makes it difficult to evaluate the effect of certain parameter changes 

as vortical flow is extremely sensitive to many geometric and environmental parameters. The 

studies conducted on the VFE-2 configuration showed and gave the scientific community a 

benchmark configuration for future studies. 

Objective (ii) & (iii): The objective regarding grid sensitivity and turbulence model choice 

were answered, showing that the simulation of delta wing configuration requires a very fine 

grid, particularly close to the leading-edge, making its simulation quite computationally 

expensive. It was further shown that the axial force component experiences the highest 

sensitivity to grid size and was shown to cause the highest variation between consecutive grid 

refinements. Turbulence model choice was shown to have an effect on the prediction of axial 

velocity component and VBD location. Two models were evaluated; SST and the FLUENT 

pressure strain Reynolds Stress Model (RSM). It was shown that the predictions by RSM were 

in better agreement with the wind tunnel data by TUM regarding axial velocity component and 

VBD location, thus showing that the directional effects of the Reynolds stresses and complex 

turbulent flow interactions are important in vortex dominated flows. 

Objective (iv): In order to achieve the overall aim of this study, wind tunnel validation runs 

were conducted on a selection of configurations. To verify the wind tunnel the VFE-2 

configuration was tested and compared to available data of other research institutions. It was 

shown that the UWE wind tunnel was capable to reproduce their findings, thus, giving 

confidence in the accuracy of the data obtained for the other models. 

Objective (v): Objective (v) on verifying the numerical findings was met. Lift and drag 

coefficients were in very good agreement with the wind tunnel data. The pitching moment was 

not predicted as well but was still within the uncertainty of the grid resolution. 
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Research Questions 1: The research question - “to what extent changing the overall thickness 

as well as the maximum thickness location affects performance an longitudinal stability” - 

showed that the maximum L/D ratio can be increased by up to 6.25% on biconvex 

configurations, whilst moving the maximum thickness location forward results in an increase 

of up to 8%. Lift coefficients, typical for take-off, landing and loitering, can be enhanced by 

up to 4.5% when thickness is increased. Shifting the maximum thickness location forward 

increases the stability by up to 1.82%. Therefore, it can be said that changing the thickness has 

a significant effect on the performance and stability of delta wings whilst the effect of changing 

the maximum thickness location is more significant for performance than for longitudinal 

stability. 

Research Question 2: The second research question regarding the confidence level of the 

prediction was answered by the achievement of objectives (ii), (iii) and (iv). Numerical 

simulations of the flow up to VBD can be predicted with a high confidence level using RANS 

methods. Furthermore, knowing the effect of thickness and maximum thickness location can 

help designing configurations, with wing morphing in mind, to utilise the benefits of different 

aerofoil geometries. 

7.3 Limitations 

Most of the studies referred to in the literature review are from a time when CFD was in 

development and computational power was limited. Therefore, most findings are experimental. 

This doctoral study adds to the body of knowledge on delta wings by using mainly numerical 

methods. Although numerical methods come with uncertainty due to their dependence on an 

appropriate grid, domain size, boundary conditions and turbulence model choice, there 

accuracy can be determined by using different polar plots. This was done throughout Chapter 

6, with focus lying on those polar plots, which were also used by different authors in the 

literature review to enable comparison of findings.  

In Chapter 4 section 4.7 to 4.10 the VFE-2 benchmark case was used to verify grid, turbulence 

model choice and boundary conditions by running a test case with sting mount and compare 

the findings against those experimentally done at TUM in the framework of AVT-113. The 

experimental tests conducted at ONERA were used to verify the results obtained at the UWE 

wind tunnel as presented in Chapter 5. It was shown, that the experimental findings at the UWE 

wind tunnel were within the uncertainties of the ONERA wind tunnel. The numerical 

comparison at α=18° showed that current RANS turbulence models struggle with the detailed 

prediction of flow details in vortex dominated flows due to their highly unsteady nature 
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especially for very thick wings. This is also in agreement with the findings of AVT-113. It was 

shown in Chapter 4 section 4.9.1 that the RSM turbulence model may be a viable option as 

findings in this study suggest, that their prediction of flow parameters, such as axial velocity, 

is more accurate than for other RANS models. 

The findings on the VFE-2 configuration by the NATO-AVT-113 task group are largely 

replicated in the UWE wind tunnel. Furthermore, the numerical findings are also replicated. It 

is shown, that current RANS turbulence models struggle with the detailed prediction of flow 

details in vortex dominated flows at high angle of attack. Here, the flow becomes unsteady, 

which is especially true for very thick wings.  

The limitations of this study in the area of the numerical findings are; grid quality, domain size, 

turbulence model, steady flow assumption and boundary condition choice. Especially, the 

wings of 12% thickness showed unsteady behaviour at higher angles of attack, which was 

expected due to the combination of increased nose radius and sharp-leading-edge. A 

quantitative evaluation of vortex location and position was omitted as multiple studies have 

shown that vortex location is highly dependent on the accurate prediction of vortex onset, 

which in turn depends highly on turbulence model choice as well as grid resolution (Fritz and 

Cummings, 2008; Schütte and Luedeke, 2010; Schütte et al., 2012). It was shown in Appendix 

3 sections 3.3 and 3.4 that the prediction of axial velocity and pressure distribution is highly 

sensitive to surface grid refinement. The drawback is however a drastic increase in element 

count, resulting in a drastic increase in computational time. Therefore, when investigating 

vortical flow a high surface grid resolution should be prioritised over a refinement of the 

surrounding domain. 

Considering the computational limitations and the proven under prediction of the axial velocity 

in Chapter 4 section 4.9 it was decided not to focus on the quantitative evaluation of vortex 

location and position, as no valid conclusion could be drawn from this. However, a qualitative 

investigation was conducted. The experimental results are limited by the interference of the 

tunnel with the model and the chosen rig design. The wind tunnel model was not completely 

steady during the runs at higher α.  

As can be seen from the literature review and the findings of this study, multiple geometrical 

factors affect the behaviour of vortices on the aerodynamic coefficients. The contributions 

made and the recommendations for further work are discussed in the next chapter. 
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7.4 Recommendations and Further Work 

Based on the findings and limitations of this study it is recommended to conduct further 

numerical studies at higher Re and Mach numbers to investigate the effect of both on the flow 

characteristics, especially on vortex onset and vortex development. Furthermore, it is 

recommended to extend this study to higher α. Especially for higher angles of attack it is 

suggested to use DES or LES models to more accurately predict VBD onset. Further studies 

can be conducted to investigate the effects of thickness and maximum thickness change on 

different flow parameters. Distance of the vortex core from the surface and away from the 

leading-edge can be determined. However, this requires a higher order turbulence model and 

sufficient resolution of the numerical grid.  

Further it is encouraged to conduct studies using a RSM model as it proved to be promising in 

this study. Additionally, by using multiple turbulence models conclusions could be drawn as 

to which modelling parameters cause enhanced results. This could yield to improved turbulence 

models for external vortical flows.  

Also, other flight conditions require investigating, such as sideslip effects as well as a 

combination of thickness and maximum thickness location with other geometric features, such 

as camber and twist.  

It was shown that the absence of tip taper had a big impact on the performance and longitudinal 

stability of the delta wing. However, this study was limited to the VFE-2 profile and it would 

be suggested that further studies are conducted on the biconvex configurations. Also, other 

variations in geometric parameters such as camber, sweep and leading-edge radius could be 

added to give the study more breadth. 

On the experimental side further studies using PIV and surface pressure tappings are 

recommended. This way, the numerical findings could be validated further. To investigate 

whether the effects observed here are universal similar investigations on non-slender delta 

wings would need to be conducted. 
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Appendix 1 Chapter 2: Literature Review on the Flow Physics of Delta 

Wings 

A.1.1 Vortex Breakdown 

Appendix A.1.1 ((from section 2.1.1) provides more information about VBD in general. The 

burst of the vortices results in unsteady aerodynamic loading which in turn may cause structural 

and aerodynamic problems. Delaying VBD is one of the goals when designing delta wings as 

it is increasing the stability, controllability and manoeuvrability of the aircraft. 

VBD can occur on delta wings in two different forms; bubble or spiral form (Lambourne and 

Bryer, 1961). 

The spiral-type of breakdown is characterised by a rapid deceleration of the core flow, causing 

the vortex core filament to kink and to spiral around the axis of the structure. This results in a 

corkscrew-like distortion of the vortex core, which can spiral for one or two turns before 

breaking up into large-scale turbulence (Payne et al., 1987).  

An example of a spiral type VBD is depicted in Figure A. 1.1. 

 

Figure A. 1.1 Spiral Breakdown (Lambourne and Bryer., 1961). 

The bubble type of VBD is characterised by the stagnation of the flow on the vortex axis 

thereby forming an oval-shaped recirculation zone as shown in Figure A. 1.2. 
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Figure A. 1.2 Bubble-type of Vortex breakdown (Payne,1987). 

There is no agreement on how the two types of breakdown are related and some researchers 

(Jumper et al., 1993 and Payne et al., 1991) think that the bubble form is basic and that the 

spiral type is a result of the instability of the bubble form. Other opinions are that the bubble 

type is an artefact of the visualization technique used (Greenwell, 2001). 

VBD onset is dependent on sweep angle, thickness, leading-edge shape and other geometric 

parameters but is generally found at high angles of attack. Here, the primary vortex experiences 

instabilities near the trailing edge causing the vortex to break down. Increasing the angle of 

attack provokes a rapid displacement of breakdown location forward, whereas increasing 

leading-edge sweep reduces the strength of the LEV and delays VBD (Hemsch and Luckring, 

1990). Studies by Kegelmann and Roos (1989) and Miau et al. (1995) have shown that leading-

edge shape has a significant effect on the burst location due to the variation of separation 

location and vortex strength. Nonetheless, the effect of leading-edge shape on the flow pattern 

decreases with increase in Mach number (Goertz, 2005). Positive camber has been shown to 

delay breakdown whereas thicker wings seem to encourage breakdown (Wentz and Kohlman, 

1971). 

VBD is a result of a destabilizing agent, such as the longitudinal adverse pressure gradient near 

the trailing edge. The adverse pressure gradient is dependent on angle of attack and sweep, 

thus, they are also contributing parameters to the burst (Erickson, 1982, Lambourne and Bryer, 
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1962). Research has also shown that vorticity shedding from the leading-edge might encourage 

VBD. The vortex filaments can tighten up when the vorticity-feeding rate from the leading-

edge exceeds a certain value, thus causing VBD (Elle, 1958). 

Studies have also revealed that the Reynolds number has little effect on vortex burst and thus 

may be an inviscid phenomenon (Lambourne and Bryer, 1962). However, breakdown points 

located further forward were also measured with increasing Reynolds number. Soltani and 

Bragg (1990) concluded that for delta wings with SLEs the Reynolds number effects only 

appear once the burst point moves onto the wing. According to Wolffelt (1986), thicker wings 

may be more Reynolds number sensitive.  

Although VBD causes a drastic change in the flow pattern over a delta wing, the global strong 

circulatory flow pattern does not disappear suddenly at breakdown location but persists 

(Hummel, 1965). Therefore, the vortex upstream of the burst is barely affected. A study by 

Delery (1994) suggested that the secondary vortex is not affected by the breakdown of the 

primary one, but a kink in the secondary separation line can be observed (Huang and Hanff, 

1998). When breakdown occurs near or at the apex a variety of reversed flow patterns have 

been reported and also a “whorl” near the outboard tip has been observed (Huang and Hanff, 

1998, Earnshaw and Lawford, 1964) as depicted in Figure A. 1.3.  

 

Figure A. 1.3 (a) Suggested secondary vortex system during vortex breakdown (b) secondary separation associated with 'whorl' 

upper surface skin friction pattern at high angle of attack (Earnshaw and Lawford, 1964). 
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A.1.2 Internal Structure of Leading-edge Vortices 

Appendix A.2.2 (from section 2.1.1) provides further information regarding the internal vortex 

structure and the impact of the boundary layer status on sharp-edged wings. Understanding the 

flow physics of sharp-edged configurations and how they are affected by boundary layer status  

 is important for this project, as the numerical simulations are conducted assuming fully 

turbulent flow, which may cause inaccuracies as flow starts off laminar and the location of the 

transition point depends on geometric and flow variables. 

A.1.2.1 Internal Vortex Structure 

The internal structure of the primary vortex can be divided into three regions (Nelson and 

Pelletier, 2003), see Figure A. 1.4: 

1. Shear Layer: generated at the leading-edge and feeding vorticity into the vortex core. 

Increases in thickness with distance from the leading-edge. 

2. Rotational Core: approximately 30% of the local semi-span in diameter. 

Circumferential and longitudinal velocity distribution within the core is barely affected 

by the shear layer. Also, the vorticity distribution is continuous. The velocity 

distribution in this region is jet-like with a tangential velocity up to approximately 1.5 

times freestream velocity. 

3. Viscous Sub-core: approximately 5% of the local semi-span in diameter. The gradients 

of local heat, static pressure and velocity are very high within that region. The axial 

velocity of the viscous sub-core can exceed three times the freestream velocity value. 

It is smaller than the rotational core and remains nearly constant in size with increase 

in angle of attack. Also, most of the axial vorticity can be found here. 

 

Figure A. 1.4 Three regions within a leading-edge vortex (Nelson and Pelletier, 2003). 
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A.1.2.2 Laminar Flow 

Laminar flow on delta configurations can result in laminar separation on the wing’s surface. 

Hummel (2004) investigated the effect of laminar separation on a delta wing using flow 

visualisation. He reported that the primary vortex increased in size and was located further 

inboard than would be expected for turbulent flow. Underneath the primary vortex the flow 

separates earlier due to an adverse pressure gradient between the attachment line and leading-

edge. The secondary vortex formed in this process is relatively large. Additionally, a tertiary 

vortex is formed (Hummel, 2004). 

The strength of the primary vortex in the subsonic region formed by laminar separation is 

weaker in intensity than in the turbulent case (Betyaev, 1994). Figure A. 1.5 shows the 

difference between the vortices generated with laminar and turbulent flow (Visbal and 

Gordnier, 2003). 

 

Figure A. 1.5 Flow structure of a (a) laminar and (b) turbulent boundary layer (Visbal and Gordnier, 2003). 

A.1.2.3 Turbulent Flow 

At a sufficiently high Reynolds number the flow on the upper surface of the wing becomes 

turbulent resulting in an irregular, highly mixed and unpredictable flow with additional cross 

flow (TF-12DFRC, 2004). A turbulent boundary layer causes turbulent separation which 

creates different characteristics in the flow topology. The primary vortex has a higher intensity 

and is also located further outboard than the laminar case. Due to the increased energy within 

the boundary layer, the turbulent flow can sustain the adverse pressure gradient longer, thus, 

delaying secondary separation. This results in a smaller secondary vortex (Hummel, 2004). 

Next to this, VBD is delayed, but drag is increased as an effect of higher viscous forces. 



248 
 

A.1.3 Effects of Leading-edge Radius on Leading-edge Vortex Development 

Appendix A.1.3 (from section 2.1.2) provides further information regarding the internal vortex 

structure and the impact of the boundary layer status on round-edged wings. Understanding the 

flow physics of round-edged configurations is important for this project as increasing the 

thickness changes the effective leading-edge radius, where a SLE wing may behave similar to 

one with a round leading-edge. Hence, a detailed understanding of the effects of different 

leading-edge shapes is required. 

A.1.3.1 Primary Vortex 

For round or blunt-edged delta wings the separation line of the primary vortex is not fixed to 

the leading-edge (Hummel, 2004). The major differences between the flow topology of round-

edged and sharp-edged delta wings is summarised in Figure A. 1.6 (Luckring, 2004a). 

 

Figure A. 1.6 Difference between the flow topology of sharp and blunt-edged delta wings (Luckring, 2004a). 

The extent of the primary vortex, as well as its properties, were found to depend on angle of 

attack, Mach number, Reynolds number and leading-edge radius. The reason why separation 

on blunt leading-edges is delayed is that the leading-edge radius stays constant over the entire 

span whereas the local half span thickness ratio increases further downstream. This means that 

the radius to local span ratio decreases towards the trailing edge (as the span increases with 

chord for the delta), thus making it effectively sharper, which in turn increases the suction and 
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adverse pressure gradient. The rise of those gradients causes separation (Luckring and 

Hummel, 2008; Konrath et al., 2006). 

Next to this, the upwash created by the wing increases towards the trailing edge making the 

local angle of attack higher near to the trailing edge compared to the apex region. This also 

yields an increase in adverse pressure gradient and the promotion of separation along the 

leading-edge (Luckring, 2008). If the flow in the vicinity of the trailing edge is turbulent, the 

primary vortex is formed in the same manner as is the case for sharp-edged wings (Furman and 

Breitsamter, 2008). The vortex created will then also have a stronger magnitude than in the 

laminar case (Pashilkar, 2001). 

In summary, the effect of bluntness on the flow field around a delta wing has two obvious 

effects: 

1. Increase in leading-edge radius results in a shift in the position of the primary vortex 

outboard towards the leading-edge. 

2. Increase in leading-edge radius yields to a decrease in physical size and strength of the 

primary vortex.  

A.1.3.2 Secondary Vortex 

As for the sharp-edged configuration, a secondary vortex forms underneath the primary vortex 

due to the separation induced by the adverse pressure gradient. However, the secondary vortex 

can form later and aft the onset of the primary vortex. Its location mainly depends on the 

boundary layer status underneath the primary vortex (Rodriguez, 2008). The type of boundary 

layer also affects the primary separation process. 

A.1.3.3 The Effect of Boundary Layer Status on Delta Wings with Round Leading-edges 

Hummel (2004) observed different flow phenomena for the same angle of attack but different 

Reynolds numbers, which are stated below: 

1. Laminar flow around the leading-edge without flow separation. 

2. Laminar flow around the leading-edge followed by the onset of laminar flow separation 

on the upper surface. 

3. Laminar separation line on the upper surface moves towards the leading-edge until 

laminar flow separation occurs at the leading-edge. 

4. Laminar flow separation ends at a certain point along the leading-edge and is then 

replaced by laminar to turbulent transition if the Reynolds number is further increased. 
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Figure A. 1.7 Boundary Layer underneath primary vortex (Hummel, 2004). 

Figure A. 1.7 shows the effect of increasing Reynolds number on the boundary layer status and 

separation onset. It can be seen that increasing the Reynolds number yields to upstream 

progression of the transition point, thus reducing the region of laminar primary separation. At 

a certain Reynolds number the laminar primary separation disappears completely and only 

turbulent separation is present. As the turbulent boundary layer is able to withstand the adverse 

pressure gradient longer, the region of attached flow in the apex region is larger (Bozhkov and 

Mozol’kov, 1975; Hummel, 2004). 

A.1.3.4 The Effect of Leading-edge Radius on Separation Onset 

The most distinctive feature between configurations having a SLE as opposed to a round 

leading-edge is the point of separation onset. At low to moderate incidences the majority of the 

flow around the round leading-edge is attached. At higher incidences the flow starts to separate 

close to the wing tips (Fink, 1966; Peckham and Atkinson, 1960). 

Studies conducted by Hummel (2004) and Peake & Tobak (1980) concluded that the primary 

separation point depends on the flow characteristics on the lower surface. Hence, the boundary 

layer status on the lower surface of the wing plays a significant role in determining the location 

of the primary separation line. This is also depicted in Figure A. 1.8, where S1 marks the 

primary separation line. Figure A. 1.8 also shows the shear layer zone between S3 and S4, 

which is associated with high turbulence levels (Honkan and Andreopoulus, 1997). 
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Figure A. 1.8 Primary vortex topology of the round-edged wing (Lang, 1998). 

It is also worth noting that the primary separation line S1 can also be on the lower surface and 

that it is not necessarily a straight line along the leading-edge of the wing (Renac et al., 2005, 

Jiang et al., 2000, Huang et al., 2001). 

Figure A. 1.9 shows the separation line of the primary vortex along a 65° swept back wing. 

Furthermore, it displays an additional vortex inboard of the primary vortex; this inner vortex is 

characteristic of the effect of blunt leading-edges. It can be noted that the inner vortex is 

generated further upstream than the primary vortex, but both lines curve inboard downstream 

of the wing (Luckring, 2004). 

 

Figure A. 1.9 Attachment and separation lines on the round-edged delta wing:VFE-2 configuration; Mach number= 0.4, 

Remac=3x106 and α=13.3° (Luckring, 2004). 
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A.1.3.5 The Effect of Leading-edge Radius on the development of Leading-edge Vortex 

Structures 

As shown earlier, (Figure A. 1.9) one distinctive feature of medium-radius wings is the 

occurrence of an inner vortex, rotating in the same sense as the primary vortex (Hummel, 2004). 

At moderate incidences a weak suction peak is observed, at around 1/3rd of the wing chord. 

This peak is located inboard of the primary vortex. Research conducted by Fritz (2008) and 

Hummel (2006) found that the inner vortex appears earlier than the primary vortex due to 

boundary layer separation near the apex. It increases in strength while moving downstream but 

only up to a certain chordwise position. It starts to decay in strength as the primary vortex is 

formed. Note that the primary vortex has a higher overall vortex strength (Figure A. 1.10) than 

the inner vortex (Hummel, 2009). 

 

Figure A. 1.10 Calculated pressure contour on the 65° medium radius delta wing at Remac=3x105 and α=13.3° (Hummel, 

2009). 

Both vortices are located close to each other but do not merge during the initial stage of their 

development. With increasing distance from the apex the stronger primary vortex shifts the 

inner vortex inboard (Konrath et al., 2008a & 2008b). 

One theory is that the inner vortex is caused by a boundary-layer separation bubble (Delery, 

1992). Hummel (2007) reported that the separation bubble can occur first in a region close to 
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the apex, where the body is relatively thick. At the beginning of its formation the inner vortical 

structure appears as a flat vortex close to the wing’s surface but grows with increasing distance 

from the apex. At a certain chord position it starts to lift off the surface and its strength 

decreases as the primary vortex starts developing (Konrath et al., 2008b). This can be explained 

by the vorticity shed from the leading-edge feeding into the primary vortex rather than in the 

inner vortex (Luckring and Hummel, 2008). 
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A.1.4 Summary of Investigations conducted by Kulfan (1979) 

The geometric effects discussed in section 2.5 of the main report refer majorly to the studies 

conducted by Kulfan. A summary of her work including speed and geometric features is shown 

in Table A. 1.1. 

Table A. 1.1 Summary of investigations done by Kulfan (1979). 
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Appendix 2 Chapter 3: Literature Review Computational Methods 

This appendix supports Chapter 3 in terms of background theoretical information on CFD 

meshing, turbulence models and factors affecting delta wings. 

A.2.1 Grid Types  

A.2.1.1 Structured Mesh 

The simplest grid generation methods are classic methods which generate a structured mesh, 

e.g. algebraic and elliptic methods (Thompson et al., 1985). For a two-dimensional domain the 

mesh elements take the shape of rectangles as illustrated in Figure A. 2.1. The grid points here 

are addressed by indices (i, j), where the index i represents the numbering of points in the x-

direction and j represents numbering points in the y-direction. If (i, j) are indices for a point P 

(see Figure A. 2.1) then the neighbouring points in each direction are defined by increasing or 

decreasing indices (Tu et al., 2018). 

 

Figure A. 2.1 Uniform rectangular mesh (Tu et al., 2018). 

A form of a structured mesh for bodies with complex (i.e. curved) shapes is called body-fitted 

mesh (Tu et al., 2018) as shown in Figure A. 2.2. Here, compromises are required on curved 

sections to fit an orthogonal mesh to the geometry. This is done by introducing a curvilinear 

coordinate domain with coordinates ɳ and ζ, which can be transformed into the coordinates of 

the physical domain and vice versa. 
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Figure A. 2.2 An example of a body-fitted or curvilinear mesh for a 90° bend geometry and corresponding computational 

geometry (Tu et al., 2018). 

A.2.1.2 Unstructured Mesh 

Unstructured meshes are also suitable for complex geometries and characterised by a non-

regular arrangement of the elements as can be seen in Figure A. 2.3. The benefit of this type of 

mesh is its flexibility as it does not need to stick to certain coordinate lines as the structured 

mesh. This is particularly handy for highly complex geometries. The most common element 

form of unstructured meshes are triangles and tetrahedrons (Tu et al., 2018). 

 

Figure A. 2.3 An example of a triangular mesh for the 90° bend geometry (Tu et al., 2018). 
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A.2.1.3 Advantages and Disadvantages of certain Mesh Types 

The different mesh types stated above come with certain advantages and disadvantages. Using 

a structured mesh approach allows easy access to each elemental cell due to its indexing and 

connectivity. This makes programming and data management simple. The downside of 

structured meshes is that grid non-orthogonality and skewness increases for complex 

geometries which can yield to unphysical solutions due to the transformation of the algebraic 

equations. A special case is the block-structured or multi-block grid, where the issue of high 

non-orthogonal and skewed elements in a domain can be reduced by subdividing it into a 

number of structured blocks which are attached to one another. The cell faces within each block 

do not need to match necessarily thus reducing the number of problematic elements due to 

complex geometries (Tu et al., 2018). An example of matching and nonmatching faces in a 

mesh is shown in Figure A. 2.4. 

 

Figure A. 2.4 Multiblock-structured mesh with matching and nonmatching cell faces (Tu et al, 2018). 

Most CFD codes are based on the use of unstructured grids with the most typical element shape 

being a triangle in two dimensions or a tetrahedron in three dimensions. However, also other 

element types are used such as quadrilateral or hexahedral cells. The benefit of this method is 

its suitability for domains with high-curvature boundaries, which can lead to improved 

numerical stability. The disadvantages of unstructured meshes are that they cannot be simply 

treated or addressed by their indices making data treatment and connection complicated. This 
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results in increased computational time. Also, triangular or tetrahedral cells in comparison with 

quadrilateral or hexahedral cells are ineffective in resolving wall boundary layers especially 

when it comes to approximating the diffusive fluxes. A way to overcome this is by using a 

combination of different element types, so that quadrilateral or hexahedral elements can be 

placed near walls and triangular or tetrahedral elements are generated for the rest of the domain 

(Tu et al., 2018). 

A.2.2 𝑌+ Value 

When a viscous fluid moves past a rigid surface the velocity at any point relative to the wall is 

zero (Burr et al., 2003). This yields to a modification of the flow not only at the surface but 

also at a certain distance away from it. In order to evaluate if the near-wall region is sufficiently 

modelled Gerasimov (2006) suggested the use of 𝑦+ in order to select the most suitable near-

wall treatment (wall functions or near-wall modelling) and the corresponding turbulence model 

(Salim and Cheah, 2009). The 𝑦+ value is defined as a non-dimensional distance from the wall 

to the first mesh node and determines whether the influences in the wall adjacent cells are 

laminar or turbulent (Kralik, 2016). 

It is similar to the local Reynolds number and can be calculated using the formula (Ariff et al., 

2009) 

 y+ =
ρuτyP

μ
 

 

(A. 2.1) 

 

where uτ = √
τw

ρw
 is the friction velocity at the nearest wall, yP is the distance from a given point 

P to the wall, ρ is the fluid density and μ is the fluid viscosity at point P. 

A.2.2.1 Boundary Layer 

Experiments have shown that the near-wall region or boundary layer can be subdivided into 

three layers. The layer closest to the surface is called viscous sublayer (𝑦+ =5) in which the 

flow is almost laminar. Here, the molecular viscosity plays a dominant role in momentum and 

heat or mass transfer. The outer layer is called fully-turbulent layer or log-law region (𝑦+ >60), 

where turbulence plays a significant role. In between those two layers is an interim region, 

called buffer layer or blending region, where viscosity and turbulence are equally important 
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(Bazargan and Mohseni, 2009). A schematic of the relation between 𝑦+ and different boundary 

layers is shown in Figure A. 2.5. 

 

Figure A. 2.5 Boundary Layer Structure (Grecu et al., 2017). 

A.2.3 Wall Functions versus. Near-Wall Model 

Under the assumption that the boundary layer can be reasonably approximated via a 

logarithmic profile the fluid shear stress can be computed as a function of the velocity at a 

given distance from the wall. This is commonly referred to as a “wall function” and the 

logarithmic nature of the boundary layer profile gives rise to the well-known “log law of the 

wall” (Ansys, 2011). 

Generally, there are two approaches when modelling near-wall regions.  

- The wall function method which does not resolve the inner region (viscous sublayer 

and buffer layer) affected by viscosity, but uses semi-empirical formulae, so called 

“wall functions” to bridge between the near-wall region and the fully-turbulent region. 

Consequently, when using the wall function method, a very low 𝑦+ value (𝑦+~ 30) is 

not required resulting in saving computational time.  

The advantages of using this approach are twofold; the shear-layers near the wall can 

be modelled with relatively coarse meshes saving CPU and storage and there is no 

necessity of modifying the turbulence models to account for the presence of the wall 

(ANSYS FLUENT Theory Guide, 2009). Next to this, the wall function approach is 

robust, economical and reasonably accurate (FLUENT Theory Guide, 2009). 

However, the wall function approach is inadequate in situations where low- Re-number 

effects are predominant in the flow domain. For those cases the near-wall model 
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approach has to be picked, which is available in ANSYS Fluent (FLUENT Theory 

Guide, 2009). 

 

- The Low-Reynolds Number method or Near-Wall method resolves the boundary layer 

thus requiring a very fine mesh in the direction normal to the wall (𝑦+=1). In the near-

wall method, turbulence models are modified to enable a viscosity-affected region to 

be resolved with a mesh all the way to the wall, including the viscous sublayer. 

Therefore, turbulence models based on the ω- equation (where ω is the specific 

dissipation or turbulent mixing length frequency), such as Shear Stress Transport (SST) 

or Second Moment Closure (SMC)-ω models, are suitable for using this approach. Note 

that the low- Renumber approach is not referring to the device Re (as in using the length 

or width of the device as the reference length) but to the turbulent Re, which is low in 

the viscous sublayer.  

The downside of this method is its requirement for a fine mesh in the near-wall zone 

thus resulting in higher computational storage and runtime requirements. Also, care 

must be taken to ensure good numerical resolution in order to capture the rapid variation 

in variables (Ansys, 2011). 

The modelling of the near wall regions is solver dependent and is explored here for ANSYS 

FLUENT as it was the flow solver used in this study.  

In ANSYS FLUENT, scalable wall functions are used by default for all turbulence models 

which are based on the ε-equation for turbulence dissipation and enhanced near-wall treatment 

when k-ω based models (based on turbulent kinetic energy k and the specific turbulence 

dissipation rate ω) are used (including SST) (FLUENT Theory Guide, 2009). The use of the 

standard wall function implies that the boundary layer mesh lies entirely within the log-law 

region of the boundary layer. However, this is difficult to achieve for most flow problems due 

to the varying local velocity around the model. The scalable wall function displaces the mesh 

to a 𝑦+~11.225 irrespective of the first layer height of the mesh. This avoids erroneous 

modelling of the laminar sublayer and buffer region. For grids with 𝑦+>11.225 the scalable 

wall function will give identical results to the standard wall function.  

Enhanced wall treatment in ANSYS automatically switches from wall-function to a low-Re 

near wall treatment as the mesh is refined (FLUENT Theory Guide, 2009). The choice of wall 

treatment depends on the flow physics and turbulence model. K-ε, Reynolds Stress (RSM) and 
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Large Eddy Simulation (LES) turbulence models are primarily designed for flows with 

turbulent cores, somewhat far from walls, and hence coupled with wall function. SA, k-ω and 

SST are applicable throughout the boundary layer when near-wall mesh resolution is sufficient 

and therefore needs near-wall modelling (Salim and Cheah, 2009). In order to use the scalable 

wall functions or enhanced wall treatment accurately it is required to fully resolve the boundary 

layer, by placing at least 10 nodes into it (FLUENT Theory Guide, 2009). 

 

A.2.4 Turbulence Modelling 

This section gives a detailed explanation and derivation of the eddy viscosity models (EVMs). 

First the Reynolds Averaged Navier-Stokes (RANS) equations are derived and then three 

different EVM closure models are discussed: zero-, one- and two-equation EVMs. 

A.2.4.1 Statistical Turbulence Models and the Closure Problem 

Starting from the Navier- Stokes equation for incompressible flow as the flow under 

investigation in this thesis is incompressible, the continuity and momentum equations are 

defined respectively as (Pitsch, 2014): 

 
∂uj

∂xj
= 0 

 

(A. 2.2) 

 

 
∂uj

∂t
+ ui

∂uj

∂xi
= −

1

ρ

∂p

∂xj
+ υ

∂2uj

∂xi
2  

 

(A.2.3) 

 

 

with i=[1,3] and j=[1,3]. A characteristic of turbulence is its fluctuation in time and space. 

When looking at large time scales, however, then turbulent flow can be said to have average 

characteristics with an additional time-varying fluctuating component (Ansys, 2011). The 

turbulent velocity components and the pressure, p, can therefore be decomposed as follows 

(Anderson, 1995): 
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 uj = uj̅ + uj′ 

 

(A.2.4) 

 

 p = p̅ + p′ 

 

(A.2.5) 

 

where uj is the momentary velocity component, uj ̅̅ ̅is the time-averaged velocity component 

and uj′ is the fluctuating velocity component. 

The time averaging is done by taking the mean values at a fixed place in space and averaging 

them over time. Note, that the time span has to be large enough so that the mean values are 

independent of it (Anderson, 1995). 

 uj̅ =
1

∆t
∫  uj dt

t0+t1

t0

 

 

(A.2.6) 

 

The time-averaged values of the fluctuating values are defined to be zero, so (Anderson, 1995): 

  uj′̅̅ ̅̅ = 0 

 

(A.2.7) 

 

The simplification above is significant for turbulence modelling. The averaged and fluctuating 

quantities are substituted into the Navier-Stokes equations thus forming the Reynolds 

Averaged Navier-Stokes (RANS) equations (Ansys, 2011).  

The following rules for time-averaging apply (Anderson, 1995): 
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 f̅̅ = f ̅  

 f + g̅̅ ̅̅ ̅̅ = f̅ + g̅  

 

(A.2.8) 

 

                         f̅ × g̅̅ ̅̅ ̅̅ = f̅ × g̅   

 
∂f̅̅̅

∂s
=

∂f̅

∂s
   

 ∫ f ds =̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ∫ f̅ ds   

 But f × g̅̅ ̅̅ ̅̅ ≠ f̅ × g̅  

where f and g are both functions. 

The time averaged continuity equation therefore becomes (Anderson, 1995): 

 
∂uj̅

∂xj
+

∂uj
′

∂xj
= 0 

 

(A.2.9) 

 

Equation (A.2.9) shows that there is no correlation between the fluctuating quantities, thus, the 

continuum equation can be considered linear. 

The Momentum equation, however, transforms to (Pitsch, 2014): 
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(A.2.10) 

 

The term 
∂

∂xi
ui

′uj
′̅̅ ̅̅ ̅, which results from time-averaging the convective transport term ui

∂uj

∂xi
, is 

called the Reynolds Stress Tensor and is defined as 
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 τij = −ρui
′uj

′̅̅ ̅̅ ̅ 

 

(A.2.11) 

 

as it only appears due to the Reynolds averaging. Due to the addition of the turbulent term in 

Equation (A.2.10) a Reynolds stress matrix forms (Vengadesan, 2015): 

 (

σx τxy τxz

τxy σy τyz

τxz τyz σz

)=-(

ρu,2̅̅̅̅ ρu,v,̅̅ ̅̅̅ ρu,w,̅̅ ̅̅ ̅

ρu,v,̅̅ ̅̅̅ ρv,2̅̅̅̅ ρv,w ,̅̅ ̅̅ ̅

ρu,w ,̅̅ ̅̅ ̅ ρv,w ,̅̅ ̅̅ ̅ ρw ,2̅̅ ̅̅
) 

 

(A.2.12) 

 

It can be seen that the matrix is symmetric and thus contributes six additional unknowns to the 

already existing four unknowns in the continuity and the Navier-Stokes equations (the velocity 

fluctuation components u, v and w and pressure). This yields to a closure problem as there are 

only four equations to solve for ten unknowns (Vengadesan, 2015).  

Therefore, in order to solve the system of the RANS the Reynolds stress needs to be modelled 

as a function of mean flow quantities. 

This would normally be done by deriving a transport equation for τij. Therefore, the 

momentum equation (Equation  

(A.2.3)) is subtracted from the averaged momentum equation (Equation (A.2.10)) and 

Equation (A.2.4) is rearranged for uj
′ leading to (Pitsch, 2014): 
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(A.2.13) 

 

Multiplying Equation (A.2.13) with the fluctuating velocity uk
′  for k=1,2,3 and a corresponding 

equation for uk
′  k=1,2,3 with uj

′ j=1,2,3 results after summation in (Pitsch, 2014): 
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The viscous terms can be transformed into  
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The pressure terms can be written with the use of the Kronecker Delta δijas 
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Substituting Equation (A.2.15) and (A.2.16) into (A.2.13) leads to 
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∂uk
′

∂xi

∂uj
′

∂xi

̅̅ ̅̅ ̅̅ ̅̅
+

p′

ρ
(

∂uk
′

∂xj
+

∂uj
′

∂xk
) +

∂

∂xi
[−ui

′uj
′uk

′̅̅ ̅̅ ̅̅ ̅̅ + υ
∂

∂xi
(uj

′uk
′̅̅ ̅̅ ̅̅ ) −

p′

ρ
(δijuk

′ + δikuj
′)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
]  

 

(A.2.17) 

 

with 

  
∂

∂t
(uj

′uk
′̅̅ ̅̅ ̅̅ )   

 

(A.2.18) 

 

being the Local derivative, 
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 ui̅

∂uj
′uk

′

∂xi
  

 

(A.2.19) 

 

being the Convective or Advective Transport,  

 

 

−ui
′uk

′̅̅ ̅̅ ̅̅ ∂uj̅̅̅

∂xi
− ui

′uj
′̅̅ ̅̅ ̅ ∂uk̅̅ ̅̅

∂xi
  

 

(A.2.20) 

 

being the Production of Reynolds Stresses, 

  −2υ
∂uk

′

∂xi

∂uj
′

∂xi

̅̅ ̅̅ ̅̅ ̅̅
  

 

(A.2.21) 

 

being the (Pseudo-) Dissipation of Reynolds Stresses, 

 
p′

ρ
(

∂uk
′

∂xj
+

∂uj
′

∂xk
)   

 

(A.2.22) 

 

being the Pressure- Rate- Of- Strain Correlation (it contributes to the redistribution of the 

Reynolds stresses similar to the diffusion term and  

 
∂

∂xi
[−ui

′uj
′uk

′̅̅ ̅̅ ̅̅ ̅̅ + υ
∂

∂xi
(uj

′uk
′̅̅ ̅̅ ̅̅ ) −

p′

ρ
(δijuk

′ + δikuj
′)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
]   

 

(A.2.23) 

 

being the Diffusion of the Reynolds Stresses (includes all terms under the divergence operator). 

It can be seen from Equation (A.3.22) that the mean velocity gradients are responsible for the 

production of turbulence. Also note, that by trying to derive a transport equation for the 

Reynolds shear stress resulted in the creation of six additional equations (Equations (A.2.18) 

until (A.2.23)) and thus 27 more unknowns (Vengadesan, 2015). In order to reduce the number 
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of unknowns additional equations are required. However, Equation (A.3.22) can be simplified 

by replacing terms by using the principle of turbulence kinetic energy (TKE). 

A.2.4.2 Derivation of an Equation for turbulent KE 

In general, turbulence models work by providing additional equations in order to solve for the 

unknowns in the time-averaged momentum equation. This is done by the implementation of 

the so called, turbulence kinetic energy (TKE). The idea of TKE is very similar to the one of 

kinetic energy (KE) in mechanics. As for the velocity field in Equation (A.2.4) also the KE can 

be decomposed, thus, resulting in two types of KE (Savli, 2012): 

 
MKE

m
=

1

2
(u̅1

2 + u̅2
2 + u̅3

2) 

 

(A.2.24) 

 

 
TKE

m
= k̅ =

1

2
(u′1

2̅̅ ̅̅ + u′2
2̅̅ ̅̅ + u′3

2̅̅ ̅̅ ) =
1

2
uj

2̅̅ ̅ 

 

(A.2.25) 

 

With MKE being the mean turbulence kinetic energy and m being mass. 

Replacing the index j in Equation (A.2.17) by the index k and apply Equation (A.2.25) leads 

to (Pitsch, 2014): 

 
∂k̅

∂t
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∂k̅

∂xi
= −ui

′uk
′̅̅ ̅̅ ̅̅ ∂uj̅̅̅
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∂
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̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
+ υ

∂k̅

∂xi
+ υ

∂
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(ui

′uj
′̅̅ ̅̅ ̅)]   

 

(A.2.26) 

 

with ε̅ being the mean dissipation of TKE being defined as 

 ε̅ = υ (
∂uj

′

∂xi
+

∂ui
′

∂xj
)

∂uj
′

∂xi

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
   

 

(A.2.27) 

 



269 
 

Note, that due to the Continuity Equation being equal to zero (compare Equation (A.2.9)) also 

the pressure-rate-of-strain-correlation 
p′

ρ
(

∂uk
′

∂xj
+

∂uj
′

∂xk
) is equal to zero. Additionally, the 

dissipation 
∂uk

′

∂xi

∂uj
′

∂xi
 in Equation (A.2.27) can be rewritten such as (Pitsch, 2014): 
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′

∂xi

∂uj
′

∂xi

̅̅ ̅̅ ̅̅ ̅̅
=

∂uj
′

∂xi
(

∂uj
′

∂xi
+

∂ui
′

∂xj
)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
−

∂2

∂xjxi
(uj

′ui
′̅̅ ̅̅ ̅)   

 

(A.2.28) 

 

Equation (A.2.26) is representing the transport equation for the TKE and can be interpreted in 

the same way as the equation for the Reynolds Stress Tensor with the local change and the 

convection of TKE on the left hand side (LHS) of Equation (A.2.26) and the production, 

dissipation and diffusion on the right hand side (RHS) (Pitsch, 2014). 

The derivation of the TKE simplifies the Reynolds Stress Equation but does not solve the 

closure problem; there are still more unknowns than equations. One way to overcome this 

problem are so called turbulence models. Depending on the kind of model they are either 

providing additional equations or are replacing the unknowns with known variables 

(Vengadesan, 2015). 

A.2.4.3 Turbulent Viscosity 

As mentioned in the previous section the derived averaged equations are not closed. In order 

to solve this issue the Turbulent Stress Tensor has to be modelled: 

 τij = −ρui
′uj

′̅̅ ̅̅ ̅ 

 

(A.2.29) 

 

A.2.4.4 Boussinesq Approach 

The starting point for all turbulence models is the Boussinesq eddy viscosity assumption which 

can predict the properties of the flow without knowing its turbulent structure. Boussinesq 

developed this concept in 1877 and it is based on similarity reasoning between turbulence and 

viscosity (University of Manchester, Bredberg, 2001).  

In the Navier-Stokes equation the viscous term is given as (Bredberg, 2001): 
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Dv =
∂

∂xj
[υ (

∂ui

∂xj
+

∂uj

∂xi
)] 

 

(A.2.30) 

 

Boussinesq assumed that turbulence behaves similarly to viscosity as it also affects dissipation, 

diffusion and mixing processes. Therefore, the Reynolds stresses may be modelled in a closely 

related way to the viscous term. The Reynolds stress term produced by time-averaging is 

(Bredberg, 2001): 

 

DR =
∂Rij

∂xj
=

∂

∂xj
(−ui

′uj
′̅̅ ̅̅ ̅) 

 

(A.2.31) 

 

Note that the viscous term, shown in Equation (A.2.30), is representing laminar flow, therefore, 

an additional assumption has to be made, which is, that turbulent flow will enhance the effects 

of the above properties. This is accounted for by the use of a tensor as shown in the equation 

below (Bredberg, 2001): 

 

−ui
′uj

′̅̅ ̅̅ ̅ = αijkl(x, y, z, t) (
∂ui

∂xj
+

∂uj

∂xi
) 

 

(A.2.32) 

 

αijkl is a fourth rank tensor which could have spatial and temporal variations as well as 

directional properties (anisotropic). The eddy viscosity models assume isotropy of turbulence 

(same value of turbulence when measured in different directions) meaning rotation and 

buoyancy can be neglected and there is no mean flow. This is because rotation and buoyancy 

forces tend to suppress vertical motions, thus creating an anisotropy between the vertical and 

horizontal directions. The presence of a mean flow can also introduce anisotropy in the 

turbulent velocity and pressure fields due to having a particular direction (Flierl and Ferrari, 

2007). The spatial variations of the fluctuations are modelled using algebraic relations whilst 

the temporal variation is generally dropped resulting in the following equation (Bredberg, 

2001): 

 −ui
′uj

′̅̅ ̅̅ ̅ = υt(x, y, z) (
∂ui

∂xj
+

∂uj

∂xi
) 

(A.2.33) 
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In order to account for the normal stresses Equation (A.2.33) is modified to:  

 

−ui
′uj

′̅̅ ̅̅ ̅ = υt(x, y, z) (
∂ui

∂xj
+

∂uj

∂xi
) −

2

3
kδij 

 

(A.2.34) 

 

With υT being the turbulent kinetic eddy viscosity and δij being the Kronecker delta. Note that 

the eddy viscosity is a factor of proportionality and depends on the degree of turbulence in the 

flow. Thus, it varies within the fluid flow and depends on the flow conditions. The Kronecker 

delta ensures that the equation is also valid for normal tension where i=j and i=1, 2, 3 

(Anderson, 1995, Vengadesan, 2015). 

A.2.4.5 Eddy Viscosity Models (EVMs) 

The problem of the prediction of turbulent flows is the appearance of the Reynolds stress. Even 

though it can be related to stress, its physics are very different from the viscous stress. Viscous 

stress is directly related to other flow properties. The Reynolds stress, however, arises from the 

flow itself leading to a closure problem (more unknowns than equations) (Bakker, 2002). 

Different turbulence models have been developed which address this problem. 

All turbulence models are using the following steps in order to overcome the closure problem: 

1.  Solving the transport equations (PDEs) for k, ε and ω and the respective 

variables. Their relations can be seen below (Vengadesan, 2015): 

 
υt =

kρ

ω
 

 

(A.2.35) 

 

 
υt =

k2ρ

ε
 

 

(A.2.36) 

 

 ε = ωk 

 

(A.2.37) 

2. Calculating the turbulence eddy viscosity.  
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3. Using the turbulence eddy viscosity to calculate the Reynolds stress term 

based on the Boussinesq assumption. 

 

The most commonly known turbulence models in CFD can be subdivided into different 

categories (Majumdar, 2015);  

- Zero-equation models or algebraic models 

- One- equation models 

- Two- equation models. 

There are also other categories, however, not as popular and therefore omitted here. Those 

names relate to the way in which the turbulent stresses are expressed or how many additional 

conservation equations are required in order to overcome the closure problem.  

The zero-equation turbulence models do not require the solution of any additional equations 

and are solely based on dimensional analysis (Pitsch, 2014). These models assume that the 

turbulent field is in equilibrium with the mean flow. This is achieved by comparing the 

turbulent length scale to some mean flow length scale such as the boundary layer thickness and 

by comparing the turbulent time scale to the mean flow time scale (Gatsis, 2000).  

One example of an algebraic model is the Prandtl mixing length hypothesis. Prandtl postulates 

that the eddy viscosity can be expressed as the product of a velocity scale and a length scale 

(Pitsch, 2014): 

 

υt = l2|Sij
̅̅ ̅| 

 

(A.2.38) 

 

 
Sij =

1

2
(

∂ui

∂xj
+

∂uj

∂xi
) 

 

(A.2.39) 

 

The value of the mixing length l depends on the nature of the flow and takes different values 

for different types of flows (e.g. free shear layer flows and boundary, boundary layer flows) 

(Ahmadi, 2016) and is determined empirically (Pitsch, 2014). 

The downside of these turbulence models are the flow length scales chosen as they need to be 

clearly defined (Gatsis, 2000). When using the boundary layer thickness i.e. inaccurate results 
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will be generated where there is separation and or shock-boundary layer interaction (Gatsis, 

2000). Additionally, zero-equation turbulence models show high inaccuracies when predicting 

heat transfer, recirculation or separation (Ahmadi, 2016). Other very well-known zero-equation 

models are the Baldwin- Lomax model and the Cebeci-Smith model (Bakker, 2002). Due to its 

disadvantages with regards to predicting complex flows the zero-equation model is barely 

implemented in commercial CFD programs today (Bakker, 2002). Therefore, it will not be 

further discussed but is only mentioned for completeness. 

The zero-equation model assumes that the turbulent stresses are proportional to the flow 

velocity whereas the one-equation model uses additional partial differential equations for the 

velocity scale. The two-equation model uses additional PDEs for the length scale. Turbulence 

models based on stress models require PDEs for all components of the stress tensor (Anderson, 

1995). 

The one-equation models solve one turbulent transport equation, usually for turbulent kinetic 

energy, k (Bakker, 2002). Many of those models are based on the Prandtl-Kolmogorov 

equation (Ahmadi, 2016): 

  

υt = Cμl√k 

 

 

 

 

(A.2.40) 

 

With Cμ being a constant whose value is often Cμ = 0.09 (Pitsch, 2014). 

The two-equation models are the most commonly used in CFD with the k-epsilon and k-omega 

models being the most popular ones. 

By definition, those turbulence models solve two extra transport equations in order to represent 

the turbulent properties of the flow, thus, allowing to account for history effects such as 

diffusion and convection of turbulent energy. 

The most commonly used transport variables are the turbulence kinetic energy k in combination 

with either the turbulent dissipation ε or the specific turbulence dissipation rate ω, depending 

on the type of turbulence model. The first variable of the two- equation models describes the 

energy in the turbulence while the second variable determines the scale of turbulence (length-

scale or time-scale) (Bakker, 2002). 

It is often argued, despite being mathematically more sophisticated, that two-equation models 

do not provide significant advantage over one-equation models whilst being computationally 
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more expensive. This is because they require a much finer grid near the wall, have stronger 

source terms which negatively impact convergence and require non-trivial upstream and 

freestream conditions for the turbulence variables (Spalart and Allmaras, 1992). 

Nevertheless, it has been found that a compromise between the one-and two-equation models 

is most preferred by current researchers who are using EVMs (Gatsis, 2000). 

 

A.2.5 Popular Turbulence Models 

A.2.5.1  k − ε Model 

The k-ε model is a two-equation model with two separate transport equations (kinetic energy 

(k) and the dissipation rate (ε)) solving for the turbulent velocity and length scales 

independently. It is a standard model used by industry due to its robustness, economy and 

reasonable accuracy for a wide range of turbulent flows. The standard k-ε model is a semi-

empirical model and is based on the assumption that the flow is fully turbulent and the effects 

of molecular viscosity are negligible. Therefore, it is limited to high Reynolds-number flows 

(FLUENT Theory Guide, 2009). Over the years improvements have been made to the standard 

k-ε model; two of these variants are the RNG (Re-normalisation Group method) k-ε model and 

the realizable k-ε model. 

A.2.5.2 RNG k − ε Model 

The RNG k − ε model has an additional term in the ε equation which improves the accuracy 

for rapidly strained flows. Additionally, this turbulence model improves the accuracy of 

predicting swirling flows and allows for low-Reynolds number effects under appropriate near-

wall treatment, thus, making it more accurate and reliable for a wider range of flows (FLUENT 

Theory Guide, 2009).  

A.2.5.3 Realizable k − ε Model 

In opposition to the standard k − ε model, the realizable k − ε model contains a new 

formulation for the eddy viscosity as well as a new equation for the transport dissipation rate. 

This model is called “realizable” as it satisfies certain mathematical constraints on the Reynolds 

stresses, consistent with the physics of turbulent flows and therefore has superior performance 

for rotating flows, flows with boundary layers subject to strong adverse pressure gradients, 

separation and recirculation (FLUENT Theory Guide, 2009). Furthermore, this model can be 
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integrated through the whole boundary layer provided that 𝑦+~1 (Bigarella and Azevedo, 

2007). 

A.2.5.4 k − ω Model 

The standard k-ω model in ANSYS FLUENT is based on the Wilcox model, designed for low 

Re-number effects, compressibility and shear flow spreading. This model has been developing 

over the years and corrections and improvements have been made in order to make it applicable 

for a wider range of flow cases. The model is a semi-empirical model based on transport 

equations for the turbulence kinetic energy (k) and the specific dissipation rate (ω). Its constants 

are obtained from calibration against key test cases for turbulent flows (Wilcox, 1998). The k-

ω and SA model are both designed to be applicable throughout the boundary layer when the 

near-wall mesh resolution is sufficient (𝑦+= 1) and hence require near-wall modelling (Salim 

and Chea, 2009). 

The k- ω model is the model of choice in the sublayer of the boundary layer as unlike other 

two-equation models it does not involve damping functions and allows simple Dirichlet 

boundary conditions to be specified. It is a very simple model in comparison to other two-

equation models thus yielding to higher numerical stability (Menter, 1993). 

The k- ω model is also used in the logarithmic part of the boundary layer and proves to be 

superior over the k-epsilon model in particular when dealing with adverse pressure gradients 

in compressible flows (Menter, 1993). 

The downside of the k- ω model, however, is that it fails to predict the asymptotic behaviour 

of the turbulence as it approaches the wall correctly. Next to this, in the wake region of the 

boundary layer the k-epsilon model proves to be better as it is not sensitive to freestream values 

ωf specified for ω outside the boundary layer (Menter, 1993). 

As stated earlier, the correct modelling of the logarithmic part of the boundary layer is of 

importance. However, for flows with moderate pressure gradients, the level of eddy viscosity 

in the wake region determines whether an eddy viscosity model can predict strong adverse 

pressure gradient flows correctly. That is also why the k- ω model fails to predict pressure-

induced separation. This led to the development of the Shear Stress Transport (SST) model, 

which switches between the k-ω and k-ε approaches (Menter, 1993). 
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A.2.5.5 k − ω SST Model 

As described in Chapter 3 section 3.4.2 the SST k-ω turbulence model is a two-equation EVM 

which combines the k-ω and k-ε formulation (Menter, 1993). 

The original k- ω model is defined as (Menter, 1993): 
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∂(ρkui)

∂xi
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∂ui

∂xj
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(A. 2.41) 

 ∂(ρω)

∂t
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∂(ρωui)
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∂xj
− β1ρω2 +

∂

∂xj
[(μ + σω1μt)

∂ω

∂xj
] 

 

(A. 2.42) 

where k is the turbulence kinetic energy, ω is the specific turbulence dissipation rate, ρ is the 

density, γ1,β∗, σω1 , σk1, and β1 are turbulence modelling constants, τij is the Reynolds stress, 

μt is the turbulence eddy viscosity, t is the time, υt =
μt

ρ⁄  is the turbulence kinetic viscosity, 

μ is the molecular dynamic viscosity and ui the flow velocity. 

The transformed k-ε model, using the relation ε = ω × k, is defined as: 
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 (A. 2.43) 
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 (A. 2.44) 

 

The transition between the two models is achieved by multiplying Equation (3.5) and Equation 

(3.6) by a function F1 and Equation (3.7) and Equation (3.8) by a function (1-F1) and adding 

them up together. F1 is designed so that it equals one in the near wall region, thus activating 
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the k-ω model and zero away from the wall (activating only the k-ε model). By doing the above 

step one arrives at (Menter, 1993): 
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(A. 2.45) 
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(A. 2.46) 

 

 

 

Here the turbulence eddy viscosity is calculated from 

 

 

 

μt =
ρk

ω
 

 

(A. 2.47) 

 

The constants of the model (φ1and φ2) are calculated as follows: 

 

 

φ = F1φ1 + (1 − F1)φ2 

 

(A. 2.48) 

 

The additional functions required are 
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F1 = tanh(arg1
4) 

 

 (A. 2.49) 

  

arg1 = min [max (
√k

β∗ωd
,
500ν

y2ω
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4ρσω2k

CDkωy2
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(A. 2.50) 

  

CDkω = max (2ρσω2

1

ω

∂k

∂xj

∂ω

∂xj
, 10−20) 

 

 

(A. 2.51) 

 

with d being the distance from the field point to the nearest wall (Menter, 1993). The constants 

for the baseline SST model were obtained empirically and are as follows: 

γ1 =
β1

β∗
−

σω1κ2

√β∗
 

γ2 =
β2

β∗
−

σω2κ2

√β∗
 

σk1 = 0.5  σω1 = 0.5  β1 = 0.075 

σk2 = 1.0  σω2 = 0.856  β2 = 0.0828 

 

β∗ = 0.09  κ = 0.41 
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Appendix 3 Literature Review Computational Fluid Dynamics (CFD) 

A.3.1 Analytical Description of the Leading- and Trailing-Edge Geometry 

The aerofoil geometry was created using the analytical definition of Chu and Luckring 

(Volume 1 Appendix A, 1996). According to them the shape is defined by  

  φ(ζ) = ±x1(a√ζ + bζ + cζ2 + dζ3) 

 

(0 ≤ 𝜁 ≤ 1) 

 

 

 

(A. 3.1) 

 

and the boundary (the flat plate part of the wing) is defined by (Chu and Luckring, 1996) 

  

ψ(ζ) = ±x1 [
1

x1
+ m(ζ − 1)

+
nx1

2
(ζ − 1)2] 

(1 ≤ 𝜁) 

 

 

(A.3.2) 

 

such that 

ψ|ζ=1 = l     
dψ

dx
|

ζ=1
= m 

𝑑2𝜓

𝑑𝑥2
|

𝜁=1

= 𝑛 

 

 

(A.3.3) 

 

 

with ζ being defined as (Chu and Luckring, 1996) 

  ζ =
x−x0

x1
   

 

 

(A.3.4) 

 

and a, b, c and de being defined as (Chu and Luckring, 1996) 

  a = √
2r

x1
  

 

 

(A.3.5) 
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 b = −
15

8
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l
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(A.3.6) 

 

 c =
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4
a − 3

l

x1
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(A.3.7) 

 

 d = −
3

8
a +

l

x1
− m +

nx1

2
 

 

(A.3.8) 

 

 

Note that for the flat plate part of the model represented by ψ; m and n are equal to zero and 

for a SLE the radius is r=0 thus reducing Equations (A.3.5)-(A.3.8). 

An illustration of the above equations can be seen in Figure A. 3.1. 
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Figure A. 3.1 Semi-thickness functions of the VFE-2 configuration (Chu and Luckring, 1996). 

The leading-edge is designed so it matches the flat plate wing at a streamwise distance of 15% 

of the root chord. Therefore x0 and x1 in the equations above for the leading-edge are (Chu and 

Luckring, 1996): 

 

x0 = xle 

 

(A.3.9) 

 

 

x1 = 0.15 

 

(A.3.10) 

 

For the flat centre part of the wing the equation for x0 and x1 are (Chu and Luckring, 1996): 

 

x0 = xle + 0.15 

 

(A.3.11) 

 

 

x1 = 0.9 − x0 

 

(A.3.12) 
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The trailing edge closure is designed to produce a sharp trailing edge and to match the flat plate 

at 90% of the root chord and has the following coefficients for x0 and x1 (Chu and Luckring, 

1996): 

 

x0 = 1 

 

(A.3.13) 

 

 

                                                  x1= 0.1 

 

(A.3.14) 

 

 

A.3.2 Similarity Parameters 

In fluid mechanics, non-dimensional parameters are useful for planning, presentation, 

comparison and interpretation of experimental and numerical data as geometric scales do not 

need to be taken into account. This is especially true for fluid dynamics where problems are 

too complex to be solved analytically and must be tested by experiment or approximated by 

CFD. The use of non-dimensional similarity parameters with regards to geometric, kinematic 

and dynamic similarity provides insight on controlling parameters and the nature of the 

problem as well as enabling the use of scaling laws. This means aircraft testing can be 

conducted on a model level and conclusions on the behaviour of the prototype can be drawn as 

all the relevant dimensionless parameters have the same corresponding values (Bahrami, 2014). 

Establishing complete similarity is highly unlikely, however, particular similarity can be 

obtained. One can distinguish between three types of similarity (Bahrami, 2014): 

1. Geometric similarity: exists when the model and prototype are geometrically similar 

meaning all body dimensions in all three coordinates have the same linear scale ratio.  

2. Kinematic similarity: exists when model and prototype are geometrically similar and 

have the same length and time scale ratio (matching Re number). 

3. Dynamic similarity: exists when the model and the prototype are kinematically similar 

and when Re, M are equal between model and prototype, meaning they both have the 

same force scale ratio. 

In order to investigate turbulence model choice and verify mesh density the simulation is set 

up using dynamic similarity.  
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A.3.3  Dynamic Similarity 

A.3.3.1 Mach Number 

The Mach number is defined as the ratio between the airspeed, ν, to the speed of sound, a, and 

is often used in aerodynamics to categorise different regimes of flight (Corda, 2017). 

When a body moves through the atmosphere it generates forces based on the body’s geometry, 

attitude, altitude and velocity. However, these forces are also influenced by the properties of 

the air, including its viscosity and elasticity or compressibility. As the body moves through the 

fluid, it affects the gas surrounding it. The inertia force Fi is then the resistance of the fluid 

when varying the velocity of the body and is a consequence of the fluid’s momentum and is 

defined as (Chegg, n.d.):  

 

Fi ∝ ρl2v2 

 

(A. 3.15) 

 

The elastic force Fe is due to the compressibility of the fluid, where a reduction in volume at 

constant pressure leads to an increase in elastic modulus E resulting in (Chegg, n.d.) 

 

Fe ∝ El2 

 

(A.3.16) 

 

To evaluate dynamic similarity both inertia and elastic forces are taken into consideration by 

forming the inertia-elasticity force ratio (Chegg, n.d.). 

 
Fi

Fe
∝

ρv2l2

El2
 (A.3.17) 

 

 
Fi

Fe
∝

ρv2

E
 (A.3.18) 

 

The term 
ρv2

E
 is also known as the Cauchy number. The speed of sound, a, depends on the 

elastic modulus of the medium and the density (Ling, Sanny and Moebs, 2019), 



284 
 

 

a2 =
E

ρ
 

 

(A.3.19) 

 

Substituting Equation (A.3.19) into (A.3.18) results in (Chegg, n.d.) 

 

Fi

Fe
∝

v2

a2
= M 

 

(A.3.20) 

 

Equation (A.3.20) is another physical interpretation of the Mach number. The ratio of inertia 

force to elastic force is related to the compressibility, or springiness, of the gas, thus, making 

the Mach number a governing parameter for compressible flows (Corda, 2017). 

A.3.3.2 Reynolds Number 

The Reynolds number is an important similarity parameter for the viscosity of a gas. It is 

defined as the ratio of inertial forces to viscous forces or stickiness of the gas (Anderson, 2011) 

and is given by (Corda, 2017) 

Re =
inertia force

viscous force
=
V2L2

μVL
=
VL

μ
 

 

 

(A. 3.21) 

 

 

with  being the dynamic viscosity of the gas. 

If the Re of two independent experiments are the same, then the effects of the viscous forces 

relative to the inertial forces are modelled properly (Anderson, 2011). 

A.3.4 Matching Mach and Reynolds Number 

In CFD the freestream boundary condition can be specified by Mach number, pressure and 

temperature. In order to obtain kinematic similarity, Mach number and Reynolds number need 

to be matched. Once the Mach number is set, temperature and pressure need to be calculated 

in order to match the Reynolds number (Ning, 2017). 

As stated earlier the Mach number and Reynolds number are defined as 
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M =
V

a
,     Re =

Vc


 

 

(A. 3.22) 

 

where V is the free stream velocity, c the chord length and a the speed of sound. In Equation 

(A. 3.22) density is a function of pressure and temperature defined by the ideal gas law and 

both the speed of sound and the dynamic viscosity are functions of temperature. Thus, Equation 

(A. 3.22) can be rewritten as (Ning, 2017): 

 

M =
V

a(T)
,     Re =

(p, T)Vc

(T)
 

 

(A. 3.23) 

 

where p is the ambient pressure and T is the ambient temperature. Rearranging the Mach 

number and Reynolds Number equations for the velocity V and substitute one into the other 

yields to (Ning, 2017) 

 

Re =
(p, T)Ma(T)c

(T)
 

 

(A. 3.24) 

 

Equation (A. 3.24) has one degree of freedom as either temperature can be chosen to calculate 

the pressure satisfying the equation or vice versa.  

The relationship between density, temperature and pressure is given by the ideal gas law. 

Substituting it into Equation (A. 3.24) results in (Ning, 2017) 

 
Re =

pM√RTc

RT(T)
=

pMc√

(T)√RT
 

 

(A. 3.25) 

 

where R is the ideal gas constant, which is R=287
J

kg K
 for dry air and  is the ratio of specific 

heat which is =1.4 for air. 

The dependence of dynamic viscosity on temperature can be found from Sutherland’s law 

(Ning, 2017): 
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 = 

ref
(

T

Tref
)

3
2⁄ Tref + S

T + S
 

 

(A. 3.26) 

 

where Tref = 273.15K , S is the Sutherland temperature  S = 110.4,
ref

= 1.716 × 10−5 kg

ms
. 

Substituting Equation (A. 3.26) into Equation (A. 3.25) and rearrange for p then gives (Ning, 

2017) 

 

p =
Re(T)√RT

Mc√
 

 

(A. 3.27) 

 

By choosing a temperature T, Equation (A. 3.27) can now be solved directly for the pressure 

p. 

Applying Equation (A. 3.27) to the benchmark case (M=0.07 and Re=1 × 106) and assuming 

a temperature of 288K leads to the following set up (Table A. 3.1).  

Table A. 3.1 Conditions for CFD set up to match experimental results by TUM. 

Mach Number 0.07 

Reynolds Number 1 × 106 

Mean Aerodynamic Chord [m] 0.327 

Temperature [K] 288 

Pressure [
𝑁

𝑚2] 189980.405 

 

 

A.3.5 Non-Uniform Refinement Ratio 

A constant mesh refinement ratio over three meshes can become computationally very 

expensive. Studies by Roache (1998) have shown that in order to obtain good results for GCI 

calculations the only requirement is a refinement ratio of r => 1.3 but not necessarily a 

constant refinement ratio (Schwer, 2008).  

The order of convergence for non-uniform refinement ratios is (Schwer, 2008): 
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 p =
|ln |

f32
f21

⁄ | + q(p)|

ln r21
 

(A. 3.28) 

with q(p) being defined as (Schwer, 2008) 

 q(p) = ln (
r21

p
− s

r32
p

− s
) (A. 3.29) 

and s being defined as (Schwer, 2008) 

 s = sign (
f32

f21
⁄ ) (A. 3.30) 

with fij = fi − fj and rij =
hi

hj
. Note, that Equation (A. 3.28) until (A. 3.29) have to be solved 

iteratively using an initial guess for q(p) = 0. Assuming Equation (A. 3.29) to be equal to 

zero results in Equation (A. 3.28) being identical to the Equation for constant grid refinement 

ratio (Schwer, 2008). 

The GCI can then be calculated using 

 GCI21 = Fs

e21

r21
p

− 1
 (A. 3.31) 

GCI21 is defined as the amount of discretisation error in the finest grid relative to the converged 

numerical solution (Schwer, 2008). 

Based on the results obtained for the convergence rate p and the solutions of the two finest 

mesh an extrapolation of the numerical solution can be made providing a useful estimate of the 

numerically converged solution (Schwer, 2008). 

 f21
∗ =

r21
p

f1 − f2

r21
p

− 1
 (A. 3.32) 
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Appendix 4 Wind Tunnel Rig Design and CFD Validation by Wind 

Tunnel Measurements 

A.4.1 Wind Tunnel Test Rig Design (from Section 5.4) 

For the wind tunnel experiments a rig needed to be designed as the current mounting system is 

not suitable for the delta wing configuration. Two ideas are considered and shown in Figure A. 

4.1. 

 

Figure A. 4.1 Possible wind tunnel rig designs for the delta wing experiment; a) initial idea b) final design. 

The design limitations for the rig are the mounting joints at the struts and the power of the 

motor responsible for changing the angle of attack. The strut joints have a diameter of 12.7 mm 

and cannot be exchanged. After calculating the required sting diameter as well as the forces 

and moments involved, design a) is discarded as it is deemed too heavy for the motor. 

Design b), from now on referred to as E-rig, is then designed as depicted in Figure A. 4.2. The 

rig allows for different strut positions (maximum distance=1m, minimum distance= 0.15m) but 

also for the wing being moved further upstream or downstream if required. Additionally, a 

block was manufactured to mount the high-resolution inclinometer to guarantee accurate 

readings for different angles of attack. 
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Figure A. 4.2 Final geometry of the wind tunnel rig for the delta wing experiments in mm. 
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In order to guarantee that the rig is able to withstand the forces during the experiment, it was 

designed based on the force data obtained by initial CFD runs.  

 

A.4.2 Wing mount design (also see Section 5.4) 

The model required a wing mount for attaching the sting. The final design can be seen in Figure 

A. 4.3. 

 

Figure A. 4.3 Geometry of the wind tunnel model sting mounts for the delta wing experiments with the dimensions in mm. 

The wing mount is attached to the wing by four M6 bolts and attached to the mounting sting 

via two M6 fastener screws. The bolt loads were calculated to ensure the right diameter was 

chosen and the bolts would hold during wind tunnel testing. Figure A. 4.4 shows the free body 

diagram of the wing including the bolts. Here, FLift is the lift force acting through the centre of 

pressure, FB1
 and FB2

 being the bolt forces and FC being the contact force between wing and 

wing mount. 

 

Figure A. 4.4 Free body diagram of one of the tested delta wings for bolt load calculation. 
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Assuming that FC is located at the end of the wing and FB2
= 0, as this would result in a higher 

bolt force for FB1
, then a new free body diagram can be drawn. This is depicted in Figure A. 

4.5. 

 

Figure A. 4.5 Free body diagram of one of the tested delta wings for bolt load calculation with assuming 𝐹𝐵2
= 0. 

Assuming the worst-case scenario, where there is solely the lift force acting at the leading-edge 

and the rig is static balanced, then the moment around the leading-edge is defined as 

 

∑ M = 0 = −F B1
xFB

+ Fcxcr
 

 

(A. 4.1)  

 

 

 

∑ F = 0 = FLift − F B1
+ Fc 

 

(A.4.2)  

 

From Equation (A. 4.1)and (A.4.2) it follows: 

 

Fc = F B1
− FLift 

 

(A.4.3)  

 

 Fcxcr
= F B1

xFB
 

 

(A.4.4)  

 

Substituting (A.4.3) into (A.4.4) gives 

 

(F B1
− FLift)xcr

= F B1
xFB

 

 

(A.4.5)  

 

 
F B1

= FLift (
xcr

xcr
− xFB

) 
(A.4.6)  
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From (A.4.6) can be seen that F B1
 is magnified by a ratio of (

xcr

xcr−xFB

). When xFB
=

xcr

2
 then 

F B1
= 2 × FLift. From CFD calculations it was found that the maximum lift force is around 30 

N, which would give a maximum bolt loading of 60 N. From bolt loading tables it can be seen 

that the maximum loading of an M6 bolt is around 4.5 kN, thus justifying the use of M6 bolts. 

 

A.4.3 Stress calculation for the wind tunnel rig: Force and moment estimation (also see 

Section 5.4) 

The design of the E-rig requires the estimation of the forces expected in order to calculate the 

stresses in the structure. The forces of the wing are obtained from initial CFD simulations and 

the forces and stresses in the rig are obtained using the method of trusses (Hibbeler, 2012). The 

simplified E-rig is shown in Figure A. 4.6, where the forces are indicated by a capital F and the 

lengths indicated by the letter r. 

 

Figure A. 4.6 Free body diagram of the proposed wind tunnel rig. 

The lift force generated at 20 degrees angle of attack is used for the stress analysis as it is the 

highest achievable angle in the wind tunnel and is estimated to be FWing = 150N. It is also 

assumed that this force acts through the apex as this results in the longest lever arm and thus 

the worst-case scenario. 

Based on this the moment around A can be calculated by defining the vector for each truss as 

follows; 
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ra = {lI beami −

1

2
lthreaded rodj} 

 

(A.4.7)  

 

 

 

rc = {(c + lsting)i} 

 

(A.4.8)  

 

The moment equation then becomes 

 

MrA = FStrutra + F Strutrb + Fwingrc = −35Nm 

 

(A.4.9)  

 

with  

FStrut = {0 0 FStrut} 

FWing = {0 0 −FWing} 

 

 

The stress in the rig can then be estimated using the normal stress equation: 

 
σ =

Mymax

I
 

 

(A.4.10)  

 

Where σ is the normal stress, M = MrA the bending moment, I the second moment of area and 

ymax the maximum distance from the neutral axis. For the sting the distance to the neutral axis 

is the radius ymax = r and the second moment of area for a circular cross-section is given by: 

 

I =
π

4
r4 

 

(A.4.11)  

 

The factor of safety (FoS) can be obtained by: 
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FoS =

σyieldSteel
× I

|M| × r
=

σyieldSteel
× π × r3

4 × |M|
 

 

(A.4.12)  

 

with σyieldSteel
= 250MPa and M is taken from equation A.5.9 

Thus rearranging (A.5.12), the minimum radius of the sting and taking a FoS of three results 

in: 

 

r = √
4 × FoS × M

πσyieldSteel

3

= 7.1mm 

 

(A.4.13)  

 

 

The radius of the threaded rod can be determined in a similar fashion. The threading needs to 

be taken into account as it causes stress concentrations. This is done by applying a stress-

concentration factor Kt, used to relate the actual maximum stress at a discontinuity to the 

nominal stress (Gudynas and Nisbett, 2015).  

 

Kt =
σmax

σ0
 

 

(A.4.14)  

 

where σ0 is the nominal stress. 

For a given radius Kt can be found from relevant tables (Budynas and Nisbett, 2015) resulting 

in: 

Kt = 1.6 for bending and 

Kt = 1.3 for torsion  

The equation for the determination of the radius using Kt = 1.6, as it the more critical value, 

and a FoS = 2 then becomes 

 r = √
4 × FoS × M × Kt

πσyieldSteel

3

= 8.3mm 

(A.4.15)  

 



295 
 

 

Having determined the radii of the sting and the threaded rod, the shear flow in the rig can be 

determined using Equation (A.4.10). For this the geometry is simplified as depicted in Figure 

A. 4.7. 

 

Figure A. 4.7 Top view of E-rig including dimensions. 

The neutral axis can be calculated using 

 ymax =
∑ Ay

∑ A
 (A.4.16)  

where A is the area of each beam section and y is the distance from the base of each section to 

the mid-point of each rectangle. The second moment of area for the beam structure can be 

calculated using the formula: 

 I = ∑ Ah2 + ∑
xy3

12
 (A.4.17)  

where h is the distance from the neutral axis to the mid-point of each rectangle. 

 h = |ymax − y| (A.4.18)  

The results for these calculations are shown in Table A. 4.1 below. 
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Table A. 4.1 Calculation of the distance to the neutral axis. 

Rectangle No. Area [𝑚𝑚2] x [mm] y[mm] y[mm] 

Distance from base of section to the 

mid-point of each rectangle 

1 3840 6 640 320 

2 3840 6 640 320 

3 8985.512 20 570 402.6622 

4 11125.2 876 12.7 633.65 

 

The maximum moment experienced by the rig has been found to be 35Nm (see calculations 

above). The estimated stress in the structure is 0.005 MPa, which is far below the yield stress 

of steel of 250MPa. Therefore, it can be concluded that the rig is save to use for the 

experiments.  

A.4.4 Use of Statistics in Wind Tunnel Testing (see Section 5.5) 

Wind tunnel data is only valid if it can be reproduced or consistently compared with other 

tunnels. This makes it necessary to determine the quality of the flow data, requiring a detailed 

calibration process in which flow features and uncertainties are determined (Yen and 

Braeuchle, 2000). Additionally, the experimental results need to be statistically analysed using 

the ISO 17713-1:2007 standard uncertainty method where the confidence level needs to be 

95%. This method is an AMSE/ANSI Standard which recommends that uncertainties can be 

divided into two components; systematic bias (Bj) and random precision (Pj) (Yen and 

Braeuchle, 2000). Accuracy measures how close the measured value is to the actual (true) value 

and precision is defined as how close the measured values are to each other (ASTM 

International). Therefore, bias can also be related to repeatability of the experiment. 

The basic measure of precision, also called standard deviation, S, and thus repeatability is 

defined as (Yen and Braeuchle, 2000): 

 S = √[
1

N − 1
∑(Xi − X̅)2

N

i=1

] 

(A.4.19)  
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where the mean of the sample population X̅ is defined as (Yen and Braeuchle, 2000): 

 

X̅ =
1

N
∑ Xi

N

i=1

 

 

(A.4.20)  

 

with N being the number of samples. A high value of S indicates a low precision whereas a 

low value indicates high precision) (ASTM). The precision limit can then be reported by 

averaging data from multiple tests, which reduces the randomness of the error (Yen and 

Braeuchle, 2000): 

 

P̅ =
tS

√N
 

 

(A.4.21)  

 

where P̅ is the precision limit of the sample mean and t is the coverage factor from the T-

distribution table. Once the standard deviations are calculated S, 2S or 2.8S can be reported. 

2S would mean that 95% of all data is expected to fall within 2S of the mean or that that 95% 

of all results will differ by less than 2S.  

If the true value or an accepted reference value is available the bias is defined as the difference 

between the average of all data and the reference value (ASTM). 

The recommended procedure using the ISO method for estimating the precision and the 

accuracy is as follows (Yen and Braeuchle, 2000): 

1. Determine the data reduction equation and identify the important variables. Establish 

how well the final result needs to be known as it gives a guideline regarding the 

tolerated uncertainty of each variable. 

2. Estimate the range of anticipated test conditions. Investigate the sensitivity of the 

uncertainty in the result to the uncertainties of the variables, with focus on those 

variables whose uncertainties affect the results the most. 

3. Focus on obtaining detailed estimates of the uncertainties in the most important 

variables. 
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4. Perform detailed uncertainty analysis including systematic bias and precision 

uncertainties. 

• Usually variables have uncertainty sources which contribute to their 

uncertainty. Their relative significance needs to be determined. An order of 

magnitude analysis can be used to eliminate insignificant sources. A rule of 

thumb is that if uncertainties are smaller than 1/4th or 1/5th of the largest sources 

they can be neglected. 

The data reduction equation is defined as 

r = (X1, X2, … Xj, ) 

where Xi are the contributing variables or measured variables and r is the final result of the 

measurement. Figure A. 4.8 shows how individually measured variables Xj are influenced by 

multiple errors and how these propagate into the final result (r). 

 

Figure A. 4.8 Influence of multiple errors on measured variables (Coleman and Steele, 1989). 

The uncertainty of the result Ur can then be calculated using the ISO method (Yen and 

Braeuchle, 2000): 

 Ur
2 = ∑ θi

2(tbi)
2 + 2 ∑ ∑ θiθk(t2bik) + ∑ θi

2(tSi)
2 + 2

j

i=1

j

k=i+1

j−1

i=1

j

i=1

∑ ∑ θiθk(t2Sik)

j

k=i+1

j−1

i=1

 

(A.4.22)  

 

where t is the coverage factor which can be assumed to be t=2, resulting in a 95% confidence 

interval, and Si and Sik are the precision indices for the individual and correlated effects. The 
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correlated bias indices are expressed as bi and bik. As there are no correlated values in this 

study Sik and bik are neglected. 

The sensitivity coefficient θi can be determined by (Abernethy, Benedict and Dowdell, 1985) 

 θi =
∂r

∂Xi
 (A.4.23)  

The overall results can then be presented in the form of (Yen and Braeuchle, 2000): 

 r ± Ur (A.4.24)  

 

A.4.4.1 Linear Regression 

Linear regression is a statistical tool used to model the relationship between two variables by 

fitting a linear equation to the obtained data. Before applying this method, it needs to be 

established whether there is a significant association between the two variables. This can be 

done by using a scatterplot or by evaluating the correlation coefficient, which takes a value 

between -1 and 1 indicating the strength of the association of the observed data for the two 

variables. Here, 1 means a strong positive relationship, -1 a strong negative relationship and 0 

indicates no relationship between the variables (Schneider, Hommel and Blettner, 2010). 

A linear regression line has the equation of the form (Hengartner ,1997) 

 

y = a + bX 

 

(A.4.25)  

 

where, X is the explanatory variable, y is the dependent variable, b is the slope of the line and 

a is referred to as the intercept. 

The most common method is fitting the regression line, which minimises the sum of the squares 

of the vertical deviations from each data point to the line (Hengartner ,1997). 

Linear regression will be used here mainly for the wind tunnel calibration. The output voltage 

for the inclinometer with varying angle of attack can be estimated this way for a wide range of 

angles and the regression line equation can be programmed into the wind tunnel’s numerical 

data system. 
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A.4.4.2 Outlier Detection 

Once the regression line has been plotted for a group of data it can be checked for extreme 

values which deviate from other observations in the sample. They can indicate either a 

variability in measurement, experimental errors or novelty (Ben-Gal, 2005). Therefore, outliers 

cannot be just discarded but need a statistical criterion which identifies points that can be 

considered for rejection. There are many methods to do so, however, Chauvenet’s criterion is 

the most widely used criterion in engineering and physics (Limb et al. 2017). It states that all 

data points that fall within a band around the mean that correspond to a probability of 1-1/ (2N) 

should be retained. An illustration of this can be seen in Figure A. 4.9 (Warrington, 2016). 

 

Figure A. 4.9 Visualisation of Chauvenet’s Criterion (Warrington, 2016). 

Chauvenet’s criterion assumes that the data is normally distributed around the mean, which is 

true for sufficiently large sample sizes but can be flawed for small ones. The Z-score, which is 

a measurement of the number of standard deviations a data point is from the mean, can be 

calculated using Buie, (2017) 

 

Z = |
Xi − X̅

SX
|  

 

(A.4.26)  

 

where X̅ is the mean of a sample, Xi is the selected data point and SX the standard deviation. 

The probability can be calculated using Buie, (2017) 

 

P = n (1 − erfc (
Z

√2
)) 

 

(A.4.27)  

 

If  
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P <
1

2
 

then data point Xi is rejected. Note erfc is the error function defined as (Spanier and Oldham, 

1987) 

 

erf(z) =
2

√π
∫ e−r2

∞

z

d 

 

(A.4.28)  

 

The methods described above to calculate uncertainty and detect outliers are applied to the 

measured wind tunnel data with the results being found in Chapter 5 section 5.7. 

 

 

A.4.5 Raw Data Analysis 

A.4.5.1 Tare Runs 

Before evaluating the wind tunnel results and applying wind tunnel corrections, a statistical 

analysis of the air-off tare runs is conducted. Three runs were conducted for each tare run; one 

being with the wing mounted and the other one with the dummy mounted. 

The dummy has a cylindrical shape with rounded front as depicted in Figure A. 4.10 and serves 

as a simplification of the wing mount. The frontal area of the dummy matches the one of the 

wing mount. The simplifications were necessary due to the geometrical complexity of the 

mount. The mount itself could not be run as its lips would generate more drag when run without 

the wing mounted. 
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Figure A. 4.10 Wind tunnel rig plus dummy model. 

The dummy represents the wing mounting system, which will be later deducted from the model 

runs to arrive at the aerodynamic forces and moments generated by the wing alone. Both tare 

(air-off) runs are expected to be within a certain range of each other. The raw data scatter plot 

for lift, drag and pitching moment of both tare runs is shown in Figure A. 4.11 to Figure A. 

4.13. 

 

Figure A. 4.11 Raw data scatter plot of the tare run for the lift force against angle of attack (degrees). 
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Figure A. 4.12 Raw data scatter plot of the tare run for the drag force against angle of attack (degrees). 

 

Figure A. 4.13 Raw data scatter plot of the tare run for the pitching moment against angle of attack (degrees). 

The hypothesis for the lift and drag tare runs is that the expected force value is zero for every 

angle of attack. As the values for the different hysteresis runs seem to be randomly scattered a 

histogram is plotted showing how the lift and drag force data is distributed. The histograms are 

depicted in Figure A. 4.14 including the theoretical normal distribution curve. 
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Figure A. 4.14 Lift force histogram of the VFE-2 dummy tare run. 

 

Figure A. 4.15 Drag force histogram of the VFE-2 dummy tare run. 

It can be seen that the lift force of the VFE-2 does not appear to fit a normal but bimodal 

distribution. The drag force, however, appears to be normally distributed. To gain more 
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certainty on whether the data is distributed normally the Ryan-Joiner normality test is applied 

since it is most appropriate for large sample data (n > 30) (Nosakhare and Bright, 2017) as is 

encountered in this study. The null hypothesis is, that when the probability is greater than 0.05 

the data is normal distributed. The results for the VFE-2 Dummy and the VFE-2 model can be 

seen in Figure A. 4.16 to Figure A. 4.19. The normality test confirms the result of the visual 

inspection. 

 

Figure A. 4.16 Ryan-Joiner normality test for the lift force measured for the VFE-2 tare. 
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Figure A. 4.17 Ryan-Joiner normality test for the drag force measured for the VFE-2 tare. 

 

 

Figure A. 4.18 Ryan-Joiner normality test for the lift force measured for the VFE-2 dummy tare. 
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Figure A. 4.19 Ryan-Joiner normality test for the drag force measured for the VFE-2 dummy tare. 

It can be seen from the above that apart for the lift forces of the VFE-2 dummy run the 

distributions are normal. Despite the lift force for the dummy run being random, a normal 

distribution will be assumed, as for sample sizes (n > 30 or 40) the violation of the normality 

assumption should not cause major problems (Pallant, 2007). Thus, the mean values can be 

calculated and used for the corrections done in later sections. The descriptive statistics can be 

seen in Table A. 4.2. 

Table A. 4.2 Basic statistics for the model and dummy tare runs. 

Variable N Mean Standard Error 

of the Mean 

Standard 

Deviation 

Median Minimum Maximum 

Lift VFE-2 220 0.00987 0.0052 0.07711 0.00807 -0.17746 0.21469 

Drag VFE-2 220 -0.00491 0.0046 0.06820 -0.00635 -0.19742 0.14498 

Lift Dummy 332 0.5802 0.2481 0.2481 -0.5909 -1.0375 -0.017 

Drag Dummy 332 0.01494 0.08017 0.08017 0.01411 -0.17775 0.21970 
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The reason as to why there is a scatter in lift and drag data is that the wind tunnel’s balance 

system comes with an uncertainty. This uncertainty is 0.5 N for the lift force and 0.17 N (+) 

and 0.28 N (-) for the drag force. As can be seen from Table A. 4.2 the maximum/ minimum 

value for lift is far are within the uncertainty of the measuring equipment. This explains the 

scattered readings for the air-off runs. 

The data points for the pitching moment do not to appear to be random but rather appear to 

have a quadratic dependency.  

Before curve fitting the data via linear regression the assumption that the curve fit will be of 

second order needs to be verified to avoid overfitting the data. Over fitted or under fitted models 

are unlikely to stand a validation test (Harrell et al., 1985). 

For the wind tunnel pitching moment the model can be validated by estimating the theoretical 

moment based on a free body diagram whilst taking into account the wind tunnel system set 

up.  

The free body diagram of the rig and the moment balance system is depicted in Figure A. 4.20. 

Note that the centre of gravity of the rig, according to Solid Works, is located approximately 

at 

x= 0.00 m 

y= 0.00012 m 

z= - 0.35371 m 

where the origin is located at the centre of the rig between the eye ball joints, and where z is 

the downstream direction and y is the direction parallel to the struts. Note, this is a different 

coordinate system to that in Figure A. 4.7. 

For the calculation of the pitching moment note that the all forces and moments measured by 

the wind tunnel system are the change in forces and moments rather than the total forces and 

moments. Also note that the balance is generating a moment itself due to a geometric 

asymmetry of the lever arm. This moment was obtained by taking a tare run of the balance only 

and is referred to in Figure A. 4.20 as MBalance. 
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Figure A. 4.20 2-D free body diagram of the wind tunnel rig and moment balance system at α= 0° and α=α with 𝐹𝑊 being the 

force of the wire 𝐹𝑊𝑖𝑟𝑒 and 𝐹𝑆=𝐹𝑆𝑡𝑟𝑢𝑡. 

After rearranging the forces and moment equations for each system and forming the difference 

the pitching moment for the rig can be calculated using: 

 ∆M = mgz(1 − cos(α + β)) − MBalance 

 

(A.4.29)  

 

where β is the angle between centre of gravity of the rig and pivot point of the balance B. 

Plotting the data obtained by Equation (A.4.29) against angle of attack and comparing it with 

measured moment resulted in the graph shown in Figure A. 4.21. It can be seen that the 

theoretical data fits the measured data well. The maximum difference between the measured 

and theoretical data is 0.252 Nm, which is the difference in pitching moment at the origin. The 

0.252 Nm were measured during the tare run of the balance only (neither dummy or model 

attached). 
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Figure A. 4.21 Comparison theoretical pitching moment vs measured pitching moment. 

As Equation (A.4.29) is a function of cosine the data can be curve fitted using a second order 

polynomial. This is done using the linear regression in the statistics software MINITAB. The 

regression model alongside the observed data points is depicted in Figure A. 4.22. 

 

Figure A. 4.22 Fitted curve of the dummy tare run. 

The polynomial fitting the data is determined to be: 
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 PM(α) = −0.01198 − 0.2815α − 0.005896α2 

 

(A.4.30)  

 

The first step is to determine whether the association between the response and the variable α 

is statistically significant, meaning the relationship between the variables is not due to chance. 

This can be done by evaluating the p-value and the standard error of the coefficients in Equation 

(A.4.30) which are shown in Table A. 4.3. 

The p-value of Table A. 4.3 states whether a change in predictor yields a change in the response. 

A high value indicates that there is no change in response when changing the predictor. It can 

be seen from Table A. 4.3 that because the p-value is zero, that all coefficients are statistically 

significant with a confidence level of 95%. Therefore, the curvature is not due to change but 

due to the physics of the problem.  

Table A. 4.3 Second order curve fitting coefficients for the dummy tare run. 

Term Coef SE Coef P-Value 

Constant -0.01198 0.00294 0.000 

alpha -0.281471 0.000372 0.000 

alpha*alpha -0.005896 0.000038 0.000 

 

The standard error, defined as the approximate standard deviation of a statistical sample 

population (Nguyen and Rogers, 1989), of the coefficients is labelled SE Coef and indicates 

the variability between coefficient estimates. It can be used to determine the precision of the 

estimate of the coefficient. The smaller its value the more precise the estimate. As can be seen 

the standard error values for the angle of attack coefficients are extremely small and therefore 

the curve fit is very precise. 

 

Evaluation of the dummy tare run curve fit coefficients 

Next, it is determined how well the model fits the data. This is done by examining the goodness-

of-fit-statistics in the model summary shown in Table A. 4.4. 
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Table A. 4.4 Goodness-of-fit-statistics for the dummy tare run pitching moment. 

S R-sq R-sq(pred) 

0.0380627 99.98% 99.98% 

 

The standard error S represents the average distance that the observed data fall from the 

regression line. Smaller values are better as it means that the values are closer to the fitted line. 

The measured pitching moment for the dummy tare run is on average 0.05% away from the 

fitted line. S can also be used to assess the precision of the predictions. About 95% of the 

observations should fall within +/- 2S from the regression line, which would be 1% of the data 

for this case (James et al., 2013). 

R2 (R-sq) is the percentage of the variation in the response variable of the model. The higher 

the value the better the model fits the data. A value of 99.95% suggests that there is a very good 

fit of the data to the model (James et al., 2013). However, R2 on its own cannot determine 

whether a regression model is adequate and therefore also the residuals versus fit plot has to be 

checked for its randomness (James et al., 2013)). The predicted R2 (R-sq(pred)) indicates how 

well a regression model predicts responses of new data points. This helps in determining 

whether the regression model overfits the data, which is the case when R2 (pred) << R2 (James 

et al., 2013)  

The last step is assessing as to whether the model meets the assumptions of the analysis by 

means of the residual plots. Here, it has to be checked if the residuals are randomly distributed 

on both sides of zero and have a constant variance whilst showing no recognisable patterns. 

Table A. 4.5 shows patterns and their interpretation 
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Table A. 4.5 Interpretation of the residual plot pattern (James et al., 2013). 

Pattern Potential indication 

Fanning or uneven spreading of residuals 

across fitted values 

Non-constant variance 

Curvilinear A missing higher-order term 

A point that is far away from zero An outlier 

A point that is far away from the other points 

in the x-direction 

An influential point 

 

The residual versus fit plot for the dummy tare run is shown in Figure A. 4.23. There appear to 

be some points which are away from zero thus indicating to be outliers. Apart from this the 

points are randomly distributed yielding to the conclusion that the curve fit is appropriate. 

Figure A. 4.23 also shows the residuals versus order plot, which is used to verify the assumption 

that the residuals are independent from one another. There should be no trends or patterns 

visible in the graph when the residuals are independent. As for the residual versus fit plot this 

plot should fall randomly around the centre line, which it does (James et al., 2013). 
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Figure A. 4.23 Residual plots of the dummy model pitching moment tare run. 

One assumption in regression analysis is that the residuals are normally distributed. To verify 

this assumption the normal probability plot can be examined. A normal distribution is given 

when the residuals approximately follow a straight line. Table A. 4.6 shows the interpretation 

of patterns deviating from a straight line. 

Table A. 4.6 Pattern interpretation of the dummy model pitching moment probability plot (James et al., 2013). 

Pattern Potential indication 

Not a straight line Non-normality 

A point that is far away from the line An outlier 

Changing slope An unidentified variable 

 

The normality plot for the dummy tare is displayed in Figure A. 4.23. It can be said that the 

residuals do follow a straight line but also indicates a few outliers as do the residual plots 

before. 

A regression model is also fitted to the pitching moment data of the VFE-2 tare run (Figure A. 

4.24). The results can be seen below. 
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The polynomial of the curve fit is: 

 PM(α) = 0.01569 − 0.285733α − 0.005822α2 (A.4.31)  

 

Figure A. 4.24 Second order curve fit of the VFE-2 pitching moment tare run. 

As for the case of the dummy tare run, the error in the coefficients and the p-value for the VFE2 

case indicate a good fit, which is confirmed by the model summary values in Table A. 4.7 and 

Table A. 4.8. 

Table A. 4.7 Second order curve fitting coefficients for the VFE-2 tare run. 

Term Coef SE Coef P-Value 

Constant 0.01569 0.00689 0.024 

alpha -0.285733 0.000870 0.000 

alpha*alpha -0.005822 0.000088 0.000 

 

Table A. 4.8 Goodness-of-fit-statistics for the VFE-2 tare run pitching moment. 

S R-sq R-sq(pred) 

0.0729519 99.92% 99.92% 
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The results of the calculated values are confirmed by the residual plots as shown in Figure A. 

4.25. 

 

Figure A. 4.25 Residual plots for the VFE-2 pitching moment tare run. 

As mentioned earlier the results of the dummy tare run and the VFE-2 tare run should lie within 

a certainty of each other. In order to test this the coefficient values are compared. Each 

coefficient comes with a standard error. The upper and lower limit of each coefficient can be 

calculated using 

 aUL = a + 2 × SE Coeff 

 

(A.4.32)  

 

 aLL = a − 2 × SE Coeff (A.4.33)  

 

The standard error is taken twice as this captures the region in which about 95% of the data 

points lie. The upper and lower limit can be calculated for each coefficient of each run and then 

be compared with each other.  
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Figure A. 4.26 shows the coefficients of the polynomial for each tare run. It can be seen that 

the coefficients of each tare run lie within a 95% confidence interval to each other. This proves 

that both tare runs can be approximated by the same curve fit as they as they statistically prove 

to give the same result. 

 

Figure A. 4.26 Plot of the coefficients of the polynomial for each tare run including their error bands. 

 

A.4.5.2  Lift Force 

The results for the lift force for the 34 m/s dummy run are depicted in Figure A. 4.27. It can be 

seen that the results are approximately of third order. The major components contributing to 

the lift are the square bars and the sting. That is because their chord length is large compared 

to the dummy. The dummy itself does not contribute majorly to the overall lift force seen in 

Figure A. 4.27. This conclusion is based on the lift formula for slender bodies (Krasnov, 1970) 

 L = ρU2παRB
2  

 

(A.4.34)  
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where RB is the base radius of the body of revolution. 

The solution for the lift coefficient Cl from potential flow theory is defined as (Anderson, 2011) 

 

 Cl = 2π sin(α) 

 

(A.4.35)  

 

Hence, the lift force also is a function of sine. Figure A. 4.27 can be interpreted as a shifted 

sine function. The shift may be explained by the aerodynamics of the given configuration.  

To validate the lift curve one can resolve the free body diagram (FBD) for the lift force. This 

results in  

 L =
M − mgxcg(cos(α) − 1)

xcp cos(α)
− D tan(α) + L0 

 

(A.4.36)  

 

where xcp is the centre of pressure and L0 the distance between wire and eyeball joint centre 

obtained using 

 Sxcp = ∑ ai × di

n

i=1

 

 

(A.4.37)  

 

where S is the total projected area of the system and ai and di are the projected area and distance 

from the reference centre to the centre of gravity of each component respectively.  
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The first term in Equation (A.4.36) has the highest impact on the shape of the lift curve as it 

has the highest magnitude but is closely followed by the drag force and the lift generated at 

zero degrees angle of attack.  

 

Figure A. 4.27 Raw data plot of the lift force vs. angle of attack for the dummy air on run. 

For later corrections it is necessary to curve fit all the aerodynamic forces acting on the dummy. 

Using a third order polynomial regression results in the plot shown in Figure A. 4.28. 

 

Figure A. 4.28 Curve fit of the lift force dummy air on run. 
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The function fitting the lift force of the dummy is 

 L(α) = 0.000516α3 − 0.002939α2 + 0.05618α − 2.347 

 

(A.4.38)  

 

The residuals are shown in Figure A. 4.29 and the model coefficients and errors are shown in 

Table A. 4.9 and Table A. 4.10. The residual versus order graph appears random and the normal 

probability plot seems to follow a straight line. It can thus be concluded that the curve fit is of 

the correct polynomial and an appropriate fit for the problem. 

 

Figure A. 4.29 Residual plots for the dummy pitching moment air on run. 

 

Table A. 4.9 Third order curve fitting coefficients for the lift force of the dummy air on run. 

Term Coef SE Coef T-Value P-Value VIF 

Constant -2.3475 0.0242 -97.20 0.000    

alpha 0.05618 0.00398 14.11 0.000 4.48 

alpha*alpha -0.002939 0.000466 -6.30 0.000 6.02 
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alpha*alpha*alpha 0.000516 0.000038 13.48 0.000 12.08 

 

Table A. 4.10 Goodness-of-fit-statistics for the lift force of the dummy air on run. 

S R-sq R-sq(adj) R-sq(pred) 

0.221437 94.47% 94.39% 94.28% 

 

A.4.5.3  Drag Force 

The drag force for the air-on dummy run is shown in Figure A. 4.30. It can be seen that the 

drag force is high. This can be explained by the drag generation of the threaded bar. The Re 

number for the threaded bar is 3.6 × 104 which yields a drag coefficient of approximately 1.2 

and accounts for over 50% of the drag generated by the E-rig. 

 

Figure A. 4.30 Raw data of the drag force vs. angle of attack for the dummy air on run. 

The drag force is curve fitted using a cubic regression model with the results displayed in Figure 

A. 4.31 and Figure A. 4.32. It is shown by the R2 value that the curve matches the data 76.91%. 

The details of the polynomial coefficients and their associated error as well as outliers are 

shown in Table A. 4.11 to Table A. 4.13. 
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Figure A. 4.31 Curve fit of the drag force for the dummy air on run. 

 

Figure A. 4.32 Residual plots for the dummy drag force air on run. 
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Table A. 4.11 First order curve fitting coefficients for the drag prediction of the dummy air on run. 

Term Coef SE Coef T-Value P-Value VIF 

Constant 20.9744 0.0214 981.19 0.000    

alpha 0.06847 0.00251 27.32 0.000 1.00 

 

Table A. 4.12 Goodness-of-fit-statistics for the drag force of the dummy air on run. 

S R-sq R-sq(adj) R-sq(pred) 

0.294949 76.91% 76.81% 76.39% 

 

Table A. 4.13 Fits and diagnostics for unusual observations for the drag force of the dummy air on run. 

Obs Drag Fit Resid Std Resid 
 

1 20.2923 20.9752 -0.6829 -2.32 R 

2 20.2889 20.9750 -0.6861 -2.33 R 

111 20.9567 20.3538 0.6029 2.06 R 

112 20.9765 20.3537 0.6228 2.13 R 

113 21.1997 20.2863 0.9134 3.12 R 

114 21.2003 20.2865 0.9138 3.13 R 

115 21.1126 20.3568 0.7558 2.58 R 

116 21.1241 20.3567 0.7674 2.62 R 

118 21.0257 20.4288 0.5969 2.04 R 

221 20.9729 20.3585 0.6144 2.10 R 

222 20.9584 20.3584 0.5999 2.05 R 

223 21.0419 20.2852 0.7567 2.59 R 

224 21.0553 20.2853 0.7700 2.63 R 

R  Large residual 

 

A.4.5.4 Pitching Moment 

As mentioned above the accuracy of the lift and drag data can be proven by calculating the 

pitching moment based on the free body diagram shown in Figure A. 4.33. 
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Figure A. 4.33 Free body diagram of the E-rig at velocity v. 

This yields to the theoretical moment around FS being defined as: 

 

 

Mth = mgxcgrig
× (1 − cos(α)) + Nxcp + Ah +  M0 + MB

+ Fw × l sin(α) × (1 − cos(α)) 

 

(A.4.39)  

 

where N and A are the normal and axial forces respectively, M0 is the moment generated at 0° 

angle of attack, l is the length of the square bar, xcgrig
 is the distance between FS and the centre 

of gravity of the rig and MB the moment generated by the balance itself.  

Figure A. 4.34 shows the comparison between estimated and measured pitching moment. It 

can be seen that the trend is accurately captured, the maximum difference between the curves 

being 0.768 Nm. 
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Figure A. 4.34 Theoretical and measured pitching moment plotted against α. 

Curve fitting the pitching moment with a second order polynomial results in Figure A. 4.35. 

The residuals are displayed in Figure A. 4.36. The curve fits the data very well with a R2 

value of 99.86%. The details of the polynomial coefficients and their associated error as well 

as outliers are shown in Table A. 4.14 to Table A. 4.16. 

 

Figure A. 4.35 Curve fit of the pitching moment for the dummy air on run. 
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Figure A. 4.36 Residual plots for the dummy pitching moment air on run. 

 

Table A. 4.14 Second order curve fitting coefficients for the pitching moment prediction of the dummy air on run. 

Term Coef SE Coef T-Value P-Value VIF 

Constant 0.0058 0.0130 0.45 0.654    

alpha -0.42925 0.00165 -260.23 0.000 1.95 

alpha*alpha -0.006393 0.000167 -38.37 0.000 1.95 

 

Table A. 4.15 Goodness-of-fit-statistics for the pitching moment of the dummy air on run. 

S R-sq R-sq(adj) R-sq(pred) 

0.139151 99.86% 99.86% 99.86% 

 

Table A. 4.16 Fits and diagnostics for unusual observations for the pitching moment of the dummy air on run. 

Obs Pitch Fit Resid Std Resid  

59 -9.4275 -9.1327 -0.2949 -2.16 R 

60 -9.4395 -9.1314 -0.3081 -2.26 R 

77 -3.4851 -3.8197 0.3346 2.41 R 
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78 -3.5096 -3.8195 0.3099 2.24 R 

91 -0.7453 -0.4259 -0.3194 -2.31 R 

92 -0.7081 -0.4273 -0.2808 -2.03 R 

98 1.1011 0.8171 0.2840 2.05 R 

135 -0.7286 -0.4171 -0.3115 -2.25 R 

136 -0.7248 -0.4182 -0.3066 -2.21 R 

R  Large residual 

 

A.4.6 Outlier Detection 

The raw data has been plotted in the sections above to get a first impression of the accuracy of 

the results. After this has been established, the data has to be checked for statistical outliers. 

One method that has achieved a wide acceptance is Chauvent’s criterion (Coleman and Steele, 

1999). It defines that all points falling within a certain band, of probability 1-1/(2N), around 

the mean value should be retained. 

The maximum allowable deviation from the mean xmax can be defined as 

 xmax = τ × Sx 

 

(A.4.40)  

 

Where τ is the Chauvent’s criterion which can be found from tables such as presented by 

Coleman and Steele (1999, page 36) and Sx being the standard deviation. 

Chauvent’s criterion is applied to all the test data prior to any further evaluation. 

 

A.4.7 Comparison of upright and inverted runs 

Upright and inverted runs were conducted to investigate the impact of the strut interference on 

the results. Normally, inverted runs are also conducted to establish the balance alignment to 

the tunnel flow. Wind tunnels do not have absolutely perfect flow, but up- and cross-flow. Both 

can critically impact on the accuracy of the drag measurement. Normally, this is accounted for 

by installing dummy struts to guarantee support strut interference (Rae and Pope, 1994). This 

could not be done at the facilities at the University of the West of England Bristol as dummy 
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struts are not available. Therefore, the inverted runs will not account solely for flow alignment 

but also for strut interference.  

In order to investigate the effect of strut interference the moment and forces obtained were 

curve fitted by a second order polynomial using linear regression. The coefficients for the 

curvefits for the upright and inverted runs were then plotted with their respected standard error.  

Figure A. 4.37 shows the results for the VFE-2 configuration for 34 m/s. It can be seen that for 

lift, drag and pitching moment the constants are within the limits between upright and inverted 

run, although the lift force constant of order zero is just about within the limits. This is due to 

an offset between the upright and inverted runs which is not due to strut interference. The 

results for the other configurations are depicted in Figure A. 4.38 to Figure A. 4.40. As for the 

VFE-2 run it can be seen that the upright runs are within the uncertainty of the inverted runs. 

 

Figure A. 4.37 Comparison of curve fit coefficients for upright and inverted VFE-2 runs at 34 m/s for a) Lift b) Drag and c) 

Pitching Moment. 
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Figure A. 4.38 Comparison of curve fit coefficients for upright and inverted VST runs at 34 m/s for a) Lift b) Drag and c) 

Pitching Moment. 

 

Figure A. 4.39 Comparison of curve fit coefficients for upright and inverted B05 runs at 34 m/s for a) Lift b) Drag and c) 

Pitching Moment. 
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Figure A. 4.40 Comparison of curve fit coefficients for upright and inverted B03 runs at 34 m/s for a) Lift b) Drag and c) 

Pitching Moment. 

 

A.4.8 Repeatability Tests 

To show that the test set up and the results obtained are repeatable the VST configuration was 

run three times on three different dates. On each date the wind tunnel rig was re-installed in the 

tunnel and the instruments calibrated. The results of all three runs are depicted in Figure A. 

4.41. Here, 4-16, 4-17 and 4-25 are indicating the month and day respectively. 

It can be seen from Figure A. 4.41 that the data from all runs lie within the uncertainty of each 

other. 
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Figure A. 4.41 Aerodynamic coefficients of the repeatability runs of the VST configuration on three different dates. 

 

A.4.9 Correction of weight tare and aerodynamic effects 

To account for the aerodynamic forces and the weight of the rig and wing mount, the data 

obtained for the VFE-2 configuration needs to be corrected. The weight of the rig is accounted 

for by subtracting an air-off tare run of the wind-on set up. To account for the aerodynamic 

effects of the mount a separate wind-on and wind-off run is conducted for the rig and a dummy 

mount. 

The forces of the clean wing can then be obtained using 
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 FWingClean
= FVFE−2 − FWingTare

− FDummy − FDummyTare
 

 

(A.4.41)  

 

  

MWingClean
= MVFE−2 − MWingTare

− MDummy − MDummyTare
 

 

 

(A.4.42)  

 

During the tare runs neither lift nor drag is produced but solely a moment due to the shift in 

centre of gravity with increased angle of attack. Hence, equation A.5.41 becomes 

 FWingClean
= FVFE−2 − FDummy 

 

(A.4.43)  

 

The forces and the pitching moment have been calculated by curve fitting the dummy air-on 

data as well as the moments obtained for each tare run to the angle of attack range of the wing 

air-on run. This is done as the tare runs were run for a different number of hysteresis cases than 

the air-on runs and because of slight differences in the angle of attack setting. The latter is due 

to the fact that the angle of attack is set manually and is measured to a fourth order accuracy 

by the wind tunnel system. 

 

A.4.10 Coefficient Calculations 

After the corrections have been made, the forces and moments can be transformed into 

coefficients using the following formulae (Anderson, 2011): 

 Cl =
L

q × S
 

 

(A.4.44)  
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Cd =
D

q × S
 

(A.4.45)  

 

  

Cm =
M

q × S × mac
 

 

 

(A.4.46)  

 

where q is the dynamic pressure, S the planform area and “mac” the mean aerodynamic chord. 

The moment arm used in the test is 0.008 m in front of the 2/3c location. Therefore, the moment 

needs to be shifted by using: 

 

MNew = Mref + L × (xnew − xref) 

 

 

(A.4.47)  

 

Where Mref is the moment measured around a given reference point and xref is the location of 

the current moment reference point. 

The mean aerodynamic chord and projected area, S, are calculated based on the measurements 

of the wind tunnel model. Due to inaccuracies in manufacturing, the following chord lengths 

and spans were measured for the different models (Table A. 4.17). 

Table A. 4.17 Measured chord and span for the four different models. 

 VFE-2 VST B03 B05 

Chord [m] 0.486 0.487 0.489 0.489 

Span [m] 0.4543 0.4545 0.4555 0.456 

 

A.4.11 Wind Tunnel corrections: Blockage Corrections 

Wind tunnel testing differs from free flight for multiple reasons such as the test section 

boundaries and mounting system which influences the flow field. Corrections have to be 

applied in order to draw realistic conclusions for the model’s performance in free flight. The 

different methods are discussed in the following sections. 
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Wind tunnel testing differs from free flight due to the test section boundaries and the support 

system required hindering the flow from expanding in the same way as it would in free flight 

(Hantrais-Gervois, 2012). This has an effect on the pressure field around the model, which 

needs to be accounted for before drawing conclusions about the model’s free air behaviour.  

During wind tunnel testing the model is affected by the dynamic pressure, Mach number and 

the change in angle of attack. These quantities change due to the wall interferences and need 

to be corrected for.  

The dynamic pressure and Mach number corrections are also referred to as blockage 

corrections. 

Maskell derived a blockage equation for thin plates, which is used for the VFE-2 configuration 

(Rae and Pope, 1984). 

 εsbW
=

Wing Volume

C
3
2

 

 

(A.4.48)  

 

Where C is the tunnel test section area (see Table A. 4.18 for the measurements of the UWE 

wind tunnel high-speed section). 

The increment in velocity due to blockage is defined as (Rae and Pope, 1984): 

 ∆V = Vu × εsbW
 

 

(A.4.49)  

 

where Vu is the uncorrected velocity.  
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Table A. 4.18 Measurements of the UWE Wind Tunnel High-Speed Test Section. 

Wind Tunnel Height [m] 1.53 

Wind Tunnel Width [m] 2.14 

C [𝑚2] 3.2742 

Wing Volume [𝑚3] 0.001445 

 𝑉𝑢  [
𝑚

𝑠
]  33.7564 

 

Every body generates a wake when subject to a flow. This wake has a lower velocity than the 

freestream. In a closed duct this means that the airspeed outside the wake must be larger than 

the velocity inside the wake so that the law of continuity can be maintained. This heightened 

velocity results in a lower pressure in this region which yields to a favourable pressure gradient 

causing a velocity increment at the model. This wake effect is referred to as wake blockage and 

need to be corrected for. The wake blockage is defined as (Rae and Pope, 1984): 

 εwb =
S

4C
CDu 

 

(A.4.50)  

 

Where S is the projected area of the model and CDu the uncorrected drag coefficient. 

The total corrections can then be written as (Rae and Pope, 1984): 

 ε = εwb + εsb 

 

(A.4.51)  

 

The dynamic pressure can then be corrected by taking into account both; the correction of the 

solid and wake blockages as (Sahini, 2004):  

 

 

qc = qu(1 + 2ε) 

 

(A.4.52)  
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where qu is the uncorrected dynamic pressure and qc is the corrected dynamic pressure. 

And the total corrected airspeed can be obtained by (Rae and Pope, 1984): 

 V = Vu(1 + ε) 

 

(A.4.53)  

 

where Vu is the uncorrected velocity and is the average velocity measured by the pitot tube for 

the four different runs.  

The total corrected Reynolds number, Re, then becomes (Rae and Pope, 1984): 

 Re = Reu(1 + ε) 

 

(A.4.54)  

 

The blockage corrections are required to obtain the correct dynamic pressure for calculating 

the coefficients. 

 

A.4.12 Comparison of Aerodynamic Centre and Centre of Pressure locations between 

Numerical and Experimental data 

As discussed previously, the aerodynamic centre and centre of pressure are important 

parameters; the former for stability analysis and the latter for the evaluation of pressure 

distribution. The raw wind tunnel data and experimental data have been plotted against normal 

force coefficient in Figure A. 4.42 to Figure A. 4.45. It can be seen, that CFD as well as wind 

tunnel results are quite noisy, especially when looking at the location of the aerodynamic 

centre. This is because the aerodynamic centre is predicted using the slopes of pitching moment 

and normal force, which are more sensitive to changes in normal force and pitching moment 

data. Ignoring the extrema, it can be seen that the aerodynamic centre is predicted very well by 

the CFD (right hand diagrams in Figure A. 4.42 to Figure A. 4.45). The centre of pressure is 

predicted further forward for the numerical simulations, apart from the B05 configuration, 
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where it is predicted slightly behind the location predicted by the wind tunnel data (left hand 

diagrams). 

 

Figure A. 4.42 Comparison of CFD predictions and experimental tests for the centre of pressure and aerodynamic centre 

(referenced to root chord) for the VFE-2 configuration. 

 

Figure A. 4.43 Comparison of CFD predictions and experimental tests for the centre of pressure and aerodynamic centre 

(referenced to root chord) for the VST configuration. 
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Figure A. 4.44 Comparison of CFD predictions and experimental tests for the centre of pressure and aerodynamic centre 

(referenced to root chord) for the B03 configuration. 

 

Figure A. 4.45 Comparison of CFD predictions and experimental tests for the centre of pressure and aerodynamic centre 

(referenced to root chord) for the B05 configuration. 

 

A.4.13 Wind tunnel data reduction procedure 

A.4.13.1 Tare Corrections Upright run 

1. Curve fit the tare runs for pitching moment, PM, data and take the statistical average 

for Lift and Drag. 

2. Calculate aerodynamic loads using 



339 
 

 Laero = L34ms − LTare  

 

(A.4.55)  

 

and  

 Daero = D34ms − DTare  

 

(A.4.56)  

 

where Laero and Daero is the aerodynamic lift and drag respectively, L34ms and D34ms 

are the lift and drag measured at 34 m/s and LTare and DTare are the lift and drag 

measured during the tare run. 

3. Calculate normal force using 

 

N = L × cos( αVST_34) + D × sin( αVST_34) 

 

(A.4.57)  

 

4. Start iterations using PMaero = 0 

5. Calculate θ using (iteration, i= iteration number) 

 

θi = (N × 0.5 + PMaeroi−1
) × KTHETAM + N ×

KTHETAN − Cdeflection × cos(αcorri−1
)  

 

(A.4.58)  

 

with Cdeflection = 0.38 for VST (deflection in sting caused when mounting the model 

on the rig), PMaeroi
= 0 and αcorri−1

= αuncorr for the first iteration. 

6. Calculating the first corrected angle of attack αcorr for the tare run  

 αcorri
= αuncorri

− θi 

 

(A.4.59)  

 

7. Calculate PMTarei
 by substituting αcorri

 in the curvefit polynomial 
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8. Calculate  

 PMaeroi
= PM34ms − PMTarei

 

 

(A.4.60)  

 

9. Repeat steps 5 to 8 until αcorri
 reaches a convergence of 1 × 10−4 (αrig = αcorr ) 

10. Curve fit L, D and PM for Dummy34 and DummyTare using αrig 

11. Calculate aerodynamic loads of the dummy  

 Dummyaero = Dummy34 − DummyTare 

 

(A.4.61)  

 

12. Calculate the aerodynamic loads of the clean configuration  

 Clean = VSTaero − Dummyaero 

 

(A.4.62)  

 

13. Plot graphs using αVST_34 

A.4.13.2 Tare Corrections Inverted Run 

Same steps as for the upright run until step 13. 

14. Invert αVST_34=-αVST_34 

15. Invert lift and pitching moment 

A.4.13.3 Shift moment to 2/3 chord 

 PM2/3 = PM + N × x × cos(α) + A × (y + x × sin(α)) 

 

(A.4.63)  

 

 

With x being the distance to the 2/3c position (-0.0010609 m for VST upright) and y being the 

distance from wing midpoint at 2/3c to eye ball joint (0.02 m) 
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A.4.13.4 Data reduction Wind Tunnel 

1. Interpolation of each hysteresis run for angle of attack in steps of 1 degree using Matlab 

function interp1() 

2. Taking the mean for each hysteresis run for each angle of attack 

3. Calculation of the standard deviation for each angle of attack 

4. From students t-distribution t value for (n-1) = 3 degrees of freedom t= 3.182 

5. Calculating precision, P, using  

 P = t ×
std(α)

√n
 

 

(A.4.64)  

 

6. Bias (B) for each variable 

Lift +- 0.5 

Drag +0.17 and -0.28 

PM 0.044 

q 2 

7. Calculating uncertainty, U, for the measured forces and moments using  

 Ux = √P2 + B2 

 

(A.4.65)  

 

8. Calculating the uncertainty for the different coefficients using (example for Cl) 

 
UCl = √(

1

q̅ × S
× UL)

2

+ (
L

q̅ × S
× Uq)

2

 

 

(A.4.66)  

 

A.4.13.5 Calculating Aerodynamic Forces on Clean Configuration 

1. Calculate the aerodynamic forces for dummy and model separately using 
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Faero = FAir On − FAir off 

 

(A.4.67)  

 

2. Calculate the aerodynamic forces on the clean configuration using 

 

FClean = FModel_aero − FDummy_aero 

 

(A.4.68)  

 

A.4.13.6 Shift Moment to 2/3c 

1. Determine wing thickness t at 2/3c. 

2. Determine distance between sting centreline and top of mounting box h 

3. Vertical distance between eye ball joint and centre 2/3c of wing 

 

y = h + t
2⁄  

 

(A.4.69)  

 

4. Shift PM to 2/3c using 

 PM23 = PM + N × x cos(α) + A × (y + x sin(α)) 

 

(A.4.70)  

 

with x being 

 

x = (xbar − xref) − (
1

3
c +  xhalf block + xmodel) 

 

(A.4.71)  

 

where xbar = 0.5 m, xref = 0.00015m, xhalf block = 0.02 m and xmodel being the distance 

between the trailing edge of the model and the beginning of the half block. 

A.4.13.7 Wind Tunnel Corrections (Rae and Pope, 1984) 

1. Calculate ɛSB 

 

 ɛSB =
K × VModel

3
2⁄ C

 

 

(A.4.72)  
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where K=0.9, VModel is the volume of the model and C is the tunnel test section area. 

2. Calculate ɛWB 

 
ɛWB =

S

4C
× Cdu

 

 

(A.4.73)  

 

3. Calculate ɛtotal 

 

ɛtotal = ɛSB + ɛWB 

 

(A.4.74)  

 

4. Calculate qc 

 

qc = q × (1 + ɛtotal)
2 

 

(A.4.75)  

 

5. Calculate Clc
 

 

Clc
=

L

S × qc
 

 

(A.4.76)  

 

6. Determine flow angularity αup 

7. Calculate ∆Cd 

 

∆Cd = Cdupright
− Cdinverted

 

 

(A.4.77)  

 

8. Use linear regression with ∆Cd for x-values and Clupright
 as y-values and then the x 

variable is tan(αup) 

9. Calculate αw using 

 
αw =

S × δ

C
× Clc

 

 

(A.4.78)  

 

where δ=0.135, obtained from Rae and Pope (1984) for closed wind tunnels. 
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10. Correct alpha using 

 

αc = αg + αup + αw 

 

(A.4.79)  

 

11. Drag coefficient correction using 

 

Cdc
= Cdu

+ ∆Cdup
+ ∆Cdw

 

 

(A.4.80)  

 

with 

 

∆Cdup
= Clαup 

 

(A.4.81)  

 

with αup in radians and  

 

∆Cdw
=

δS

CClc

2  

 

(A.4.82)  

 

12. The pitching moment is then corrected using 

 

Cmc
=

PM

qc × S × mac
 

 

(A.4.83)  
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Appendix 5 CFD Results evaluation 

A.5.1. Effect of thickness on the flow features and pressure distribution of the B05 

configuration (from section 6.2) 

The spanwise pressure distribution at α=4° is presented in Figure A. 5.1 for the B05 

configuration of different thicknesses (see Figure 6.33). It can be seen that the suction force 

increases with increase in chord location until it is dropping off rapidly close to the trailing 

edge to meet the ambient pressure. The location where a maximum pressure peak is formed 

depends on the thickness and varies between x/c=0.6 and x/c=0.8. It can be seen from Figure 

A. 5.1 that an increase in thickness increases the suction generated inboard of the LEVs. This 

is due to thicker wing generating separation bubbles rather than LEVs (see Figure A. 5.2). This 

results in an earlier reattachment and less disturbed flow. For the thinner wings the area of low 

pressure decreases with thickness as already observed for the B03 configuration and is due to 

earlier reattachment. It can be seen from the Cp plots that this is due to a more favourable 

pressure gradient for the thicker wings. 

 

Figure A. 5.1 Spanwise pressure distributions of the B05 configuration for 3.4, 6 and 12% thicknesses at α=4° where y/s is the 

normalised spanwise coordinate from the centreline. Note that s is the local half-span and thus increases from apex to trailing 

edge. 
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Figure A. 5.2 Vorticity contours and mean velocity at different chordwise locations for the B05 configuration with different 

thicknesses at α=4°. 

The spanwise pressure distribution at 13° angle of attack is shown in Figure A. 5.3. On all three 

wings LEVs have formed as indicated by the pressure peaks. Even secondary vortices can be 

seen, which form due to either the increased strength of the primary vortex or its closeness to 

the surface. The flow pattern of the two thinner wings is very similar, but the vortex shape 

changes for the thickest wing; again, the vortex is more oval shaped. As before, this is due to 

the adverse pressure gradient being lower, thus, delaying reattachment, which in turn effects 

the vortex shape. The biggest difference however is close to the trailing edge, where an increase 

in thickness prevents a rapid suction force drop. A reason for this may be that due to the more 

favourable adverse pressure gradient of the thicker wings along most of the chord, the pressure 

has to increase more rapidly towards the trailing edge, favouring separation. This effect moves 

further downstream with increase in thickness and is also observed for the B03 configuration.  
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Figure A. 5.3 Spanwise pressure distributions of the B05 configuration for 3.4, 6 and 12% thicknesses at α=13°. 
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Figure A. 5.4 Vorticity contours and mean velocity at different chordwise locations for the B05 configuration of different 

thicknesses at α=13°. 

 

A.5.2. Effect of the thickness on the flow features and pressure distribution of the VST 

configuration (from Section 6.2) 

The spanwise pressure distribution of the VST configuration at 4° angle of attack is plotted 

against the normalised span in Figure A. 5.5. It can be seen that the pressure distribution looks 

very different for this profile which is flat for the majority of the surface (see Chapter 4 Figure 

4.1). The flow on the 3.4% thick configuration is attached for the majority of the wing with 

separation bubbles forming in the second half. The flow is more complex for the thicker wings 

and is characterised by the formation of an inner vortex in the rear part of the wing. The initial 

separation is delayed towards the apex due to the effective leading-edge radius being higher 

there than closer to trailing edge. This results in the vortex lying more inboard. This can also 
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be seen when comparing the spanwise pressure distribution with the vorticity plots shown in 

Figure A. 5.6. 

 

Figure A. 5.5 Spanwise pressure distribution of the VST configuration for 3.4, 6 and 12% thicknesses at α=4°. 
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Figure A. 5.6 Vorticity contours and mean velocity at different chordwise locations for the VST configuration of different 

thicknesses at α=4°. 

Figure A. 5.7 shows the spanwise pressure distribution of the VST configuration for different 

thicknesses. A fully developed vortical flow structure including secondary vortices can be seen 

on the thinnest wing. This is confirmed by the vorticity contours depicted in Figure A. 5.8. The 

wing is loaded in the front causing the wing to be unstable as discussed earlier. With increase 

in thickness the wing becomes more stable with the loading shifting downstream (see Chapter 

6 Figure 6.40). For the thicker wings the effect of relative leading-edge roundness results in 

the flow forming separation bubbles in the first 30% of the wing. Only further downstream the 

flow rolls up into a vortex. As for the biconvex configurations, the suction force near the trailing 

edge remains powerful with increase in thickness, due to a more favourable pressure gradient 

and a relatively stronger primary vortex further upstream. However, from the mean axial 

velocity contours can be seen that the 6% thick wing experiences VBD at x/c=0.95. It can 
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further be seen, that the 3.4% and 6% wings are closer regarding their axial velocity, whereas 

the 12% thick wing shows a very different patter. This is due to the flow over the VST 12% 

being delayed so far downstream, that VBD is avoided. An inner vortex is forming around 

x/c=0.5 on the 6% and 12% thick configurations, which is an effect of the flat profile as it is 

not observed on the biconvex profiles and is also present on the VFE-2 configurations.  

 

Figure A. 5.7 Spanwise pressure distribution of the VST configuration for 3.4, 6 and 12% thicknesses at α=13°. 
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Figure A. 5.8 Vorticity and mean velocity and mean velocity contours at different chordwise locations (x/c=0.2, 0.4, 06, 0.8 

and 0.95) for the VST configuration of different thicknesses at α=13°. 

 

A.5.3.  Effect of thickness on the flow features and pressure distribution of the VFE-2 

configuration (from Section 6.2) 

The spanwise pressure distributions for the VFE-2 configurations at α=4° are depicted in Figure 

A. 5.9 and their associated vorticity and mean axial velocity contours in Figure A. 5.10. It can 

be seen that the flow on the VFE-2 of 3.4% thickness is mainly attached and only small 

separation bubbles form due to the forced separation at the SLE. Pressure peaks arise near the 

trailing edge for the thicker wings where the flow rolls up into a vortex. The flow on the two 

thicker wings separates initially at the leading-edge resulting in the formation of vortices. The 

flow reattaches then only to separate again further inboard as captured in the surface pressure 

distribution. The inner vortices increase in strength with thickness. Here, the strength of the 
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inner vortex depends on the strength of the initial separation; with a higher initial suction 

resulting in a more powerful inner vortex. This can be explained by the drastic change in 

pressure causing a stronger adverse pressure gradient after reattachment of the primary vortex, 

thus enabling further separation inboard. The wing loading is rearward for low thicknesses but 

moves forward with an increase in thickness. 

 

Figure A. 5.9 Spanwise pressure distribution of the VFE-2 configuration for 3.4, 6 and 12% thicknesses at α=4°. 
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Figure A. 5.10 Vorticity contours and mean velocity at different chordwise locations for the VFE-2 configuration of different 

thicknesses at α=4°. 

At 13° angle of attack vortical flow is fully developed on all three configurations (Figure A. 

5.11 and Figure A. 5.12). The thin wing shows a vortex pattern typical for thin wings with the 

wing loading shifted towards the apex. The thicker wings generate a significantly lesser suction 

force but show the development of multiple vortex structures consisting of an inner and outer 

vortex. The thin wing on the other hand captures a primary and secondary vortex. The inner 

vortex is very dominant on the 6% thick wing, whilst much smaller in size for the 12% thick 

wing. They also vary in location with the inner vortex of the 6% thick wing being located 

further outboard (around y/s=0.7) than that of the 12% thick wing (y/s=0.5). Furthermore, the 

inner vortex of the 12% thick wing is connected by an area of high axial velocity with the 

primary vortex, which is not the case for the 6% thick wing. As described for the VST 

configuration in A.6.2 the inner vortex is believed to occur due to a combination of a less 
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favourable adverse pressure gradient for profiles which have a majorly flat section and a less 

energised boundary layer upon reattachment. 

 

Figure A. 5.11 Spanwise pressure distribution of the VFE-2 configuration for 3.4, 6 and 12% thicknesses at α=13°. 
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Figure A. 5.12 Vorticity and mean velocity contours at different chordwise locations for the VFE-2 configuration of different 

thicknesses at α=13°. 

The investigations on the flow physics at 4° and 13° angle of attack for the B05, VST and VFE-

2 configuration here, aided to reach the practical conclusions presented in Chapter 6 section 

6.5. The reader is therefore referred to continue the report with the evaluation of the 

aerodynamic coefficients in chapter six in section 6.5. 

 

A.5.4. Evaluation of the centre of pressure and the aerodynamic centre location 

As explained in section 6.8, the position of aerodynamic centre xac and the centre of pressure 

xcp is expressed relative to the root chord length and plotted against the normal force 

coefficient in Figure A. 5.13. The plots in this section present the raw data. 
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It can be seen that the aerodynamic centre not only varies with thickness but also with 

maximum thickness location. It can be seen that the aerodynamic centre moves rearwards with 

increase in thickness. However, the position does not vary much more than 0.5% between the 

thinnest and thickest wing. Generally, a rearward movement of the aerodynamic centre is 

desired, thus, making the effect of increased thickness very useful. The discontinuities observed 

in curves are due to VBD and they result in a rapid change of pitching moment and normal 

force. 

The centre of pressure can be found behind the aerodynamic centre for the two thinnest wings 

of the B03 configuration (i.e. xcp > xac). The B05’s centre of pressure coincides with that of the 

aerodynamic centre of the majority of angles of attack. At higher incidences it is located behind 

the aerodynamic centre, thus, enhancing stability. However, the distance between centre of 

pressure and aerodynamic centre is relatively small (between 0.2%). The results for the 12% 

thick wings of both configurations are found to be quite noisy, as it was found that for thicker 

wings the flow tends to become more unsteady. 

For the VST configuration the centre of pressure is located behind the aerodynamic centre for 

the thinner wings, whilst this is only the case for the 12% thick wing at higher incidences. 

Before that the centre of pressure and aerodynamic centre coincide. For the VFE-2 the centre 

of pressure is found prior the aerodynamic centre for the two thicker wings, whilst at higher 

angle of attack it moves behind the aerodynamic centre for the 3.4% thick wing. 
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Figure A. 5.13 Normal force coefficient vs. normalised centre of pressure and aerodynamic centre locations for the B03, B05, 

VST and VFE-2 configurations for varying thicknesses. 

To compare the effect of maximum thickness location only the aerodynamic centre is plotted 

against the normal force coefficient and depicted in Figure A. 5.14. It can be seen that shifting 

the maximum thickness location barely has an effect on the aerodynamic centre’s location. 

Only for the 6% thick wing does a movement of maximum thickness location rearward move 

the aerodynamic centre location forward with increased incidence. The aerodynamic centre 

appears to move more rapidly for the VFE-2 configuration and it appears that tapering the tip 

results in a backward movement of the aerodynamic centre. As this increases stability, tapering 

towards the tip appears to be of advantage.  
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Figure A. 5.14 Comparison of the normal coefficient against normalised positions of the aerodynamic centre and centre of 

pressure for the B03, B05, VST and VFE-2 configurations for varying thicknesses. 

 

 


