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Abstract 

Data Envelopment Analysis (DEA) is a linear programming methodology for measuring the efficiency of 

Decision Making Units (DMUs) to improve organizational performance in the private and public sectors. 

However, if a new DMU needs to be known its efficiency score, the DEA analysis would have to be re-

conducted, especially nowadays, datasets from many fields have been growing rapidly in the real world, 

which will need a huge amount of computation. Following the previous studies, this paper aims to 

establish a linkage between the DEA method and machine learning (ML) algorithms, and proposes an 

alternative way that combines DEA with ML (ML-DEA) algorithms to measure and predict the DEA 

efficiency of DMUs. Four ML-DEA algorithms are discussed, namely DEA-CCR model combined with 

back-propagation neural network (BPNN-DEA), with genetic algorithm (GA) integrated with and back-

propagation neural network (GANN-DEA), with support vector machines (SVM-DEA), and with 

improved support vector machines (ISVM-DEA), respectively. To illustrate the applicability of above 

models the performance of Chinese manufacturing listed companies in 2016 is measured, predicted and 

compared with the DEA efficiency scores obtained by the DEA-CCR model. The empirical results show 

that the average accuracy of the predicted efficiency of DMUs is about 94%, and the comprehensive 

performance order of four ML-DEA algorithms ranked from good to poor is GANN-DEA, BPNN-DEA, 

ISVM-DEA, and SVM-DEA. 
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1 Introduction 

It is universally acknowledged that based on Farrell’s (1957) original work, data envelopment analysis 

(DEA) is a frontier analysis approach to efficiency measurement of Decision-Making Units (DMUs) with 

multi-inputs and multi-outputs by using a linear programming methodology, by Charnes et al. (1978). 

Since then new methods and applications with more variables and more complicated models are being 

introduced. DEA methods have been widely used in many fields for assessing efficiency of DMUs to 

improve organizational performance in many sectors, such as in government agencies, airlines, hospitals, 

financial institutions and manufacturing companies. See Emrouznejad et al. (2018) for a full bibliography 

of DEA. 

During evaluating organizational performance, however, if a new DMU needs to be known its efficiency 

score, the DEA analysis would have to be re-conducted. Especially, nowadays DMU datasets are growing 

quickly in the real world with the rapid development of big data. For example, the number of small and 

micro-sized companies in mainland China has exceeded 73 million, and the number is still increasing, 

(Zhang, 2017). Hence, when we have already calculated DEA efficiency for a large number of DMUs, 

and if a new DMU needs to be known its efficiency score, the DEA model would have to be re-run, which 

would need huge computer resources in terms of memory and CPU time. Therefore, we attempt to 

propose a way to predict the efficiency score using machine learning (ML) algorithms. 

ML algorithms build a mathematical model of sample data, known as “training data”, in order to make 

predictions or decisions without being explicitly programmed to perform the task (Bishop, 2006). It is 

used in the applications of evaluating organizational performance with DEA. For example, to address the 

problem for the very large scale datasets emerging in practice, Emrouznejad et al. (2009) proposed a 

neural network back-propagation DEA algorithm (NNDEA), the empirical result showed that the 

NNDEA prediction for efficiency score appeared to be a good estimation for the majority of DMUs, and 

the analysis of error showed that the larger the datasets the smaller error. Fethi et al. (2010) presented a 

comprehensive review of 179 studies which employed operations research (OR) and artificial intelligence 

(AI) techniques in the assessment of bank performance, and they found only a few studies that proposed 

the combination of the prediction of individual models into integrated meta-classifiers, and believed that 

this was an area of research that was worthy of further attention. Barros et al. (2014) and Kwon et al. 

(2015) proposed a DEA-BPNN method to measure and predict the efficiency score of insurance 

companies in Mozambique and large US banks, respectively. Misiunas et al. (2016) proposed a hybrid 

DEANN methodology to improve prediction with an application to predict the functional status of 

patients in organ transplant operations, the results demonstrated that high accuracy rates with a reduction 

in training datasets size validated the DEANN. Supplier assessment and selection of the high-quality 
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suppliers play a vital role in successful supply chain management, hence Fallahpour et al. (2016) 

employed an integrated genetic programming model to address the drawbacks of existing DEA-AI 

approaches in supplier selection, the results showed that the proposed approach can address the issues of 

DEA models in distinguishing technical efficiency and time-consuming of efficiency calculation. Gupta 

et al. (2016) applied a DEA approach to measure the relative energy efficiency of residential buildings, 

and divided the DMUs into two classes, namely efficient and inefficient.  Then, they used three machine 

learning classification algorithms to perform classification on unseen DMUs, and made a comparative 

analysis of the results obtained by different classification algorithms. Yang et al. (2017) studied the 

problem of rule reduction in the extended belief-rule-based system (EBRBS) and applied DEA approach 

to assess the efficiency of each rule in an extended belief-rule-based (EBRB), the results showed that the 

DEA-based rule reduction approach can downsize the EBRB and promote the accuracy of EBRBS. De 

Clercq et al. (2019) explored the determinants of efficiency in industrial scale co-digestion facilities in the 

US and Germany using a combined DEA and stochastic gradient boosting approach, the results indicated 

that high suitability for separating the determinants of efficiency. Liu et al. (2019) evaluated the financing 

efficiency of 39 agricultural listed companies in China from 2013 to 2017 based on DEA method, Tobit 

regression model and the random forest regression model. Since most of the previous researches focused 

on variables that affect efficiency, rather than efficiency prediction, Nandy et al. (2020, In Press) 

attempted to apply DEA method in combination with Random forest (RF) algorithm to assess and predict 

the effect of environmental variables on the performance of farms, and the DEA-RF two-stage approach 

was used to 450 paddy producers in rural Eastern India. In order to find out the key factors that affect the 

academic performance of schools and explore the relationship between them, Rebai et al. (2020, In Press) 

conducted a combined DEA method with a graphically based regression trees and random forests with an 

application to Tunisian secondary schools, the results emphasized that the machine learning could capture 

the manner in which multiple mechanisms jointly shape associations between secondary schools 

performance and the related factors.  

According to a preceding review of the above-mentioned studies, the previous literature shows that the 

hybrid ML-DEA methodology has received much attention for predicting the efficiency of DMUs in 

many fields. However, the current studies have some drawbacks, for instance, the ML algorithm is mainly 

limited to neural network or back-propagation neural network, there are even some studies that employ 

decision tree and random forest algorithm, which are not suitable for regression tasks, to predict 

continuous efficiency value. On the other hand, there is still a lack of researches on applying integrated 

models to predict efficiency and comparing the results with single models. To address the above problems,  

this paper has a purpose to establish a linkage between DEA method and ML algorithms, and proposes an 

alternative way that combines DEA with more ML (ML-DEA) algorithms to measure and predict the 
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efficiency of DMUs. Four ML-DEA algorithms are discussed: DEA-CCR model combined with back-

propagation neural network (BPNN-DEA), with genetic algorithm (GA) integrated with back-propagation 

neural network (GANN-DEA), with support vector machines (SVM-DEA), and with improved support 

vector machines (ISVM-DEA), respectively. The BPNN and SVM are the classical algorithm, and the 

GANN is an integrated model that integrates the BPNN with the GA algorithm. The ISVM algorithm is 

proposed in this paper by adding a novel loop structure to search the best initial parameters of the model. 

To illustrate the applicability of proposed approach, a the real datasets of the manufacturing companies 

operated in mainland China in 2016 is collected, and the performances of the companies are measured, 

predicted and compared with the DEA efficiency scores obtained by the DEA-CCR model, respectively. 

The rest of the paper is organized as follows. The DEA method and four ML algorithms are explained in 

Section 2. The research framework on combining DEA method with four ML algorithms is discussed in 

Section 3. In Section 4, the performances of Chinese manufacturing listed companies in 2016 are 

measured, predicted and compared with the efficiency scores obtained by the DEA-CCR model, 

respectively. Finally, Section 5 concludes this paper and provides direction for future studies. 

2 Methodologies 

2.1 DEA methods with applications 

DEA is a method for measuring the efficiency of DMUs using linear programming methodology to 

‘‘envelop” observed input/output vectors as tightly as possible. The DEA-CCR model (Charnes, et al., 

1978) is a frontier analysis model concerning the ratio of multi-outputs to multi-inputs of using scarce 

resources to produce valuable items of a DMU subjected to the condition that the similar ratios for all 

other DMUs be less than or equal to one. The model does not require a priori weights on inputs and 

outputs. 

Suppose there is a set of N DMUs. Each DMUt (t =1, ...,N) produces J different outputs yt
j (j =1, ..., J) 

utilizing I different inputs xt
i (i =1, ..., I); (xt, yt) is a positive known input/output vector for the DMUt. 

There is the fractional programming model (Charnes, et al., 1978; Cooper et al., 2004): 
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where (v, u) is the variable input/output weight vector. The DMUt (t =1,…, N) is measured for the 

optimal objective value FEt with the optimal solution (v*, u* ) in (2.1). It can be proved that the model 

(2.1) is equivalent to the linear programming model, i.e., the input-oriented DEA-CCR model (2.2) which 

assumes the existence of constant returns-to-scale (CRS). The maximum, TEt (=FEt) of the objective 

function given by the CCR model (2.2) is called the technical efficiency (TE) of DMUt. We have TE≤ 1. 
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TE can be decomposed as the product of pure technical efficiency (PTE) and scale efficiency (SE): PE = 

PTE × SE. See Banker et al. (1984) who extended the CCR model (2.2) to the BCC model for obtaining 

PTE score by assuming the existence of variable returns-to-scale (VRS). TE score expresses the global 

operational efficiency of a DMU, since it takes no count of scale effect, but PTE score expresses the local 

PTE of the DMU under VRS conditions. SE, which is obtained by PE / PTE, expresses the efficiency of 

operation in the productive scale size of the DMU. Generally, if the efficiency score is equal to value one 

then the DMU is called efficient relatively, however, if the value is less than one then the DMU is called 

inefficient relatively. 

After the work of Charnes et al. (1978), many new applications with more variables and more 

complicated models are being introduced for measuring the efficiency and productivity change of DMUs 

so as to improve organizational performance in private and public sectors. Examples of models and 

applications of DEA can be seen in Cooper et al. (2004), Mulwa et al. (2008), Ray et al. (2010), Song et 

al. (2018), Yang et al. (2020, In Press). See also Emrouznejad et al. (2018) for a full bibliography of 

DEA. Due to the complexity of DEA calculation, several specialist software products have been 

developed (e.g., Emrouznejad, 2005). 

However, during evaluating organizational performance, if a new DMU is added, the DEA model would 

have to be re-run. To avoid recalculation of efficiency of all DMUs, some studies proposed on predicting 
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the DEA efficiency of a new DMUs by using the DEA model combining with some ML algorithms. For 

example, Liu et al. (2013) used DEA, three-stage DEA and artificial neural network (ANN) to measure 

the technical efficiency of 29 semi-conductor firms in Taiwan area, and found that different approaches 

(DEA vs. NN) will produce different results when they are employed in the similar methodological 

framework. The DEA and SVM combination is also used to improve classification, see for examples, 

Jiang et al. (2013). 

Nowadays, datasets have been growing quickly in the real world with the rapid development of big data. 

Hence, when DEA for a the large datasets with many inputs and outputs would require huge computer 

resources in terms of memory and CPU time. Emrouznejad et al. (2009) proposed a neural network back-

propagation DEA algorithm (NNDEA). The aim of the algorithm developed is to select a random set of 

DMUs for training a neural network and then use the generated model for estimating the efficiency scores 

without any need to solve linear programming problems for every single DMU. Since that algorithm 

requirements for computer memory and CPU time are far less than those which are needed by the DEA-

CCR model it can be a useful tool in measuring efficiency in large datasets. Misiunas et al. (2016) 

combined DEA with ANN, and proposed a healthcare analytic methodology for the prediction of organ 

recipient functional status. Their work examines the thoracic datasets that consists of 16,771 records and 

442 variables containing information on all lung and heart transplants performed in the US. The 

methodology is implemented via the problem of predicting the functional status of patients in organ 

transplant operations. The results yielded are very promising which validates the proposed method. 

Following the previous scholars’ work, this paper proposes an alternative way that combines DEA with 

four ML algorithms to predict the efficiency of DMUs. In the following subsections, four ML algorithms 

are discussed, respectively. 

2.2 ML algorithms 

The development of ML has mainly gone through three main periods: Hebb (1949) took the first step of 

ML based on the learning mechanism of neuropsychology, after that ML has been developed briefly. 

Then, the development of ML has experienced about fifteen years of stagnation from the mid-1960s to the 

end of the 1970s, because the limited memory and processing speed of computers at that time was not 

sufficient to solve any practical AI problems. Since the late 1970s, people have expanded from learning a 

single concept to learning multiple concepts, explored different kinds of learning strategies and various 

learning methods. During this period, ML returned to people’s attention and slowly recovered. Now ML 

attracts the attention of many scholars with the rapid development of AI and data mining, and many 
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breakthroughs have appeared already. After decades of development, ML algorithms are mainly used to 

solve classification, regression and cluster problems. 

ML is a multi-disciplinary subject involving many disciplines such as probability theory, statistics, 

approximation theory, convex analysis, and algorithm complexity theory. It specializes in how computers 

simulate or implement human learning behaviors to acquire new knowledge or skills and reorganize 

existing knowledge structures to continuously improve their performance. After decades of continuous 

development (Turing, 1950; Rosenblatt, 1958; Werbos, 1981; Schapire, 1990; Cortes et al., 1995), 

nowadays ML is a well-known method that “using algorithms to parse data, learn from it, and then make 

decisions or predictions about something unknown in the world”. ML has been widely used in many 

applications, such as data mining (Kavakiotis et al., 2017), computer vision (Brunetti et al., 2018), 

biometric recognition (Chen et al., 2016), stock market analysis (Lee et al., 2019) and robotic applications 

(Xu et al., 2018), and so on.  

Generally, the key of ML is using algorithms to parse data, learn from it, and then make decisions or 

predictions about something unknown. This means that instead of explicitly writing a program to perform 

certain tasks, it is better to teach the computer how to develop an algorithm to accomplish the task. ML is 

mainly divided into supervised learning, unsupervised learning, semi-supervised learning, and intensive 

learning. Each method has its specific advantages and shortcomings. The supervised learning is one of the 

most widely used machine learning algorithms, and the main tasks of supervised learning are 

classification and regression. In classification, machines are trained to divide a group into specific classes. 

A simple example of the classification is the spam filter on an email account. The filter analyzes emails 

that someone has previously marked as spam and compares them to new ones. If they match a certain 

percentage, these new messages will be marked as spam and sent to the appropriate folder. Emails that are 

not similar are classified as normal and sent to the mailbox. In regression, the machine uses previous 

(marked) data to predict the future. Weather applications are a good example of a return. Using historical 

data on weather events (i.e. average temperature, humidity, and precipitation), the mobile weather 

application (APP) can view current weather and predict weather in the future. For more information about 

ML, see Stuart et al. (2010) and Mehryar et al. (2012). Since the technical efficiency of the DEA-CCR 

model (2.2) is continuous data, so in this paper four ML algorithms that are fitted for regression problems 

are discussed. They are back-propagation neural network (BPNN), GA combined with BPNN (GANN), 

support vector machines (SVM) and its improved SVM (ISVM). 2.2.1 Back-propagation neural 

network 

To introduce BPNN, it needs to start with ANNs (Mcculloch et al., 1943). In ML and cognitive science, 

ANNs are a family of statistical learning models inspired by biological NNs (i.e. the central nervous 
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systems of animals) and are used to estimate or approximate functions that can depend on a large number 

of inputs and are generally unknown. Below a brief introduction will be given to the original idea of 

ANNs: The single neuron model can be simplified to Figure 1, this is the simplest neuron model. This 

model can be taken as an example to introduce the basic idea of ANN: Assuming that there are m DMUs 

and each DMU has n features (i.e., n inputs, that is x1, x2 ,…, xn in Figure 1), and each DMU has a target 

variable y (Target variable is the object that we want to research, different research problems have 

different target variables, and for DMUi, its target variable can be written as yi), it also can be called 

output variables; For DMUi, obviously the importance of each feature is different, so each feature has 

different weights depending on importance (i.e., wi1, wi2, …, win in Figure 1). Then, the weighted sum of 

inputs and yi  can establish a mapping relationship by an activation function: 

𝑦𝑖 = 𝑓(∑ 𝑤𝑖𝑗𝑥𝑗)
𝑛

𝑗=0
− 𝜃                                                       (2.3) 

In (2.3)，∑ 𝑤𝑖𝑗𝑥𝑗
𝑛
𝑗=0  is the weighted sum of inputs, θ is the intercept term. 𝑓() is the activation function, 

there are some common activation function like sigmoid function, tanh function, rectified linear unit 

function (namely ReLU), softmax function, etc. By collecting n DMUs with known inputs and outputs, 

the weights wij and θ can be estimated according to (2.3), this step is also called model training. After 

getting the trained model, once the new DMU is generated, whose inputs are known but the outputs are 

unknown, we can get the estimated output through the model, the weights wij and θ can be corrected at the 

same time. The principle of the multilayer neural network model is similar to this, see more in Cheng 

(1995). 

 

wi0
win

wi2

wi1
x1

x2

xn

...

yi∑ f ( ) 

x0 = −1
 

Figure 1. Diagram of single neuron model 

After a long period of development, at present BPNN has become the most commonly used method of 

teaching ANNs how to perform a given task (Rumelhart et al. 1986). It mainly has two features: (a) It is a 

supervised learning method, and is a generalization of the delta rule. It requires an expert who knows, or 

can calculate, the desired output for any input in the training datasets. (b) It requires that the activation 

function used by the artificial neurons is everywhere differentiable. 
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The BPNN algorithm was developed by ANN. Because the mathematical proof process of BPNN is 

complicated, and many books and papers have explained it, this paper just briefly introduces its basic 

principles: propagation and weight update (namely, the actual output is calculated in the direction from 

input to output, while the modification of weights and thresholds is carried out in the direction from 

output to input). 

Phase 1: Propagation 

a. Forward propagation of a training pattern’s input through the NN in order to generate the 

propagation’s output activations. 

b. Back-propagation of the propagation’s output activations through the NN using the training 

pattern’s target to generate the deltas of all output and hidden neurons. 

In this phase, it needs to calculate the output value of each node. It is based on the output value of all 

nodes of the previous layer, the weights between the current node and all nodes of the previous layer, the 

current node’s threshold and activation function. One of the common activation function is a sigmoid 

function, and it is used as an activation function in this paper. 

Phase 2: Weight Update 

a. Multiply its output delta and input activation to get the gradient of the weight. 

b. Bring the weight in the opposite direction of the gradient by subtracting a ration of it from the 

weight. 

This phase is the error back-propagation process, the basic idea of BPNN is to adjust the network 

parameters by calculating the error between the output layer and the expected value, so that the error 

becomes smaller. The specific mathematical process can be seen in Rumelhart et al. (1986) and Rattay 

(1999), and the full code for BPNN based on MATLAB (R2016b) software can be seen in 

Supplementary Materials. 

2.2.2 Genetic algorithm and its integration with back-propagation neural network 

GA is an evolutionary algorithm whose basic principle is to imitate the evolutionary rules of “natural 

selection and survival of the fittest” in the biological world, which was originally proposed by Holland 

(1975). The GA is a global search method, that is are based on three basic operations: selection, crossover 

and mutation. 

The purpose of the selection is to select good individuals from the current group, so that they have the 

opportunity to become the descendants of the next generation to multiply the offspring, and the basis for 

selection is the probability that the adaptable individuals contribute one or more offspring to the next 
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generation. Through crossover, a new generation of individuals can be obtained, and the new individuals 

combine the characteristics of the parents. Pairs of individuals in a group are randomly paired, and for 

each individual, some of the chromosomes between them are exchanged with a crossover probability. For 

each individual in the population, the genetic value at one or more loci is changed by the mutation 

probability to other alleles. As in the biological world, the probability of a mutation occurring is very low, 

and variation provides an opportunity for the creation of new individuals. 

Parameter sets of actual problem

After coding, than get the initial population

Calculate fitness, and select a highly fitness chromosome for replication

selection

crossover

mutation

New population

                        Reach 

             termination conditions ?

After decoding, improve or solve practical problems

Yes

No

 

Figure 2. The basic steps of GA 

GA simulates the natural evolution of the population, and the latter population is more adaptable to the 

environment than the previous generation. The optimal individual in the last generation can be decode, 

which can be used as an approximate optimal solution, so it's an optimization algorithm. The basic steps 

of GA is shown in Figure 2, explanations of relevant technical terms can be found in Table 1. For more 

information about GA, see Vose (1999) and Schmitt (2001). 

Although the BPNN has a mature theory and wide application, it still has many problems, such as the 

convergence rate is slow, the iterations increase, and the realtime performance is not so good. It is 

necessary to improve the initial BPNN to solve there problems and achieve optimal performance. 

Therefore, it needs to use GA to optimize the initial BPNN so as to improve the training speed of it and 



11 

 

prediction accuracy. Based on the previous work (e.g., Kitano, 1990), and the full code for GANN based 

on MATLAB (R2016b) software can be seen in Supplementary Materials. 

2.2.3 Support vector machine and its improved algorithm 

SVM is a set of related supervised learning methods that analyze data and recognize patterns, used for 

classification and regression analysis. The SVM algorithm was invented by Drucker et al. (1997), see also 

Vapnik (1993). The current standard incarnation (i.e., soft margin) was proposed by Cortes et al. (1995). 

As shown in Figure 3, a the SVM constructs a hyperplane or set of hyperplanes in a high or infinite-

dimensional space, which can be used for classification, regression, or other tasks. A good separation is 

achieved by the hyperplane that has the largest distance to the nearest training data points of any class, 

since in general the larger the margin the lower the generalization error of the classifier. 

Maximum-margin

Optimal hyperplane

Cluster 1

Cluster 2

Support vector

Support vector

 

Figure 3. A brief diagram of SVM 

SVM is proposed for the problem of binary classification, it can not solve the regression problem. To 

address the problem, Vapnik et al. (1997) introduced the insensitive loss function on the basis of SVM 

classification, thus the regression SVM (SVR) is obtained. The difference between SVR and SVM 

classification is that the SVR samples have only one type in the end, the basic idea is not to find an 

optimal classification surface to separate two types of samples, but to find an optimal classification 

surface to minimize the error of all training samples from the optimal classification plane. 

SVR is divided into linear and non-linear regression (Vapnik et al., 1997; Gunn, 1998; Kwok, 1998; 

Smola et al., 2004). For linear regression, linear regression function (2.4) can be used to estimate sample 

data (x1, y1), (x2, y2),…,(xi, yi),…, (xn, yn), xi, yi ∈ R. 

𝑓(𝑥) = 𝑤 ∗ 𝑥 + 𝑏                                                         (2.4) 
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To ensure the flatness of (2.4), minimum w needs to be found. For this reason, by minimizing the 

universal of Euclidean space, assuming that there exists a function F which can estimate all (xi, yi) sample 

in ɛ precision, the problem of finding the minimum w can be expressed as a convex optimization problem: 

21
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To deal with samples that cannot be estimated by (2.4) under ɛ precision, the slack variable 𝜉𝑖 , 𝜉𝑖
 is 

introduced, so Model (2.5) can be rewritten as Model (2.6): 
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Then introducing the Lagrangian Function: 
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According to Karush–Kuhn–Tucker conditions, the following expression (2.8) is obtained (Vapnik et al., 

1997; Gunn, 1998; Smola et al., 2004): 
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Using (2.8) as a constraint, we can obtain the parameter 𝑖 ,𝑖
 by maximizing (2.9). Then substituting the 

parameter 𝑖  ,𝑖
 into the (2.10), combining (2.4), we can get linear regression function as follow: 

( )( )
1

( )
l

i i ii
f x x x b  

=
= −  +                                                       (2.11) 
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According to (2.11), if the sample that satisfies 𝑖 − 𝑖
 0, then it is the support vector. 

For more knowledge on non-linear SVR, it can be found in Ben-Hur, et al. (2001), Steinwart, et al. (2008), 

and Campbell, et al. (2011). The full code for SVM algorithm based on MATLAB (R2016b) software can 

be seen in Supplementary Materials. 

However, the SVM has some initial parameters that need to be set in advance, but it is commonly set 

based on experience, so the stability of the model is not strong, namely, whenever the model is used, 

different results may be obtained. Therefore, a novel loop structure is written to address this problem (i.e. 

ISVM), and it can be used to find the best initial parameters of the model by running the model that 

contains a novel loop structure again and again. The full code for ISVM algorithm based on MATLAB 

(R2016b) software can be seen in Supplementary Materials. 

3 Research framework 

The research framework on combining DEA method with four ML algorithms are discussed in the 

following: Four ML-DEA methods are used: DEA-CCR model (2.2) combined with BPNN (BPNN-

DEA), with GA combined with BPNN (GANN-DEA), with SVM (SVM-DEA), and with ISVM (ISVM-

DEA). 

Firstly, the DEA-CCR model is used to measure the efficiency of each DMU in the training datasets, so 

that different DMUs can be “marked” by its technical efficiency (namely the DEA efficiency is target 

variable, and the input and output indicators of DEA model are feature variables); Then use ML 

algorithms to parse these DMUs marked by DEA efficiency, and learn the rules from them: What kind of 

input/output combination can be got the corresponding DEA efficiency? After training through the 

training datasets, the trained ML model is obtained until the model satisfies the evaluation standard, and 

then it is applied to “unmarked” DMUs which DEA efficiencies are unknown. Finally, the efficiency of 

them can be predicted through the trained ML model. Four discussed ML-DEA algorithms, i.e., BPNN-

DEA, GANN-DEA, SVM-DEA, and ISVM-DEA, are used to predict the DEA efficiency of new DMUs, 

respectively.  
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Figure 4. Research framework of the linkage between DEA method and ML algorithms 

The research framework consists of two main stages: the DEA stage and the ML stage, see Figure 4. In 

the first stage, i.e., DEA stage, according to actual problems, select DMUs with appropriate input and 

output indicators, and measure their DEA efficiencies by using a DEA model. In the second stage, i.e. ML 

stage, the DEA results are used as a basis for predicting the DEA efficiency of unmarked DMUs via 

frontier form learned by a selected ML algorithm. In ML stage, there are five steps: 

Step 1: Data preprocessing. Mainly refers to data standardization processing. 

Step 2: ML algorithms selection. Select one of four ML algorithms: BPNN, GANN, SVM, and ISVM 

algorithm, for training datasets. 

Step 3: Model training. Use the training datasets with DMUs “marked” by its DEA efficiency to learn the 

rules from them, namely what kind of input/output combination can be got the corresponding DEA 

efficiency? 

Step 4: Standard judgement. If the model satisfies the evaluation standard, namely the accuracy and 

stability of the model meet the requirements, then the trained ML model is obtained. Otherwise, continue 

training the model. 

Step 5: Model prediction. The DEA efficiency of a new DMU can be predicted through the trained ML 

model. To predict efficiencies of the DMUs, we just need to add the new DMUs that needs to predict 

efficiency into the testing datasets, and running the MATLAB program, then the MATLAB software can 

automatically calculate its prediction efficiency. 
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In comparison & conclusion phase, the DEA efficiency needs to be analyzed, compared with ML-DEA 

efficiency (namely prediction efficiency), including the accuracy and stability of the model, statistical test 

and inference. 

4 Empirical research and analysis 

To illustrate the four ML-DEA algorithms discussed in this paper, i.e., BPNN-DEA, GANN-DEA, SVM-

DEA, and ISVM-DEA. Where the BPNN and SVM are the classical algorithm, and the GANN is an 

integrated model that integrates the BPNN with the GA algorithm. The ISVM is adapted by adding a 

novel loop structure to search the best initial parameters of the model. More details about how the ISVM 

algorithm is adapted can be found in section 2.2.3 and the MATLAB code in Supplementary Material. 

The performances of Chinese manufacturing listed companies in 2016 are measured, predicted and 

compared with the efficiency scores obtained by the DEA-CCR model (2.2). 

The data of 948 manufacturing companies (i.e. samples) in 2016 are collected from the Chinese Wind 

database, and the original data can be seen in Supplementary Material. Here, 900 samples are randomly 

chosen and used as the training datasets, and the other 48 samples are used as the testing datasets. These 

four ML algorithms run on the MATLAB software platform. Two inputs: owners’ equity and total 

operational expenses, and two outputs: operational income and net profit, are used to get the efficiency 

scores of the DEA-CCR model (2.2). The selection of input and output variables for the DEA-CCR model 

used in this paper is based on the existing literature on firm performance (e.g., Lin, et al., 2013). 

Table 2. Correlation matrix 

 Equity Operational expenses Net profit Operational income 

Equity 1    

Operational expenses 0.896 1   

Net profit 0.902 0.866 1  

Operational income 0.899 1.000 0.875 1 

Note:all coefficients are statistically significant at the 1% level (2-tail test). 

Based on the correlation matrix shown in Table 2, it can be concluded that the property of isotonicity on 

the condition of using the DEA-CCR model (2.2) is satisfied. Table 2 shows that all coefficients are 

statistically significant at the 1% level (2-tail test), namely, there is a significant positive correlation 

between input and output indicators, so it is feasible to use the DEA method to measure the efficiency of 

DMUs. 

The plots in Figure 5 (a) show that the best training performance of BPNN algorithm is MSE = 0.0015 at 

the epoch 1000, the correlation coefficient (i.e. R2, the correlation coefficient is a numerical measure of 

some type of correlation, meaning a statistical relationship between two variables.) of the training datasets 
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is R2 = 0.9758 as shown in Figure 6 (a). After the optimization of GA, the best training performance of 

GANN algorithm is MSE = 0.0010 at the epoch 666 as shown in Figure 5 (b), the R2 of training set is R2 

= 0.9836 as shown in Figure 6 (b), and the evolutionary process of GA is presented in Figure 7.  

 

(a). MSE of BPNN                                                                          (b). MSE of GANN 

Figure 5. Comprison of mean squared error change curve between BPNN and GANN algorithm 

 
(a). R2 of BPNN                                                                            (b). R2 of GANN 

Figure 6. Comprison of correlation coefficient between BPNN and GANN algorithms 

As it can be seen from Figure 7, evolutionary process of GA shows that the MSE (MSE is a more 

convenient way to measure “average error”, and it can evaluate the degree of change of data) decreased 

gradually until it reaches a stable level, and the fitness of the population increased gradually until it 

reaches a stable level. After the optimization of GA, training speed of BPNN is faster (As it can be seen 

from Figure 5, it just need to iterate 666 epoch, the MSE  drops below 0.001, but BPNN that has not been 
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optimized by GA needs to iterate 1000 epoch),  the error is smaller, and the correlation is stronger 

(𝑀𝑆𝐸𝐺𝐴𝑁𝑁 = 0.0010 < 𝑀𝑆𝐸𝐵𝑃𝑁𝑁 = 0.0015 , 𝑅𝐺𝐴𝑁𝑁
2 = 0.9836 > 𝑅𝐵𝑃𝑁𝑁

2 = 0.9758 , the smaller the MSE the 

smaller the error, the larger the R2 the stronger the correlation, R2 refers to correlation coefficient that 

reflects the strength of the correlation between the two variables). Therefore, the performance of GANN 

algorithm is better than BPNN algorithm for training set. 

 

Figure 7. Evolutionary process of GA 

Table 3. A summary of DEA-CCR efficiency scores and predictied values of ML-DEA algorithms. 

 DEA-CCR BPNN-DEA GANN-DEA SVM-DEA ISVM-DEA 

1 0.5211 0.5124 0.5261 0.6496 0.5777 

2 0.7371 0.7369 0.7324 0.6554 0.7067 

3 0.6247 0.6448 0.6436 0.6518 0.6361 

4 0.7767 0.7614 0.7797 0.6606 0.7662 

5 0.8119 0.8049 0.7981 0.6578 0.7515 

6 0.8002 0.7816 0.8020 0.6667 0.8018 

7 0.8083 0.8097 0.8060 0.6644 0.8023 

8 0.7745 0.7753 0.7742 0.6612 0.7642 

9 0.5407 0.5227 0.5298 0.6484 0.5685 

10 0.7104 0.6718 0.6832 0.6551 0.6937 

11 0.6266 0.6450 0.6409 0.6524 0.6433 

12 0.9903 1.0192 1.0074 0.6713 0.9498 

13 0.7803 0.8144 0.7806 0.7483 0.7852 

14 0.6534 0.6738 0.6718 0.6535 0.6614 

15 0.8900 0.8527 0.8482 0.6594 0.7865 

16 0.8582 0.8328 0.8750 0.7095 0.8373 

17 0.7223 0.7262 0.7235 0.6581 0.7176 
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18 0.6835 0.7014 0.6981 0.6550 0.6892 

19 0.6347 0.6173 0.6234 0.6521 0.6334 

20 0.8435 0.8275 0.8217 0.6588 0.7698 

21 0.7810 0.7947 0.7924 0.6588 0.7571 

22 0.8974 0.8732 0.8838 0.6782 0.9170 

23 0.9504 0.9652 0.9703 0.6739 0.9753 

24 0.6754 0.7001 0.6998 0.6545 0.6792 

25 0.6888 0.7143 0.7109 0.6573 0.7037 

26 0.6951 0.6947 0.6965 0.6547 0.6938 

27 0.7216 0.7357 0.7312 0.6561 0.7086 

28 0.9735 0.9152 0.9492 0.6951 1.1098 

29 0.6051 0.6089 0.6075 0.6361 0.6207 

30 0.8453 0.8603 0.8543 0.6617 0.8039 

31 0.5210 0.5085 0.5117 0.6473 0.5523 

32 0.5090 0.4555 0.5074 0.5904 0.5100 

33 0.5476 0.5275 0.5307 0.6419 0.5240 

34 0.7628 0.7795 0.7490 0.6826 0.7664 

35 0.6751 0.7144 0.6949 0.6608 0.6749 

36 0.5763 0.5889 0.5855 0.6497 0.5890 

37 0.5696 0.5818 0.5798 0.6355 0.5726 

38 0.7352 0.7350 0.7424 0.6645 0.7267 

39 0.8304 0.8363 0.8287 0.8678 0.8350 

40 1.0000 0.9604 1.0144 0.8388 0.9956 

41 0.7148 0.7578 0.7319 0.6726 0.7104 

42 0.8225 0.8075 0.8084 0.8180 0.8182 

43 0.5664 0.6030 0.5820 0.5787 0.5709 

44 0.7464 0.7714 0.7394 0.7002 0.7510 

45 0.4962 0.4444 0.4868 0.5921 0.4769 

46 0.8678 0.8283 0.8594 0.6916 0.8985 

47 0.8568 0.8256 0.8571 0.6825 0.8781 

48 0.3759 0.4549 0.4598 0.6478 0.5509 

Mean 0.7249 0.7245 0.7277 0.6704 0.7274 

STD 0.1408 0.2323 0.2352 0.1618 0.2278 

Table 4. Common statistical parameters of four ML-DEA algorithms for testing datasets 

 Average accuracy MSE R2 Spearman’s Rho p-Value 

BPNN-DEA 96.62% 0.0008 0.9758 0.988 p ≤ 0.001 

GANN-DEA 97.93% 0.0004 0.9836 0.995 p ≤ 0.001 

SVM-DEA 85.60% 0.0177 0.3094 0.866 p ≤ 0.001 

ISVM-DEA 96.30% 0.0018 0.9113 0.983 p ≤ 0.001 

The prediction DEA efficiency of the testing datasets is presented in Table 3, column 1 represents 48 test 

samples, column 2 represents the technical efficiency score, and column 3-6 represents the prediction 

efficiency of four ML algorithms, respectively. According to the results of Table 3, we can get the 

common statistical parameters of four ML-DEA algorithms for testing datasets which are shown in Table 

4. Average accuracy is an important indicator that directly reflects the predictive power of a model. In this 

case study, the GANN-DEA algorithm has the highest accuracy, and the worst is the SVM-DEA 

algorithm. The results of Emrouznejad et al. (2009) showed that the NNDEA predictions for efficiency 
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score appeared to be a good estimate for the majority of cases, which is consistent with the finding of our 

work (Average accuracy of four ML-DEA is about 94%). What’s more, MSEGANN-DEA = 0.0004 <MSENN-DEA 

= 0.0008 <MSEISVM-DEA = 0.0018 <MSESVM-DEA = 0.0177, so the performance of the GANN-DEA algorithm 

is also the best, and the worst is the SVM-DEA algorithm, so the result is consistent with the advantage of  

GA algorithm mentioned above. As it can be seen from column 4, the size of R2 is ranked as follows: 

𝑹𝑮𝑨𝑵𝑵−𝑫𝑬𝑨
𝟐 = 𝟎. 𝟗𝟖𝟑𝟔 > 𝑹𝑵𝑵−𝑫𝑬𝑨

𝟐 = 𝟎. 𝟗𝟕𝟓𝟖 > 𝑹𝑰𝑺𝑽𝑴−𝑫𝑬𝑨
𝟐 = 𝟎. 𝟗𝟏𝟏𝟑 > 𝑹𝑺𝑽𝑴−𝑫𝑬𝑨

𝟐 = 𝟎. 𝟑𝟎𝟗𝟒 , so the 

correlation between prediction efficiency of GANN-DEA algorithm and DEA efficiency is the strongest, 

and the weakest is SVM-DEA algorithm. The results of Spearman’s Rho is given in column 5-6, all the 

correlations are significant at the 0.01 level (2-tail test). Hence the ranking order of the test samples 

between the DEA-CCR model and ML-DEA algorithms is very similar, it demonstrates that the idea of 

combining ML algorithms with the DEA method is reasonable. Figure 8 provides a visual comparison of 

the errors for four ML-DEA algorithms, it can be found that the comprehensive performance order of four 

ML-DEA algorithms ranked from good to poor is: GANN-DEA, BPNN-DEA, ISVM-DEA, and SVM-

DEA. 

 
Figure 8. Comparison of relativeerror of 4 ML-DEA algorithms 

5 Conclusions and direction for future reserach 

Following the previous studies, this paper aims to establish a linkage between the DEA method and ML 

algorithms, and proposes an alternative way that combines DEA with ML algorithms to predict the DEA 

efficiency of new DMUs. Four ML-DEA algorithms are discussed, namely, DEA-CCR model combined 

with back-propagation neural network (BPNN-DEA), with genetic algorithm (GA) integrated with and 
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back-propagation neural network (GANN-DEA), with support vector machines (SVM-DEA), and with 

improved support vector machines (ISVM-DEA), respectively. For the purpose of this study, this paper 

uses the DEA-CCR efficiency results trying to predict efficiency on a new DMUs by training datasets and 

by predicting the shape of the efficiency frontier. 

As different algorithms have different performance effects, choosing an appropriate ML algorithm is of 

great significance for improving the accuracy of prediction. By selecting different models or models 

integration, selecting different datasets or adjusting the size of the datasets, after a large number of actual 

tests, the most suitable algorithm can be found. 

To illustrate the method of the paper, a real dataset of Chinese manufacturing listed companies in 2016 is 

collected, analyzed and compared with the efficiency scores obtained by the DEA-CCR model. The 

empirical result shows that the average accuracy of the predicted efficiency of DMUs is about 94%, and 

the comprehensive performance order of four ML-DEA algorithms ranked from good to poor is GANN-

DEA, BPNN-DEA, ISVM-DEA, and SVM-DEA. 

The future research direction is to collect larger real datasets, integrating and optimizing more DEA 

methods combined with ML algorithms for predicting DEA efficiency of DMUs, comparing the 

computational complexity of ML-DEA and DEA methods at the same time. On the other hand, there are 

also some technical issues that need further study, such as the selection of activation function, 

optimization algorithm, cross-validation design and regression model selection, etc. 
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