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Figure 1. Museum visitors interact with our prototype Human-Data Interaction system using gestures and body movements.

ABSTRACT
Museums have embraced embodied interaction: its novelty
generates buzz and excitement among their patrons, and it
has enormous educational potential. Human-Data Interaction
(HDI) is a class of embodied interactions that enables people
to explore large sets of data using interactive visualizations
that users control with gestures and body movements. In
museums, however, HDI installations have no utility if visitors
do not engage with them. In this paper, we present a quasi-
experimental study that investigates how different ways of
representing the user ("mode type") next-to a data visualization
alters the way in which people engage with a HDI system. We
consider four mode types: avatar, skeleton, camera overlay,
and control. Our findings indicate that the mode type impacts
the number of visitors that interact with the installation, the
gestures that people do, and the amount of time that visitors
spend observing the data on display and interacting with the
system.
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INTRODUCTION
The availability of commercial motion tracking devices (e.g.,
Microsoft Kinect) was initially met with great enthusiasm by
early-adopters and by the research community, because of
the promise to bring embodied interaction [15] [22] to the
masses [17]. Such devices opened scenarios in which people
no longer controlled interactive systems and installations using
traditional input devices (such as keyboard and mouse), but
directly with their hand gestures and body movements.

In particular, museums have embraced embodied interaction:
its novelty generates buzz and excitement among their patrons
and it has enormous educational potential. For example, chil-
dren better understand and remember physics concepts when
they are asked to "embody" a meteor in an interactive simula-
tion (rather than when they are introduced to similar concepts
using a more traditional desktop simulation) [34], and are able
to more easily grasp the elements of rhythm, melody, and
harmony when mimicking characters in music education [57].

This paper focuses on the design of a specific class of em-
bodied interaction: Human-Data Interaction (HDI) [16] [9].
Today, we live in a world that has an unprecedented collec-
tion of and access to data. Therefore, there is an increasing
need to facilitate understanding of data. Human-Data Interac-
tion (HDI) allows people to directly interact with data (rather
than just passively consume them) in order to gain knowledge
from them [23]. Designing HDI installations that are actually
engaging for museum visitors, however, is still a challenge.
First, HDI displays that are installed in museums often com-
pete with surrounding stimuli (other exhibits, people, signs,
etc.); this limits the number of visitors who notice them (a
phenomenon known as "display blindness" [12]) or understand
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that the display is interactive ("interaction blindness" [26]).
Second, museum visitors cannot consult user manuals before
interacting with an exhibit, and often leave thinking that the
system is broken if the installation does not quickly respond
to their gestures and body movements [38] (an issue known as
"affordance blindness" [14] or "discoverability problem" [10]).
Third, museum visitors usually engage for two minutes or less
with a successful exhibit [53], but exploring large datasets
typically requires a longer time. Fourth, visitors may interact
with gestures and body movements just for fun [38], without
taking a break from the interaction to observe the visualization
and reflect on the data [50].

In order to tackle these design challenges, we conducted a
quasi-experimental study with 731 museum visitors (see Fig-
ure 1) that showed how different ways of representing the user
next-to a data visualization impacts the way an HDI system at-
tracts passer-bys, the gestures and body movements that users
do, people’s engagement with the interaction, and the amount
of time visitors spend looking at the visualization.

BACKGROUND

Embodied Interaction
According to Dourish [15], we construct meaning through our
"embodied" (i.e. physical) interaction with the world. More
recently, the term "embodied interaction" has also been used
to denote interactive installations that are controlled by hand
gestures and body movements (e.g., [22], [11]).

Human-Data Interaction (HDI)
To the best of our knowledge, the wording Human-Data Inter-
action was used for the first time in data visualization by Zhu
et al. in 2008 to refer to the analysis of multi-variate data [60].
HDI has also been used by Mortier et al. [41] to investigate
how personal data are collected and shared, the ethical impli-
cations surrounding the collection and use of data, and issues
related with privacy and consent. Mortier’s work has been
referenced in HCI literature, e.g. [24]. More recently, the term
HDI has been used in visualization literature to investigate
how different data visualizations alter how people make sense
of data (e.g., [8]).

As noticed by Victorelli et al. in their literature review of
Human-Data Interaction [56], the term HDI has been used
to refer to a diverse range of research topics spanning from
computer graphics to information science. Thus, we need to
clarify that the work in this paper is positioned within the
sub-field of embodied interaction research that was dubbed
as "Human-Data Interaction" (HDI) by Elmqvist [16] and Ca-
faro [9]. These works investigate how users interact with and
make sense of large datasets (that are visualized on gesture-
controlled large displays or tabletops). Although digital data
is the common thread, this line of work is profoundly differ-
ent in aims and methodologies from the one that stems from
Mortier’s [41]: the focus is not on how to handle personal data
or user-generated data, but on how embodied interaction can
"facilitate the users’ exploration of large datasets" [9].

RELATED WORK

Enticing People to Interact with Large Displays
Enticing people to interact with public displays can be chal-
lenging [7]. For example, a seminal work by Brignull et al.
[7] analyze usage patters around the Opinionizer, a shared
display where people could add their views and opinions using
keyboard during social gatherings, and claim that people failed
to interact in part because of the fear of social embarrassment.
Interesting, the more people congregated around the screen,
the more others tended to stop by ("honey-pot" effect [7]).

Alternatively, Claes et al. [13] suggest to include tangible
elements to improve users’ engagement with displays; in par-
ticular, this work explored the use of a non-interactive display
paired with plastic plates that people could use to change the
data visualized on the screen.

Display Blindness, Interaction Blindness, and Affordance
Blindness
Three reasons why people do not interact with a display may
be that they even do not notice the display at all ("display
blindness" [12] [37]), or they do not know that they can in-
teract with it ("interaction blindness") [51] [26], or they do
not understand how to interact with the display ("affordance
blindness" [14]).

Interaction blindness refers to the fact that people may not
interact with a screen just because they "simply do not know
that they can" [44]. To communicate interactivity, Ojala et
al. [44] suggest placing a keyboard and mouse in front of the
screen (because people are familiar with such interactive tools)
-a solution, however, that does not fit the design of full-body
interactions. Proxemic Interaction [5] [20] -i.e., interactive
devices that adapt to the user’s fine-grain position -has been
used as a strategy to entice people to interact. For example,
Hello.Wall [47] displays different light patterns depending
on the user’s proximity to the display. Similarly, Proxemic
Peddler [58] cycles commercial advertisements depending on
passerby’s proximity to a large screen. Alternatively, Houben
and Weichel [25] propose to place a "curiosity object" (a small
wooden casket with a switch) near the interactive display as a
gateway to the interaction with the display -however, people
need to first notice the tangible object, and some people may
only interacted with the curiosity object, not with the screen.
An alternative approach is to add prompts that invite people to
interact. For example, Kukka et al. [32] compared the impact
of static and dynamic icons and textual prompts (e.g., "touch
me") in making people interact with the display, and found that
text is more effective. The literature on the topic is, however,
conflicting: other studies suggest that such "call-to-action"
techniques are not that effective overall in communicating the
interactivity of displays [42].

In the context of museum exhibits, Cafaro et al. [10] recom-
mend making data oscillate when a passerby is able to control
them -but this only works when georeferenced data are repre-
sented as bubbles on a map. Gentile et al. [19] propose to place
an avatar in the middle of a public display interface (which in-
cluded ribbons with weather, news, and university information)
as a strategy to communicate to passersby that the display is



interactive. In such interface, the avatar hands work as mouse
cursor and allow the user to select interface elements -but this
"mouse cursor" strategy may be difficult to extend to other in-
teraction types. Similarly, Khamis et al. recommend including
a non-abstract representation of the user (e.g., skeleton, avatar)
[29]. Muller et al. [42] discuss a study that investigates how
passers-by notice the interactivity of public displays, when
they are represented as mirror image, skeleton, avatar, or in
abstract in their interaction with a ball game. The study was
conducted in-lab and on the field (a shop window). The lab
study revealed that the Mirror image and skeleton are more ef-
ficient than the Avatar and Abstract in attracting people to the
screen, while the in-situ study showed a preference for Mirror
image over skeleton. Ackad et al. [1] compared skeletons
vs. silhouettes using a public information display, and found
that skeletons support longer interactions than silhouettes and
facilitate play, while silhouette attract more passers-by and
are better suited for more serious interactions. The difference
between the in-lab and in-situ evaluation, however, highlights
how these results may be context-dependent, and cannot be
directly translated from an interaction with a ball game in a
shop window into design recommendations for crafting HDI
installations in museums.

Affordance blindness means that users of interactive displays
often cannot guess how to interact with the screen. In other
words, people cannot "discover" [10] how to control the in-
stallation. Gestures and body movements that can be used to
control the display are either defined by designers, or using
in-lab elicitation studies [59] [40] [10]. During elicitation
studies, groups of potential users are exposed to animations
that represent functionalities of the system, and asked to rec-
ommend how they would control that functionality. Although
the agreement among participants in an in-lab elicitation study
is used as a proxy of how well the gestures will be guessed,
the surrounding context may alter the users’ interaction pat-
terns when the interactive installation is tested in a museum
gallery. An alternative approach has been the use of the theory
of embodied schemata [33] to guide the design of "intuitive"
embodied interaction: designers rely on kinesthetic metaphors
developed by humans at a very young age through construc-
tivist explorations of the physical world (e.g., [4]). This line
of work, however, implies a 1:1 relationship between one con-
cept and one action (e.g., "fast" tempo - running "fast"), and
is difficult to generalize to interactive installations that show
data visualizations and support many functionalities.

In this paper, we take a different approach: our study explores
how the way in which users are represented on the screen
alters the gestures and body movements that people tend to do
in front of a data visualization. This could help in reducing
the affordance blindness, by making people converge towards
specific groups of gestures.

SCENARIO: HUMAN-DATA INTERACTION WITH GLOBAL
DATA IN MUSEUMS
The test bed for this study was a prototype HDI installation
that we iteratively developed and tested at a science museum.
Visitors can use this installation to explore and compare two
datasets -see Figure 1. The visualization consists of two

interactive globes, displayed on a 65" screen. Data (from
data.un.org) are visualized at a country level, using color grada-
tions -i.e., darker colors mean higher data values. Each globe
visualizes one dataset. After a preliminary brainstorming ses-
sion with three museum directors, we included ten distinct
pairs of datasets (20 datasets total) that we expected would
have been thought-provoking for museum visitors. Above the
globe, we included a scaffolding question that prompts visitors
to reflect on possible correlations between the two datasets.
For example, questions included: Does Fertilizer Consump-
tion Influence the Number of Threatened Fish Species?; Does
Firearm Ownership Influence the Number of Murders?; Does
GDP Influence Deforestation?

The ultimate goal of this installation was to engage museum
visitors in data "exploration" (not "analysis") tasks: because
museum visitors spend generally two minutes or less interact-
ing with a successful exhibit [53], we did not include more
advanced, time-demanding data analyses tasks (e.g., cleaning
or mining data). Rather, we incorporated three data "explo-
ration" functionalities grounded in embodied HDI literature
[10] (see Table 1). It is worth noting, however, that the eval-
uation of these learning goals goes beyond the scope of this
study and is left to future work. Additionally, as recommended
in [38], we implemented two alternative movements (jump
and swipe) to change the data sets on display (visitors could
explore 10 different pairs of data, as described below in the
implementation section).

IMPLEMENTATION OF THE PROTOTYPE INSTALLATION
In this section, we provide a quick overview of our prototype
HDI installation, i.e. a description of how the interactive pro-
totype has been implemented. We used a 3D engine (Unity3D)
in combination with a tracking camera (see hardware and soft-
ware description below). The code was structured in three
system components that work simultaneously in real-time:
RGB Depth Sensor Controller, Gesture Manager, and Global
Dataset Designer - see Figure 2.

Hand in/outJumpSwipe Spine 
Movement

Gesture Manager

Dataset
Change

Zoom
in/out

Global
Rotate

Datasets Designer

Figure 2. System overview. The two main components of our HDI proto-
type installation are: gesture manager, and global dataset designer.

First Component: RGB-Depth (RGB-D) Sensor Controller
The colors and depth data from the RGB-D sensors are the base
of most gesture systems. Our system tracks the 3D location



Table 1. HDI Task that we support with functionalities for Human-Data-Interaction that we implemented in our prototype exhibit, and their STEM
learning goal

HDI Task Stem Learning Goal System Functionality
Expose properties of
data representation

See data from different viewpoints/perspectives (spatial reasoning) Rotate Globes

Compare two data sets See where many/few data elements are present (reason about quantities); Compare single
data elements to whole (reason about proportions)

Zoom in and out

Change data sets See different data sets which answer a different question each time that may indicate
causation/correlation affect; the first globe represent a problem that effects other issue on
the second globe

Jump or Swipe

Distill properties of a
single data set

See specific data values (reason about quantities); Compare how data are represented
(reason about data representation)

Select one data point
"country" with a cursor

(x,y,z) of the user’s joints that are then sent to the gesture
manager.

Second Component: Gesture Manager
Four researchers iteratively designed, developed, and tested
(in-lab) the code to recognize five gestures that people can use
to control the interactive visualization. Specifically:

• Spine movement. When the user moves within the inter-
action space, we transform and rotate the angle of the two
globes based on the spine direction As Table 1 indicates, the
purpose of this functionality is the ability to explore and see
the data from different perspectives on the globe to build a
spatial reasoning.

• Zoom in/out. To get a closer look at the data presented
on the globe, we coded a hand movement (moving hands
closer together) to allow the user to zoom in up to the
country level on the globe map. This gesture provides a
comparison mechanism between two data sets. Each one
is represented on a globe that has some correlation and
causation reasoning, see Table 1.

• Jump/Swipe. Although these are two distinct gestures, we
implemented both jump and swipe as continuous gestures.
In other words, they are both required to record a certain
joint movement (legs for jump, hands for swipe) for a pe-
riod of time (window). Swipe starts when the user holds
their hand above their shoulder, but this condition alone is
not sufficient to trigger the gesture. The functionality of
both gestures is changing the data sets presented on both
globes. For instance, one of the data sets asks, "Does Fer-
tilizer Consumption Influence Number of Threatened Fish
Species?" where data about Fertilizer Consumption is repre-
sented on the first globe while the "Number of Threatened
Fish Species" is displayed on the other. However, when a
user jumps/swipes, the question and data sets change e.g,
"Does Firearm Ownership Influence Number of Murders?",
as shown in Table 1.

• Grab. The cursor and its functionalities are controlled
based on the hand grab and release gestures. Such gestures
are based on the tracking information from the hand and
fingers joints. The gesture functionality provides the ability
to explore each data set presented on the globe in depth
based on each country or point on the globe.

Third Component: Global Datasets Designer
We designed an interactive globe map (by modifying a
Unity3D globe map package) to provide realistic Earth and

atmosphere settings where each country can be represented.
When the user moves to the next pair of datasets, the datasets
are automatically uploaded in the designated location on the
global map and a new gradient color is applied to each country
(to reflect the data value loaded from the dataset files). A nor-
malization of the color value in the range [0-1] is performed
for consistent gradient scheme.

Implementation of the Mode Type. We implemented the
four mode types as follows: (1) Control - The user is not
represented on the screen; (2) skeleton - A sketch of the user’s
joints is drawn in between the two globes; (3) Avatar - a robot
resembles the user movements (i.e., the robot joints move like
the user’s joints); and, (4) Camera "Overlay" - the live video-
feed from the camera is shown behind the globes. The four
mode types are illustrated in Figure 3.

Hardware Description. The system runs on an Intel®
CoreTM i7-4710HQ CPU @ 2.50GHz 2501 MHz, 4 core(s),
8 logical processor(s) 16.0 GB RAM, and NVIDIA GeForce
GTX 970 GPU. For the RGB-D sensor, we tested two devices
in-lab: (1) Orbbec Astra 3D camera, and (2) Microsoft Kinect
V2. For the experiment that we describe in this paper, we used
the Microsoft Kinect v.2 because we noticed (in-lab) that it
had a better tracking accuracy on the gestures that we imple-
mented. The visualization was shown on a 65" TV screen
mounted on a Peerless cart.

Software Description. We used a 3D engine (Unity3d) as the
main platform for the entire system. For body tracking and
gesture support, we used Kinect for Windows Software Devel-
opment Kit (SDK) 2.0 for the Kinect camera, and developed
the gestural interaction system in C#.

METHODOLOGY
The overarching aim of this study was to investigate the effect
of different ways of representing the user (mode type) on how
museum visitors engage and interact with an HDI installation.
We focused on three alternative ways of representing the user:
1) skeleton, 2) Avatar, or the 3) full Camera overlay. Addi-
tionally, we considered a Control condition in which the user
was not represented on the data visualization. Throughout
the paper, we refer to these four experimental conditions as
"Mode Type" -see Figure 3. In preparation for this study, we
conducted five rounds of unstructured interviews with mu-
seum interpreters and directors to elicit feedback on the four
representations that we designed with our research team (for



example, this process helped us to choose a more audience-
appropriated avatar than the one we originally crafted).
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Figure 3. Screen view and example of museum trial for each of the four
mode types (control, avatar, skeleton, and camera overlay)

All experimental sessions were video recorded.

Participants and Location
A total of 731 museum visitors participated in this study (406
children and 325 adults). The study was conducted at Dis-
covery Place, a science museum in Charlotte, North Carolina,
United States.

Experimental Procedure
We conducted a quasi-experimental study (as common in mu-
seum research [45] [10]): participants were not randomly
assigned to an experimental condition, but interacted with the
version of the system that was active at the time of their visit.
Specifically, we left a Mode Type (see Figure 3) active for
30 minutes, after which we switched to the next mode type.
The sequence in which the four mode types were activated
was randomized (to avoid, for example, always starting with
one condition at the same time of the day). This approach
allowed us to observe visitors’ interaction "in-the-wild," with-
out a direct intervention by the researchers (which would have
compromised the ecological validity of this study).

Research Questions, Hypothesis, and Data
Our study focused on four research questions.

(R.Q.1) Which mode types are the most effective in attracting
people towards the display?

Significance. As we described in the related work section,
display blindness is a challenge for the design of interactive
installations. If we notice a connection between how the user
is represented on the screen (mode type) and the percent of
visitors that interact with the screen, we can recommend the
mode type that works best at making people aware of the
display and luring them to interact.

Hypothesis. Prior literature on the design of interactive public
displays in shop windows [42] showed in-lab that using the
full camera overlay or a silhouette may be more effective than
using an avatar or another abstract representation. We cannot
rely on the lab study portion of the work in [42] to make design
recommendations for museum settings because the context of
use may significantly alter these findings. We expect, however,
that using the full video feed from the camera would attract
more visitors, because it allows people to see themselves on
the screen in real time.

Data and Variable Definitions. We reviewed the videos of
our experimental sessions and counted: (1) the number of
people who were in transit near the screen, and (2) the number
of people who stopped by to interact with the screen. Two
researchers counted the total number of visitors using Anvil
[30]. These are people who entered and exited the camera
field of view. We were situated in a hallway, so all passersby
had to step in front of the camera. This allowed us to compute
the percent of visitors who interacted with the installation in
each experimental session (we called this dependent variable
"Capture Rate" [49]). For the statistical analysis, we were
interested in the effect of Mode Type (independent variable)
on the Capture Rate (dependent variable) -see Figure 4.

Mode Type Capture Rate

Figure 4. R.Q.1 Effect of Mode Type on Capture Rate.

(R.Q.2) Given the mode type, can we predict the gestures that
users will most frequently do?

Significance. Increasing the discoverability of hand gestures
and body movements is another challenge for the design of
interactive installations. If people tend to perform different
gestures and body movements when they are exposed to dif-
ferent mode types, we can develop design recommendations
on which control actions should be implemented.

Hypothesis. We expected different mode types may prime
people towards using different gestures: for example, the work
by Ackad et al. [1] suggests that skeletons facilitate play. We
were, however, unsure about the specific gestures.

Data and Variable Definitions. Using Anvil, a video annota-
tion tool [30], two researchers listed each gestures and body
movements that visitors performed in front of the screen (the
coding process is described in the next sections). For the sta-
tistical analysis, we look at whether the mode type can be used
to predict the gestures ("interaction type") that people most
frequently do in front of the screen.



(R.Q.3) What is the effect of mode type and interaction type
(gestures that people perform in front of the display) on en-
gagement (i.e., the amount of time users that spend interacting
with the display)?

Significance. We used the amount of time that museum visi-
tors spend interacting with an installation as a proxy for their
engagement with the HDI system. We acknowledge that this
assumption may not be true in other application contexts (e.g.,
an higher time on task may mean that the user is spending a
considerable amount of time trying to figure out how to use
a spreadsheet). In museums, however, people tend to leave
thinking that the system is broken if they are not able to use
it within 10 to 15 seconds [10], because they do not have a
specific task to carry out. Furthermore, the more time museum
visitors spend interacting with the screen, the higher are the
chances that other people will notice the interactivity and try
the installation because of the honeypot effect [7]: visitors tend
to congregate with other visitors. Thus, we want to identify
the mode types and interaction types that are able to engage
the user for the longest time.

Hypothesis. We expected some interaction to last longer (e.g.,
jumping in front of the screen takes a longer time than waving).
Additionally, we expected mode type to affect the length of the
interaction: this would extend Ackad et al.’s [1] observation
that skeletons support longer interactions than silhouettes.

Data and Variable Definitions. Using Anvil [30], two re-
searchers coded the amount of time that each visitor spent
performing each gesture or body movement (the coding pro-
cess is described in the next sections). We used this amount
of time as a proxy for "Engagement." In the statistical anal-
ysis, we looked at the effect of Mode Type (4 levels: Avatar,
Control, etc.) and Interaction Type (11 levels: Spine, Swipe,
Jump, etc.) on Engagement -see Figure 5.

}Mode Type

Interaction Type
Engagement

Figure 5. R.Q.3 Effect of Mode Type and Interaction Type on Engage-
ment.

(R.Q.4) How does the mode type -moderated by the person
type -impact attention (i.e., the amount of time spent looking
at the display)?

Significance. The goal of an interactive installation for data
exploration is to allow people to observe and discuss patterns
in data. Ultimately, we want visitors to learn from what they
see on the screen and from the informal conversations they
have with each other [50]. In order to have conversations
around the data on display, however, visitors need to spend
time looking at data and data patterns. Hypothesis. We ex-
pected that less dynamic some mode types (e.g., Control) may
be more conducive to looking and reflecting on the data.

Data and Variable Definitions. Using Anvil [30], two re-
searchers coded the amount of time that each visitor spent
looking at the display (the coding process is described in the

next sections). We used this amount of time as a proxy for
"Attention." In the statistical analysis, we looked at the effect
of Mode Type on Attention. We believe that the interaction be-
tween these two variables might depend on the Type of Person
(child or adult) because people of different age groups have
different attention spans [48],. Thus, we considered Type of
Person as the moderator variable in the study - see Figure 6.
A moderator variable, as defined by Baron & Kenny[6], is a
"...qualitative (e.g., sex, race, class) or quantitative (e.g., level
of reward) variable that affects the direction and/or strength of
the relation between an independent or predictor variable and
a dependent or criterion variable. Specifically, within a corre-
lation analysis framework, a moderator is a third variable that
affects the zero-order correlation between two other variables.
...In the more familiar analysis of variance (ANOVA) terms, a
basic moderator effect can be represented as an interaction be-
tween a focal independent variable and a factor that specifies
the appropriate conditions for its operation" (p. 1174).

Mode Type Attention

Moderator variable

Type of Person

Figure 6. R.Q.4 Effect of Mode Type on visitor’s Attention.

Coding
Two researchers reviewed and coded the videos of the experi-
mental sessions using Anvil [30].

In the preliminary phase of the coding process, the two re-
searchers individually coded one of the video files and then
met to iteratively develop a common coding dictionary. The
coding was structured using multiple tracks: mode type, per-
son type, interaction type. The resulting data included the
start and end time of each coded portion of the video file.
The Mode Type track specifies the experimental conditions:
Control, Avatar, skeleton, or Camera Overlay. We maintained
eight "Person" groups, each of which has two main tracks
(Interaction Type and Person Type). The Person Type has two
main attributes [Adult, and Child]. During the coding, the
researchers noticed that visitors frequently performed some
gestures and body movements that were not actually imple-
mented in the system (e.g., dancing in front of the screen was
a recurrent movement). Thus, while coding the Interaction
track, the two researchers agreed a posteriori on a dictionary of
recurrent gestures and body movements that they coded even
if the installation did not actually support them. This resulted
in 11 interaction types: Spine, Swipe, Jump, Zoom, Touch,
Dance, Wave, Pan, Crouch, Grab, and Other. Additionally, the
researchers used the same track to code the amount of time
people spent looking at the screen, while not interacting (we
did not use a different track for Looking because we defined
Look and Interaction Type as mutually exclusive events).

Inter-Rater Reliability
After researchers agreed on a set of tracks and on a coding
dictionary, two researchers independently coded the videos



of the experimental sessions. Table 2 reports the result of the
inter-rater reliability for the two coders.

The analysis includes three types of agreements: (1) segmen-
tation agreement (i.e., whether the two coders agreed on the
beginning and end time for a code), (2) category agreement
(i.e., whether the two coders agreed on the actual code on a
segment of the video -when considering only the slices that
both coders annotated), and (3) overall coding agreement. We
computed Cohen’s kappa coefficient (κ) to measure the inter-
rater agreement for these categorical items.

Table 2 depicts a high level of agreement on most of the three
agreement types (even though the overall coding agreement is
probably the most relevant for our analysis). Not surprisingly,
the "ModeType" scores the highest value of agreement because
it simply refers to which mode type was used (Control, Avatar,
skeleton, or Camera). While coding the "Interaction," instead,
we anticipated that some gestures could have been interpreted
in different ways by different coders. The overall agreement,
however, proved to be high also in this case.

SEGMENTATION CATEGORY OVERALL

Track.Attribute % κ % κ % κ

M.Modetype 99.9 0 100 1 99.99 0
P1.Interaction 97.82 0.94 86.26 0.82 94.47 0.87
P1.PersonType 98.31 0.95 100 1 98.31 0.96
P2.Interaction 98.24 0.94 89.35 0.86 96.17 0.89
P2.PersonType 97.71 0.93 100 1 97.71 0.93
P3.Interaction 97.72 0.89 88.56 0.83 96.37 0.84
P3.PersonType 97.72 0.89 100 1 97.72 0.90

Table 2. Results of the inter-rater reliability on all video slices are con-
sidered by two different coders, where (κ) is Cohen’s kappa coefficient,
P refer to Person, and M is short for mode (α). For brevity, we report
only three "Person" tracks.

RESULTS
We collected, coded, and analyzed a total of 7.13 hours of
videos. In this section, we present the results of our statistical
analysis for each of the research questions that we investigated.

(R.Q.1) Effect of Mode Type on Capture Rate
A total of 731 museum visitors interacted with the display
("number of users") across the four mode types: 85 in the
Control condition, 99 in the Avatar condition, 199 in the skele-
ton condition, and 348 in the Camera condition. Overall, we
observed 2507 museum visitors who entered the field of view
of the camera during our experimental sessions ("number of
visitors"): 630 during Control, 333 during Avatar, 594 during
skeleton, and 950 during Camera. Due to the varied number
of visitors across experimental conditions (we used a quasi-
experimental design, and the museum was more crowded
during some hours of the day than others), we considered the
"capture rate" [49] (i.e., the percent of users who interacted
with the system) for our statistical analysis, defined as:

CaptureRate = NumberO fUsers/NumberO fVisitors (1)

Precisely, the mode type (e.g., Avatar, Control) was the in-
dependent variable, and the capture rate the dependent vari-
able. A one-way ANOVA was conducted to determine if
the percent of museum visitors who interacted with the dis-
play ("capture rate") was different when using alternative
mode types. The data was normally distributed for each
group, as assessed by Shapiro-Wilk test (p < .05). There
was homogeneity of variances, as assessed by Levene’s test
for equality of variances (p = .179). The capture rate was
statistically significantly different across different mode types,
F(3,16) = 6.717, p < .0001. The average capture rate in
each experimental session increased from skeleton (M =
0.17,SD = 0.06) to Control (M = 0.25,SD = 0.09) to Avatar
(M = 0.37,SD = 0.11) to Camera (M = 0.38,SD = 0.105).
Tukey post-hoc analysis revealed that Avatar and Camera
attracted a statistically significant higher percent of visitors
than skeleton (p = 0.038and p = 0.003respectively). In other
words, Avatar and Camera performed better than skeleton in
luring visitors to interact with our embodied HDI system.

(R.Q.2) Predicting Gestures
Goodman and Kruskal’s lambda (λ ) is a statistical test that
provides a measure of association between an independent
nominal variable (in our case, the interaction that a visitor
does in front of the screen, e.g. Swipe, Dance, etc.) and a
dependent nominal variable (in our case, the mode type, e.g.
Camera). What makes this test particularly relevant for our
analysis is that λ can be interpreted as the reduction in the
error when predicting the value of a dependent variable, given
the knowledge of the independent variable. For example, the
gesture that was used the most during all our experimental
sessions was Spine (307 total occurrences) -see Table 3. Thus,
without any knowledge of the mode type, we could wrongly
conclude that Spine is always the preferred interaction. Table 3,
however, reveals that Pan is actually the most used interaction
in the Control condition.

Interaction Mode (%) Total
Control Skeleton Avatar Camera

Spine 7.17 22.15 16.29 54.40 22.09%
Swipe 8.79 32.97 19.78 38.46 6.55%
Jump 3.13 19.79 25.00 52.08 6.91%
Zoom 7.84 23.53 23.53 45.10 3.67%
Touch 14.95 23.36 18.69 42.99 7.70%
Dance 4.95 15.32 22.07 57.66 15.97%
Wave 10.26 42.31 14.10 33.33 5.61%
Pan 13.00 26.91 4.48 55.61 16.04%
Crouch 4.55 13.64 4.55 77.27 1.58%
Grab 3.70 29.63 33.33 33.33 1.94%
Other 5.42 28.31 41.57 24.70 11.94%

Table 3. Percentage of visitors who used each interaction type in each ex-
perimental condition. The last column reports the total percent of people
who used each interaction type across all the experimental conditions.

Goodman and Kruskal’s λ was run with the interaction type
as dependent variable to determine whether the interaction
type could be better predicted by knowledge of the mode type.
Goodman and Kruskal’s λ was .26. This was a statistically
significant reduction in the proportion of errors due to the



knowledge of mode type as a predictor of interaction type,
p < .0005. In other words, by knowing how the user is rep-
resented on the screen (mode type), we can better predict
which gestures museum visitors will most likely do in front
of the screen. For example, people in the Camera condition
predominantly use Spine, or Dance, while users in the Control
condition predominately perform a pan gesture.

(R.Q.3) Effect of Mode Type and Interaction Type on En-
gagement (Interaction Time)
A two-way ANOVA was conducted to understand the effects
of mode type and interaction type on the time spent interacting
with the display (we used the interaction time as a proxy for
the visitors’ "engagement" with the installation). Mode type
included four levels: 1) Control, 2) Avatar, 3) skeleton, and
4) Camera. Interaction Type included 11 levels (as listed in
the coding section). Type of mode will be abbreviated as
mode, type of interaction will be abbreviated as interaction,
and interaction time as time for the rest of the results.

Time was not normally distributed, as assessed by Shapiro-
Wilk’s test (p < .05) and the assumption of homogeneity of
variances was violated, as assessed by Levene’s test for equal-
ity of variances, p < .05. This occurred due to the nature
of the quasi-experimental research design. ANOVAs, how-
ever, are considered to be fairly "robust" to deviations from
normality and heterogeneity of variance [35] [27]. There
was a statistically significant interaction between mode and
interaction on time, F(20,1269) = 2.603, p < .001, partial
ï2 = .058. Therefore, an analysis of simple main effects for
interaction was performed with a statistical significance receiv-
ing a Bonferroni adjustment and being accepted at an alpha
level of .05/11 = .0045. There was a statistically significant
difference in mean "Time" duration between 11 types of in-
teractions in the camera mode, F(10,1269) = 6.42, p < .001,
partial ï2 = .048.

As shown in Figure 7, users interacting in the camera mode
spent more time dancing (M = 7.48,SD = .503) than jumping
(M = 2.04,SD = .809), a statistically significant mean differ-
ence of 5.44(95%CI,2.27,8.61), p < .001. Users in the cam-
era mode also spent more time dancing (M = 7.48,SD= .503)
than moving their spine (M = 3.55,SD = .438), a significant
mean difference of 3.93(95%CI,1.71,6.15), p < .001. More-
over, visitors spent more time panning (M = 6.23,SD = .509)
than jumping (M = 2.04,SD = .809) in the camera mode, a
significant mean difference of 4.17(95%CI,1,7.36), p < .001.

Significance was also found in the control mode. Users
spent more time touching (M = 14.72,SD = 1.42) the
display than dancing (M = 5.91,SD = 1.71), mean
difference of 8.806(95%CI,1.43,16.18), p = .004,
panning (M = 5.03,SD = 1.05), mean differ-
ence of 9.68(95%CI,3.82,15.55)p < .001, using
their spine (M = 3.98,SD = 1.21), mean differ-
ence of 10.73(95%CI,4.54,16.92), p < .001, wav-
ing (M = 3.92,SD = 2), mean difference of
10.8(95%CI,2.64,18.96), p = .001, swiping (M = 3.7,SD =
2), mean difference of 11.02(95%CI,2.86,19.17), p < .001
and doing other types of interactions (M = 3.43,SD = 1.88)

,mean difference of 11.29(95%CI,3.44,19.14), p < .001.
There was also a significant difference in mean "Time"
duration between 11 types of interactions in the control mode,
F(10,1269) = 4.82, p < .001, partial ï2 = .037. In summary,
these results show that different mode types such as camera
and control afford specific types of interactions and affect the
time spent engaging visitors.
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Figure 7. Statistical difference in the mean duration of time between the
11 types of interactions in each mode type

(R.Q.4) Impact of Mode Type on Attention (i.e., Time Spent
Looking at the Display)
We were also interested in understanding which mode (con-
trol, avatar, skeleton, and camera -independent variable) made
different types of visitors (adult or child -moderator variable)
spend more time looking at the display (dependent variable).
A two-way ANOVA was conducted to examine this effect.
Assumptions of normality and homogeneity of variances were
violated as well, following the described nature of the quasi-
experimental study as mentioned before.

The reasons why we used a two-way ANOVA, rather than
a different a statistical test (such as a MANOVA) with both
Engagement and Attention as dependent variables, are that:
(1) looking is not properly a gesture, rather we coded Look as
the time spent without interacting with the screen (so we could
not conceptually consider it as a 12-th level of "Interaction
Type"); (2) we had a distinct, a priori set of hypotheses for
R.Q.3 vs. R.Q.4; and, (3) only one dependent variable was
captured (time) -we did not measure the time a visitor looked
at the screen exactly after each interaction, because the act of
looking occurred occasionally.

There was a statistically significant interaction between mode
and visitor on time, F(3,1011) = 8.91, p < .001, partial
ï2 = .03. Therefore, an analysis of simple main effects for
mode was performed with a statistical significance receiving a
Bonferroni adjustment and being accepted at an alpha level of
.05/4 = .0125, while for type of person was accepted at an al-
pha level of .05/2 = .025. There was a statistically significant
difference in mean time between children and adults in the
avatar mode, F(1,1011) = 59.83, p < .001, partial ï2 = .056.
skeleton mode, F(1,1011) = 14.67, p < .001, partial ï2 =
.014, and camera mode, F(1,1011) = 25.04, p < .001, partial
ï2 = .024. Results indicate that adults (M = 25.34, SD = 1.74)



spent more time in avatar mode than children (M = 8.16, SD =
1.38), p < .001, as well as skeleton (M = 11.30,SD = 1.19),
and camera (M = 11.07,SD = .89) - see Figure 8.

Regardless of person type, there was a statistically significant
main effect of mode, F(3,1011) = 18.13, p < .001, partial
ï2 = .05. Post-hoc comparisons were accepted at Bonfer-
roni corrected alpha of .05/4 = .0125. Analysis indicates
that visitors spent more time looking at the avatar mode
(M = 14.78,SD = 1.13) than control (M = 6.98,SD = 1.23),
skeleton (M = 7.86,SD = .82), and camera (M = 7.6,SD =
.58), p < .001.
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Figure 8. Statistical difference in mean duration of time spent looking at
display in each mode type moderated by person type

DISCUSSION

Mode Type and Display Blindness
The results to (R.Q.1) confirmed our hypothesis that some
mode types (i.e., different ways of representing the user near
a data visualization) are more efficient than others in luring
museum visitors into the interaction with an HDI installation.
Our results that Avatar and Camera Overlay can be more
engaging that Skeleton extend the work of Ackad et al. [1] by
comparing the effect on display blindness of a larger number
of mode types.

Specifically, our findings suggest that camera overlay and
avatar (not control or skeleton) may be the most efficient de-
signs for coping with the issue of display blindness in the con-
text of museum installations. Future work, however, should be
done to assess if and how our results can be generalized when
using different data visualizations (e.g., a bar chart rather than
a globe map) and when the installation is moved to different
locations within the museum or even to a different museum
(e.g., a children’s museum rather than a science museum).

Implications for Human-Data Interaction
The results of our study suggest a design feature and a design
guideline for crafting engaging Human-Data Interactions.

Design feature: Using the user’s body as a cursor. Both the
Avatar and Overlay conditions (the most engaging in our study)
provide a full representation of the user’s body. Thus, portions
of the userâĂŹs body (e.g., hands) could be used as navigation

cursors (e.g., [51]) or integrated with design elements (like
the magnifying lenses in Kister et al.’s BodyLense [31]) to
provide access to specific data points.

Design guideline: Matching the mode type with the system
purpose. Considering that visitors tend to perform different
movements depending on the mode type, the way in which the
user is represented on the screen needs to match the system
purpose. For example, if the visualization is designed to enable
fine-grained data analysis tasks, it should use a mode type
such as Control that promotes pan-like gestures; vice-versa,
more casual data exploration activities and play can be better
supported by Skeleton [1] or Overlay.

Moving Beyond In-Lab Elicitation Studies: Implications
for the Design of Gestures for Embodied Interaction
Our findings indicate that the mode type (i.e., the way in
which museum visitors are represented on the screen) can be
used to improve the prediction on which gestures and body
movements people will most likely do. This is particularly in-
teresting because we did not instruct museum visitors on how
to use the system: the prototype installation was on display
without researchers and moderators; visitors were not actively
recruited for this study, nor they were asked to guess how to
operate the system. Thus, our results provide guidelines for the
design of gestures and body movements for HDI: for example,
camera overlay seems to promote more active gestures (like
moving spine and jumping) than control. Furthermore, our
findings have implications for the design of elicitation studies
(e.g., [59] [40]) in general: researchers need to be mindful that
alternative visualizations (including alternative ways of visual-
izing the users) -not just the system functionality/effect -have
an impact on the gestures and body movements that people
may want to do. Similarly, when designers use approaches
that recommend incorporating priming during the elicitation
process (e.g., [10]), they should be aware that the visualization
itself may provide an implicit priming to the users, and lead
them into recommending specific classes of gestures and body
movements.

Ultimately, we believe that future work should investigate if
and how elicitation studies should move out of research labs.
In a different application context, Ali et al. suggests running
"crowd-powered elicitation study" [2]. In museum settings,
researchers need to craft strategies for conducting elicitation
studies in-situ: researchers may want to assess if conducting
elicitation studies in-situ, with actual museum visitors (rather
than in-lab, generally with participants recruited in an aca-
demic setting), will produce gestures and body movements
that are more "intuitive" and easier to be discovered. This
would provide a strategy to incorporate visitors’ spontaneous
and/or playful gestures [54] into the design process.

Touching the Screen
Although we did not use a touch screen for our study, we
observed 107 instances of museum visitors trying to touch the
display (16 in Control, 25 in skeleton, 20 in Avatar, and 46 in
Camera). Unfortunately, this could derail the interaction, if
visitors assume that they are in front of an unresponsive touch
screen (rather than a tracking camera that recognizes gestures



and body movements). This problem is in line with what has
been reported in existing literature on pervasive displays (e.g.,
[51]), although in different application contexts (an interactive
art jigsaw). Humans, ever since they are babies, are attuned to
directly seeing their image at every turn, from mirrors, images,
and video. This phenomenon is pertinent more than ever with
the advent of social media and the tenet of modern society,
the selfie, providing an ever ending means of recording and
reflecting on one’s self. Historically, the image of the body is
an integral part of the development of symbolic activity: the
child in front of the mirror moves from the perception of the
fragmented images of the body to the recognition of its unity
[36]. This might be why users tend to touch the screen more
in the control condition due to the assumed belief that they
cannot use their gestures and body to interact with the data:
their representation of self is not synthesized in their mental
space due to a lack of visual reinforcement. In our opinion,
however, this phenomenon is bound to disappear with time:
it is interesting, for example, how back in 2008 Hornecker
[21] reported that museum visitors had a difficult time using a
touch-screen in a museum. Just few years later, basics touch-
screen gestures (such as pinch and zoom) had become part
of our lexicon on how we interact with technologies up to
the point that they generate legacy biases during elicitation
studies [39] [52]. In the meantime, designers may use two
alternative strategies to cope with this phenomenon: either
implementing hybrid screens that can be controlled by both
mid-air gestures and directly by touching the screen itself; or,
researching which visualization snippets could be included to
communicate to the users that the display is not touch-enabled
(by extending, for instance, the avatar strategy discussed in
[51] from interactive art to HDI systems).

Impact on Interaction Time and Look
Our findings revealed that visitors’ engagement with the dis-
play is the simultaneous effect of the mode type and interac-
tion type. As expected, some interactions such as dancing and
panning lasted longer than jumping. Something particularly
interesting is that users in the camera mode spent more time
dancing in front of display than moving their spine alone. A
possible explanation may be that dancing is a social activity
[55] that may capture visitors for a longer time which, in turn,
increases the probability that other people will start dancing
because they see other interacting (the honeypot effect) [7].
Future work should investigate which gestures and body move-
ments are better suited to be performed in a social setting.

In regards to time spent looking at the display, results show
that, regardless of the person type, most visitor’s attention
was drawn to the avatar, which is not what we expected. A
possible explanation may be that seeing an additional object on
the screen (i.e., the avatar) [28] (rather than just the data, as in
the control condition) and certain kinds of contrast/luminance
changes [18] that are more visible on the avatar than on a
simpler skeleton can contribute to attract people’s attention
towards the screen.

Adults spent more time looking at the display significantly than
children, which leads us to assume that they read and reflected
on the data presented in front of them. Perhaps the types of

questions were more attuned to their age and development
than the children present at the time, so additional work needs
to be done to develop strategies on how to visualize multiple
HDI-relevant questions that may be engaging for both adults
and children [46]. Future work should also analyze visitors’
conversations and remarks to explore if avatar (or other mode
types) enabled visitors, especially adults, to discuss insights
on the data -an essential component of the learning process in
museums [3].

Implementation Challenges
The depth of field in the RGB-D camera which is used to
develop the system has some limitations that designers should
consider, including only allowing six users at the same time.
This may restrict the interaction opportunities when larger
groups of users (e.g., a class during a school trip) enter the
field of view of the camera. A possible solution could be to
use multiple tracking cameras -although this approach would
require calibrations [43]. Also, although the tracking algo-
rithms are becoming more and more robust, there is still a
chance that the identity of a user can be "stolen" if another
person occludes that user or if the user accidentally leaves and
re-enters the interaction space [11].

Finally, we want to remind the reader that only a subset of
gestures that we considered during the coding process were
implemented, while others were spontaneous ones that visitors
frequently performed in front of the screen. On the grounds
of how our system was implemented, some of the visitors’
spontaneous gestures actually controlled the data. For exam-
ple, while we did not explicitly implement "dancing," dancing
makes the globe rotate because they are linked to the user’s
spine position. In our view, this partially loosens the difference
between gestures that we implemented a-priori and sponta-
neous ones.

CONCLUSION AND FUTURE WORK
In this paper, we tackled four challenges for the design of
interactive HDI installations: limiting display blindness and
attracting people towards the screen; aiding visitors in guess-
ing the gestures and body movements that control the system;
keeping users engaged in the interaction; and, sustaining visi-
tors’ attention on the data. Our results indicate that the design
of the visualization and, in particular, how we represent people
on the screen (mode type) impacts the number of visitors that
interact with the installation, the gestures that people do, and
the amount of time that visitors spend observing the data on
display and interacting with the system. Future work should
investigate whether mode type and interaction type also in-
fluence the way in which visitors discuss the data sets on the
screen (probably by taking a more qualitative approach in
terms of research design).
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