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Abstract

Mortality following hip replacement is affected by a large number of confounding variables each of

which must be considered to enable valid interpretation.

Relevant variables available from the 2011 NJR dataset were included in the Cox model.

Mortality rates in hip replacement patients were lower than in the age-matched population across
all hip types. Age at surgery, ASA grade, diagnosis, gender, provider type, hip type and lead surgeon

grade all had a significant effect on mortality.

Schemper’s statistic showed only 18.98% of the variation in mortality was explained by the variables
available in the NJR dataset. It is inappropriate to use NJR data to study an outcome affected by a
multitude of confounding variables when these cannot be adequately accounted for in the available

dataset.



Introduction

Patients undergoing Total Hip Replacement (THR) have been shown to have a lower risk of mortality
than the corresponding aged matched general population.[1-5] This is due to the selection of
relatively fit and healthy patients for surgery rather than any protective effect of total hip
replacement.[3, 6] Mortality is exponential as age increases, and is reported by the UK Office of

Statistics (ONS) as death rates per 1000 population. (Fig 1)

There have been several studies published recently where Registry data has been used to study
mortality rates following hip arthroplasty.[5, 7-9] There are potential problems with using
observational data if used inappropriately; Registries were not set up to study predictive factors for
mortality and datasets contain very few relevant confounding factors that might affect this outcome.
Statistical methods to “adjust” for few available variables are likely to produce misleading results

and are often misquoted.

In the 2011 report of the NJR,[10] death rates were reported per fixation type or procedure. Death
rates were reported without any adjustment for confounding factors and calculated to be highest in
the cemented compared to uncemented, hybrid or resurfacing procedures. A number of established
confounding factors have been shown to have an effect on such rates including age, comorbidity,
diagnosis (increased with inflammatory arthropathy), surgeon, hospital, socioeconomic status, etc.

They can cause an effect both on an individual or combined (synergistic or inhibitory) basis.

A recent paper by McMinn et al [7] investigating mortality and revision rates following hip
arthroplasty raised some controversy with regard to causes for increased mortality following
cemented arthroplasty compared with uncemented (vide infra). Whilst the authors felt that the
effect of other confounding factors were worthy of investigation, they concluded that the use of
cement might still be influencing mortality 8 years post-surgery. This is surprising conclusion given
the disparity between the groups and it seems unlikely that the presence of cement in the hip per se

could still be having an effect on mortality years after surgery.

Cox proportional hazards regression is a well-recognised and well utilised method of analysis for
survival data which allows for the analysis and adjustment for many factors, where the endpoint of
interest is both censored and observed. However, the method is limited by the information available
for inclusion in the analysis and it is imperative that as many confounding factors as possible are
included in the analysis and that the extent to which the variables explain the variation seen is

available.



The National Joint Registry (NJR) of England and Wales was established in 2002 with the explicit aim
to define, improve and maintain the quality of care of individuals receiving hip and knee
replacement surgery across the NHS and the independent healthcare sector [11]. The NJR records
patient demographics and surgical details with a view to achieving these goals. The Registry data is

updated twice yearly with mortality information.

In addition to examining data available in the NJR dataset, we also wanted to examine the effect that
social deprivation might have on mortality after THR. Social deprivation can be reliably measured
using the Indices of Multiple Deprivation (IMD).[12] The Indices of Multiple Deprivation [13] are
constructed by the Social Disadvantage Research Centre at the University Of Oxford, [12, 14] and are
on a scale of 0 (least deprived) to 100 (most deprived). The model of multiple deprivation that
underpins the IMD 2010 is based on distinct dimensions of deprivation, which can be recognised and
measured separately. The new IMD has seven domains including Income Deprivation (weight of
22.5%), Employment Deprivation (22.5%), Health Deprivation and Disability (13.5%), Education, Skills
and Training Deprivation (13.5%), Barriers to Housing and Services (9.3%), Living Environment
Deprivation (9.3%) and Crime (9.3%). Each dimension is measured independently using the best
indicators available to generate a score or domain index. These domain scores are then combined
with explicit weightings to generate an Index of Multiple Deprivation that is an aggregate of the

component domains.

The aim of this study was to establish whether it is possible to determine a true cause and effect
relationship between the risk of mortality and data that is routinely collected by the NJR and to
establish the degree to which variation in the mortality rate could be explained by each variable. We

carried out two analyses:

Firstly, we conducted an analysis of data collected from the NJR dataset used in preparation
of the NJR’s 8th Annual Report (2011), looking for an association between the variables

collected and the risk of mortality.[10]

Secondly, as social deprivation is also known to influence mortality rates [15] but is not
routinely collected as part of the NJR dataset, a further analysis was performed which

included social deprivation data derived from partial postcodes.



Materials and Methods:
Data Collection

Following a formal request for data from ourselves, the NJR supplied anonymised data for all
384,316 primary hip procedures reported to the NJR between April 2003 and the end of December
2010 (unlinked data from the 2011 NJR 8th annual report [10]), with updated information regarding
time to death where applicable. For each patient age at surgery, gender, BMI (where completed),
ASA grade, [16, 17] diagnosis, hip type (cemented, uncemented, hybrid, resurfacing), surgical
approach, grade of lead surgeon and provider type (NHS hospital, NHS treatment centre,
independent hospital, independent treatment centre) were available. These fields constitute the
data routinely collected in the NJR Minimum Dataset (MDS) that we considered likely to influence
mortality. There were 2,176 simultaneous bilateral cases that were excluded from the analysis due
to duplicate coding issues, leaving 382,140 cases included in the cohort. Complexity of surgery
(routine or complex primary) was not collected in the third version of the MDS which meant that
185,405 cases did not have this information. This variable was therefore included in an analysis of
the subset of cases with MDS 1 and 2. There were 23,686 deaths during the study period at an

average of 2.60 (range 0-7.81, SD 1.83) years following surgery.

Following initial analysis of the dataset by the statistical methods described below, further
application was made to the NJR for patient postcode information to better inform the model. We
used the postcode to map to the Indices of Multiple Deprivation as an indicator of social deprivation,

and the statistical analysis was repeated.

Indices of Multiple Deprivation can be mapped to each patient via the individual’s postcode. Due to
patient confidentiality issues, only the abbreviated postcodes were available from the NJR, and
these abbreviated postcodes encompassed a mean of 907.3 (SD 571.35) full postcodes. Each
abbreviated postcode will therefore include a wider range of social deprivation than would be found
by examination of the full postcode, which unfortunately means that the impact on the model may

be diluted.

The first four digits of the postcode were linked to patient information, which was in turn linked with
Lower level Super Output Area (LSOA)[18] and then Indices of Multiple Deprivation (IMD) averaged

over the abbreviated area.[13]



Statistical Analysis

Following confirmation of proportionality to determine that Cox proportional hazards analysis was
appropriate for this dataset, statistical analysis of the NJR data for all patients within the cohort was

carried out in the following two stages:

1. Survivorship analysis was performed by Cox proportional hazards regression, using a forward
conditional method of data entry with no variables forced into the model. All of the variables
available in the dataset were included in the analysis. Reference categories for categorical data are
indicated in each table along with hazard ratios, 95% confidence intervals and significance level (p-
value) of each variable. Cases with missing values for any variable are excluded from the analysis.

2. Anexamination of the degree to which variation in the mortality rate could be explained by
each of the variables. We calculated the explained variation for each variable using the method
described by Schemper [19] for largely censored data. Schemper’s measure of predictive accuracy
for Cox regression models can be calculated using the R program, [20] but is not readily available as
part of the standard output using the most commonly used statistical programs such as SPSS, Stata

or SAS.

The process of analysis described above was performed not only for all patients within the cohort
but was also repeated for subgroups categorized by age (all patients aged >65 years, all patients

aged <50 years).

The initial data analysis was performed using SPSS for Windows version 19 (SPSS Inc, IBM, Chicago,

IL). Calculation of Schemper’s statistic was performed using R [20, 21] (version 2.14.2).

Results

Baseline data

There were 382,140 primary, unilateral hip replacements included in this cohort — 157,479
cemented; 129,052 uncemented; 54,439 hybrid, 26,944 resurfacing hips and 14,226 with missing
coding. The mean age at surgery was 68.2 (95% Cl; 68.16 to 68.23). Critically, for each hip type this
was 72.7 (95% Cl; 72.64 to 72.73) for cemented hips; 65.4 (95% Cl; 65.36 to 65.48) for uncemented
hips; 68.9 (95% Cl; 68.84 to 69.02) for the hybrid group and 54.9 (95% Cl; 54.78 to 55.00) for the
resurfacing group. It should also be noted that there were significantly more complex cases in the
cemented (17.7%) and resurfacing (15.1%) than the uncemented (4.8%) and hybrid (5.6%) groups
(p<0.001).



Actual mortality rates per 1000 from the NJR dataset for the four hip types (cemented, uncemented,
hybrid and resurfacing) are shown in Figure 2, compared with the age matched figures from the UK
Office of National Statistics death registrations, 2010 in England and Wales.[6] It can be seen that for
each class of implant (cemented, uncemented, hybrid and resurfacing) the mortality rate in patients
undergoing surgery (shown by dotted lines) are lower than in the age-matched population (solid

lines).

Cox Regression Analysis

For the initial analysis, covariates were entered into the model in order of significance as: age at
surgery, ASA grade, primary diagnosis, gender, provider type, hip type, lead surgeon grade. The
surgical approach was not significant in the model and BMI was excluded due to the large number of

missing responses.

Covariates in the model and their associated hazard ratios (and 95% confidence intervals) are shown
in Table 1. Further analysis for those over 65s and under 50s at the time of surgery are shown in
Tables 2 and 3. When complexity of surgery was included, this variable was also significant in the
model and influence of the other variables was unaffected. The hazard ratio of complex compared to

routine surgery was 1.06 (95% ClI 1.015 to 1.105), p=0.007.

The results show that, for the cohort as a whole (Table 1), a statistically significant association exists
for all variables, except surgical approach, on the outcome of mortality. As might be expected,
increasing age, male sex and higher values of the ASA grade were all associated with a higher risk of
mortality. Compared to patients with a diagnosis of osteoarthritis, all patients from other diagnosis
groups, except for DDH, were associated with higher rates of mortality. The risk of mortality was
lower in patients who had their primary operation in an independent private hospital or treatment
centre and it was lower for those who had uncemented, hybrid or resurfacing procedure than those
who had a cemented hip replacement. Finally, patients whose operation was performed by some

grades of non-consultant surgeon had an association with lower mortality.

The pattern of results seen in the patients over 65 years of age (Table 2) was very similar to those of
the overall cohort. In patients under 50 (Table 3) there were minor differences in the results of some
of the variables, with the exception of Surgeon Grade. For these patients, there was no longer a
statistically significant result seen in patients whose hip replacement was performed by a junior

surgeon, but the number of cases in this group was small.



Schemper’s Statistic

Schemper’s statistic for the full dataset showed that collectively, the variables in the statistical
model explained only 18.98% (20.27% in the subset with complexity of surgery) of the variation in
mortality, with age accounting for 15.9% of this. Using a univariate analysis, the other variables
available in the dataset explained variation in mortality as follows: ASA grade 3.3%, complexity of
surgery 2.5%, provider type 1.4%, diagnosis 0.9%, hip type 0.7%, and surgeon grade 0.6%. Gender
explained only a tiny amount of the variation. The sum of these individual figures does not equal the

overall Schemper’s statistic due to the differing numbers of valid cases for each of these variables.

For the under 50s, the variables in the statistical model explained only 4.67% of the variation in

mortality whereas for the over 65s, this figure was 13.85%.

Deprivation Data

In an attempt to more accurately model the data, additional postcode data was obtained from the
NJR, so that we could ascribe Indices of Multiple Deprivation to each patient. There were an average
of 907.3 (95% Cl: 884.03 to 930.60) full postcodes in each abbreviated postcode (Figure 3). With the
addition of the postcode (and hence IMD data), the model changed accordingly (Table 4) and there
was a significant association found between IMD data and the outcome of mortality. Interestingly,
the order of model entry was also affected by the inclusion of this variable (age at surgery, ASA
grade, primary diagnosis, gender, provider type, surgical approach, hip type, IMD, lead surgeon
grade), and Surgical Approach became significant in the model, meaning that all variables are

significant in this model.

Further calculation of Schemper’s statistic for the whole dataset after the addition of IMD data
indicated that addition of this variable actually decreased the overall amount of variation explained
slightly to 17.98%. This is most likely due to the number of cases available for the model, as the valid
number drops from 367,523 for the baseline model to 337,062 — a drop of 30,461 (8.3%) cases. IMD

explained 2.4% of the variation when examined alone.

Discussion

The dataset collected by the NJR includes many of the variables most likely to affect joint
replacement revision rates, including details of the implant, surgeon and institution at which the
procedure was performed. In addition, contributory patient factors are collected including age at

operation and the patients’ gender. An attempt is made to capture patients’ BMI, another variable



that may influence implant survival, though at the present time this data is incomplete. Patient

activity level may also affect survivorship and this is not captured by the NJR.

Many joint registries have now started to publish mortality data, linked to some of the variables
collected in their datasets - for example the method of implant fixation. The aim of this paper was to
examine whether valid conclusions about mortality can be drawn from the data collected by the

NJR.

The overall death rate within 30-90 days after total hip replacement is very low and ranges from 0%-
0.45%. [1, 2, 5, 22-26] There has been a decline in these rates over the last 15 years and several
studies have shown that patients who have undergone THR survive longer than do a matched
control population.[1, 3-5, 22] It should be noted that mortality rates for ALL types of hip
replacement are significantly lower than the national age- and gender-matched averages [3, 5, 6].
The National Joint Registry [10] has confirmed that the mortality rate following THR is significantly
less than that of the general population of England and Wales (1.9%; 95% ClI 1.8 to 2.0 in the 2009
report) [4, 22] using age-and gender-adjusted standardised mortality ratios. They also report that
although these rates are lower than the general age- and gender-matched population, “the highest
death rates were among the cemented group and the lowest were among the resurfacing group,
reflecting the age distribution of these groups.” This is unsurprising as the resurfacing group are on

average 18 years younger than the cemented group at surgery.

The primary outcome for this analysis was the time to death. The data for patients revised during
the period of the study was censored at the time of revision and these patients were treated as
survivors up to that point. This was justified as revision is not a competing risk for death (unlike the

reverse) and the mortality profile for revision cases is significantly different from that of primaries.

Interpretation of Results

1. Cox Regression Analysis data

The results of our regression analysis have shown that several of the variables that make up the NJR
minimum dataset have a statistically significant association with mortality. Some of these results
have been more surprising than others. It is, for example, perhaps to be expected that there should
be an association between age and the risk of mortality, as demonstrated in our analysis. Data from
the Office of National Statistics shows that mortality rates within the general population increase
exponentially from the age of 75 onwards, as seen in Figure 1. In our analysis the patients’ age was

the most significant of the variables with respect to mortality and it was the first to be entered into



our forward conditional method of Cox regression analysis and explained the majority of the

variation.

It is important to understand that although regression analysis will partially correct any of the
variables with respect to their effect on mortality, the effect of such a variable on other confounding
factors will not be corrected for and this is particularly important for patient age. Correction of age
against mortality will make no allowances for the effect of time on other confounding factors, such
as comorbidities and deprivation, be that income, health, housing, living environment or crime. This
has important consequences when comparing two or more groups with respect to their mortality
where the groups differ widely in respect of their age. Although their respective mortality can be
corrected for the age of the groups, the effect of their different ages on other confounding variables,
which may in turn have a significant effect on mortality, is not corrected for and bias is likely to
persist in the analysis. It is clear that chronological age does not always correlate with physiological
age and there is a large variation in life expectancy between individuals born in the same year

dependent on an almost innumerable number of confounding variables.

The second most significant variable in our model was the American Society of Anaesthesiologists
(ASA) grade of the patient and again this is perhaps not a surprising result. Adopted in its present
form in 1963, the ASA physical status classification system is a method of pre-operative assessment
of a patient’s fitness to undergo an anaesthetic. [17, 27] The ASA clearly states that it does not
endorse any elaboration of the simple definitions and it is well established that different
anaesthetists assign different grades to the same patient [16, 28]. The ASA cannot be used to assess
fully a patient’s comorbid status and alternative comorbidity scores have been developed for this
purpose that include the Charlson, [29] Acute Physiology and Chronic Health Evaluation (APACHE) Il
[30] and POSSUM. [31] From all of these, only POSSUM has been validated in orthopaedic patients
but it relies on physiological data not collected by the NJR [31]. Wainwright at al [32] showed that
comorbidities measured using a simple scoring system, such as the ASA grade, cannot be relied upon
to differentiate between patients likely to survive and those who will not. Although ASA grade has
been found to be a useful predictor of inpatient 30 day and 6 month surgical mortality, [33-35] it
does not predict surgical mortality rates at 12 to 24 months [36, 37] or beyond. However, despite
the limitations in its use, it is clear from our results that patients with higher ASA scores do have a
higher risk of mortality than ASA grade 1 patients. Therefore it appears that the ASA grade is at least
partially predictive of mortality and it seems likely that this is through some separation of patient

groups with different comorbidities.
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Our analysis has also produced some association between mortality and variables that may not be as
obviously linked to mortality. Compared to osteoarthritis, all other diagnoses except DDH were
associated with a higher mortality. This result is most likely to reflect differences between the
diagnostic groups with respect to their comorbidity profiles. For instance, many of the inflammatory
arthropathies are systemic diseases, affecting multiple organ systems, which may in turn adversely

affect mortality.

The effect of differences in economic and social confounding variables are perhaps seen most
obviously in the results that were obtained for hospital provider type, which show lower mortality
for patients who received their hip replacement in an independent private hospital. While this may
be due to a true difference in safety standards within different institutions, this result is far more
likely to reflect the selection of healthier, fitter patients of higher socio-economic status in the
private institutions, and therefore it is possibly a surrogate measure of comorbidity. Such a
mechanism may also explain why operations performed by junior surgical staff are associated with a
lower mortality than those performed by senior staff. It seems unlikely that this result reflects a true
causative link between more junior status and better mortality. Instead, we feel it is more likely that
patients selected for training are more likely to be the fitter patients, with fewer comorbidities,

whilst the sicker patients are more likely to be operated on by more senior members of staff.

Of all the variables that were included in this analysis, the hip type and its relationship with mortality
has caused the most controversy in the recent orthopaedic literature. McMinn et al [7] studied the
relationship between implant fixation and two outcomes; mortality and revision. They found that
cemented hip replacements were associated with a mortality that was initially similar to other
implant types, but differences between the groups developed in the long term. In a study of 30 day
mortality in over 30 000 hip replacements, Parvizi et al [38] found no statistically significant
difference between cemented and uncemented implants. In addition, Lie et al [39] found that
following over 180 000 lower limb arthroplasties there was an initial small increase in mortality in
the surgical group, compared to the background population, but this effect was reversed within 27
days after the operation. It is therefore surprising that McMinn et al appeared to ascribe a causative

relationship between prosthesis fixation and the late emergence of increased mortality.

In common with other authors, we have found an association between higher rates of mortality and
cemented stem fixation, when compared to hybrid, uncemented or resurfacing designs. This
includes a recent paper by Kendal et al looking at mortality alone where data was adjusted using
propensity scores, a method which the authors suggest should adequately adjust for

confounders.[40] The unresolved question remains whether the relationship between implant type
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and mortality is causative or simply an association that reflects the influence of other, unaccounted
for, confounding variables. Causation was refuted by Blom et al when they linked from the NJR with
Hospital Episode Statistics (HES) data for a similar time period.[5] They were more thoroughly able to
adjust for confounding variables, concluding that fixation was not a significant factor for 90 day
mortality. Mortality within this time period can much more confidently be ascribed to the surgery.
The most obvious source of bias in our study is the wide difference in mean age of patients within
each of the hip type groups. When tracking mortality rates over time it is important to establish the
average age for each group at time point zero within the study. Figure 2 demonstrates that the
mortality rate for the resurfacing group 20 years after their operation (mean age at operation 54.9)
is the same as the cemented group (mean age at surgery 72.7) at the time of surgery, and still before
the exponential rise in mortality rate occurs. Of fundamental importance is the near 20 years
difference between the two groups at the point of surgery and the observation that the exponential
increase in mortality which occurs at around age 75 cannot influence the mortality rate for the
resurfacing group during the first 20 years of their follow up. This means that by 10 years post
surgery, of 1000 patients in the age bracket for resurfacing (average age 54.9 at surgery),
approximately 63 will have died according to the ONS figures, compared with 378 in the cemented
age bracket (average age of 72.7 at surgery) - a 6-fold difference that is attributable to their

respective ages at the time of their operation.

In addition to the effect of age on the mortality of the different prosthesis groups, the results may
also reflect the action of a number of other confounding factors. It could be that there is a difference
between the groups in their patient mix that is not fully explained by age and ASA grade, as
proposed by Breusch et al.[37] Correction for age and ASA in the analysis of mortality will not
eradicate sources of bias from other confounding variables, as discussed above. Such confounding
factors may include economic and social factors, as well as geographical or regional differences in
the use of different designs of hip replacement, the effect of which would be to fix the variable of
implant fixation to the underlying mortality of the host population. Additionally, surgeons may make
decisions regarding implant fixation based on patient factors such as health and life expectancy,

further confusing the relationship between fixation and mortality.

We have performed Cox regression analysis on the whole dataset, and then repeated that analysis
for two distinct patient age groups; those over 65 and patients under 50. There were minor
differences seen in the results of the two age-specific analyses, but the underlying trends identified

and discussed above were generally repeated.
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2. Deprivation data

Previous studies have identified numerous factors that have a significant effect on mortality, many
of which are not routinely collated as part of the NJR. Examples include socio-economic status,[15,
41] details of income,[42] race,[42, 43] smoking,[44] obesity [45, 46] and medical comorbidities.[42,
43, 45, 47]

In an attempt to study the effect of social deprivation, we examined the association between a
patient’s postcode and their mortality. The postcode has been shown to map patients to Indices of
Multiple Deprivation and can therefore be used to link mortality and deprivation. Unfortunately we
were only able to utilise the abbreviated postcode information due to patient confidentiality and this
is a distinct weakness of this study. This is unfortunate, as there are on average more than 900 full
postcodes per abbreviated postcode, which imparts a significant dilution of information for the
model. However, the variable still significantly influenced the mortality model. The inclusion of the
diluted IMD data in the model changed the order the variable entered the model and made the
surgical approach variable significant. We believe that this is an indication of how delicately
balanced and multifactorial mortality is and further highlights the need to include as much
explanatory information as possible in any statistical model — a task which unfortunately the NJR was
not designed for. It also highlights that extreme care must be taken when interpreting these results

and highlights the weakness in using large datasets outside their remit and specific purpose of use.
3. Schemper’s statistic

Most linear regression analyses are accompanied by an assessment of the proportion of explained
variation in the outcome that is attributable to the variable under examination. This statistic is given
the symbol R?, the value of which varies between 0 and 1. An R* value that is close to 0 indicates that
little of the variation in the outcome can be explained by the tested variable and other confounding
variables may be at work. Conversely, an R* value close to 1 indicates that much of the variation of
the outcome can be attributed to the variable in question and is often expressed as a percentage of

variation explained.

It is not possible to make a standard assessment of the proportion of explained variation for
censored data such as the survivorship results produced by the NJR. Instead we have used the
method described by Schemper to produce a measure of the predictive accuracy for our Cox
regression model. Schemper’s statistic is also given a value of between 0 and 1, and the value is

interpreted along similar lines to the R°.
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We have found that, for the dataset as a whole, and considering the action of all the significant
variables together, Schemper’s statistic was low, at 0.1898. This means that only approximately
18.98% of the variation in mortality can be explained by a combination of the patients’ age, sex, ASA
grade and diagnosis as well as the hospital provider, the implant type, complexity of surgery and the
surgeon grade. Each of these variables produced highly significant results on Cox regression analysis
and these results may seem to be at odds with Schemper’s statistic. However, this probably reflects
the difference between a statistically significant result and one that is clinically significant and
reporting of this statistic is vital to avoid the common problem of over interpretation.[7] This is a
similar figure to the 15% variation explained reported by Middleton et al [9] in their mortality study
of hip fractures. With the large volume of patient data entered onto the NJR, any association is likely
to be highly statistically significant, even if the effect is relatively small. Of all the variables, the
patients’ age had the highest predictive accuracy for mortality, accounting for about 16% of the total
19% exerted by all the variables together. This result would seem to be consistent with data from
the Office of National Statistics on the link between age and mortality rate for the general

population.

Schemper’s statistic suggests that there exists a significant effect on mortality created by
confounding variables that are not part of the standard NJR dataset. We suspected that these
confounding variables may include the effects of social deprivation and so we repeated the analysis
with Schemper’s method after the addition of the patients’ abbreviated postcode data. Due to the
reduction in numbers available to the analysis, the effect was to slightly decrease the value of
Schemper’s statistic, to 0.1798. This may indicate that social deprivation is not strongly linked to
mortality but it is more likely that it reflects the heterogeneity of social deprivation encompassed by
each abbreviated postcode. We think it is likely that if the full postcodes could have been used we

would have seen a larger effect on Schemper’s statistic exerted by the social deprivation data.

Implications of the study for interpretation of NJR results

All confounding variables need to be accounted for to enable a valid interpretation of mortality data
across different groups / populations. Registry data provides information for an enormous number
of patients but with limited data per episode, making it difficult to fully correct for confounding bias.
Any factors not collated and adjusted for can lead to heterogeneity between groups and subsequent
statistical differences on testing. The dataset collected by the NJR was not designed to explore
factors contributing to mortality post surgery. If this has been an explicit aim of the Registry then

collection of a different and much larger set of variables would have been necessary.
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When we consider the risk of mortality in the long term we must acknowledge that revision
procedures have a higher mortality rate than primary joint replacements [42, 48]. When establishing
the mortality risk to a patient, therefore, we must take into account not only the index procedure
but also the potential risk from subsequent revision procedures. Higher revision rates [10, 49] and
reduced postoperative mobility and/or function [50, 51] for some procedures such as resurfacing
and uncemented hips have been demonstrated across many national registries. Wainwright et al
[32] reported that age at surgery greater than 62 years predicts that death is more likely than
requiring a revision — distinctly splitting the resurfacing and cemented groups. In the NJR dataset,
only one terminal event per case is recorded — revision, death or survival, which means that revision
cases are effectively excluded from the mortality analysis at the time of revision. This is a potential
source of bias and one that benefits the apparent mortality data for implants with higher rates of

revision.

The paper published by McMinn using NJR data [7] has generated much discussion regarding case
mix, [37] interpretation of Registry data [52] and more importantly access to Registry data [53]
within the orthopaedic community. Macgregor [53] clarified that information on mortality available
to McMinn in the dataset provided was incomplete, with no times to death given for patients who
underwent revision procedures This dataset was released as part of supplier feedback to Smith and
Nephew for study of implant survivorship and was not intended to be used for, nor configured for,
research into mortality. The data was not linked and could not be linked to Hospital Episode
Statistics (HES) (as was stated). For this reason and from the results of the current study that
demonstrates the effect of confounding variables on mortality, it must be concluded that McMinn’s

analysis of the data was fundamentally flawed and the interpretation is, therefore, invalid.

The dangers of using NJR data for purposes that it was not designed for are proven by the results of
this study, which highlights the potential that exists for the misinterpretation of results. There is
political demand for transparency of data —the NHS Commissioning Board has committed to the
publication of named surgeon-level data by June 30th 2013. The Profession supports transparency
with appropriately interpreted, validated data. We have shown here that publication of surgeons’
individual mortality rates with the data currently available would be misleading and of no benefit to

healthcare commissioners, providers of healthcare and most importantly, patients.
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Figure 1: Mortality rate per 1000 population for 5 year age groups from UK Office of National

Statistics (ONS).
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Figure 2: ONS death rate per 1000 in age bands according to mean age at surgery for each hip type —
year 0 being the year of operation and representing the mortality rate for the age band of each hip

type. Actual death rates from the NJR dataset are also shown as dashed lines.
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Figure 3: Histogram of number of full postcodes per abbreviated postcode.
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Table 1: Variables in the initial model and associated hazard ratios (95% confidence intervals) (valid

n=367,523, missing 14,617)

Variable (reference variable) n | Hazard ratio 95% ClI p-value
Age at primary (per additional year) 381,922 | 1.08 1.077 to 1.081 | p<0.001
ASA grade (1) 74,418 | reference
2 242,186 | 1.27 1.212 to0 1.324 | p<0.001
3 48,872 | 2.37 2.259t0 2.491 | p<0.001
4 1931 | 4.47 4.056 t0 4.916 | p<0.001
5 116 | 2.88 1.832t04.521 | p<0.001
Diagnosis (OA) 331,611 | reference
Other arthritides 5070 | 1.71 1.544 t0 1.894 | p<0.001
Previous trauma 2607 | 1.79 1.518 t0 2.100 | p<0.001
Acute trauma 4815 | 2.64 2.441 to 2.852 | p<0.001
Previous hip surgery 2062 | 2.14 1.928 t0 2.381 | p<0.001
DDH 5727 | 0.99 0.808 to 1.207 | p=0.904 (ns)
AVN 8283 | 1.55 1.438 to0 1.669 | p<0.001
Other (inc infection) 7348 | 2.38 2.222 t0 2.547 | p<0.001
Gender (Female) 219,074 | reference
Male 148,449 | 1.49 1.450to 1.532 | p<0.001
Provider type (NHS) 241,544 | reference
NHS treatment centre 13,843 | 0.94 0.868 to 1.007 | p=0.078 (ns)
Independent hospital 94,521 | 0.73 0.702 to 0.754 | p<0.001
Independent TC 17,615 | 0.65 0.598 t0 0.714 | p<0.001
Hip type (Cemented) 157,257 | reference
Uncemented 128,960 | 0.89 0.858 t0 0.919 | p<0.001
Hybrid 54,391 | 0.94 0.904 to 0.979 | p=0.003
Resurfacing 26,915 | 0.55 0.493t0 0.617 | p<0.001
Lead surg grade (Consultant) 300,364 | reference
SpR/ST3-8 33,051 | 0.97 0.924 to 1.009 | p=0.122 (ns)
F1-ST2 375 | 0.85 0.608 to 1.193 | p=0.351 (ns)
Speciality Dr 21,019 | 0.95 0.903t0 0.993 | p=0.024
Other 12,714 | 0.88 0.809 t0 0.962 | p=0.004
(ns) is not significant. Approach is not significant in this model, p=0.520
Approach (Hardinge/lateral/ant-lat) 154,721
Posterior 177,555 p=0.456 (ns)
Anterior 1464 p=0.205(ns)
Trochanteric osteotomy 1499 p=0.348 (ns)
Other 32,284 p=0.885 (ns)
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Table 2: Variables in the model and associated hazard ratios (95% confidence intervals) for over 65s

(valid n=237,791, missing 9500).

Variable (reference variable) n | Hazard ratio 95% ClI p-value
Age at primary (per additional year) 247,291 | 1.10 1.094 to 1.098 | p<0.001
ASA grade (1) 31,164 | reference
2 165,705 | 1.20 1.142 t0 1.260 | p<0.001
3 39,280 | 2.11 2.004 t0 2.231 | p<0.001
4 1563 | 3.66 3.289t0 4.062 | p<0.001
5 79 | 2.64 1.611t04.312 | p<0.001
Diagnosis (OA) 220,467 | reference
Other arthritides 2424 | 1.80 1.604 to 2.015 | p<0.001
Previous trauma 1577 | 1.65 1.383t0 1.977 | p<0.001
Acute trauma 3348 | 2.19 2.005 to 2.396 | p<0.001
Previous hip surgery 1452 | 1.96 1.749to 2.188 | p<0.001
DDH 799 | 0.92 0.745 to0 1.305 | p=0.921 (ns)
AVN 4002 | 1.35 1.238 t0 1.468 | p<0.001
Other (inc infection) 3722 | 1.83 1.684 to 1.984 | p<0.001
Gender (Female) 150,768 | reference
Male 87,023 | 1.55 1.504 to 1.595 | p<0.001
Provider type (NHS) 157,606 | reference
NHS treatment centre 8996 | 0.91 0.837t0 0.982 | p=0.016
Independent hospital 59,107 | 0.73 0.700to 0.756 | p<0.001
Independent TC 12,082 | 0.67 0.609 to 0.735 | p<0.001
Hip type (Cemented) 128,349 | reference
Uncemented 69,720 | 0.93 0.895 to 0.964 | p<0.001
Hybrid 36,770 | 0.96 0.918 to 1.000 | p=0.050
Resurfacing 2952 | 0.62 0.504 to 0.757 | p<0.001
Lead surg grade (Consultant) 186,575 | reference
SpR/ST3-8 24,501 | 0.96 0.918 t0 1.008 | p=0.103 (ns)
F1-ST2 291 | 0.76 0.527 t0 1.106 | p=0.154 (ns)
Speciality Dr 16,577 | 0.95 0.908 to 1.002 | p=0.060 (ns)
Other 9847 | 0.89 0.817 t0 0.978 | p=0.015
(ns) is not significant. Approach is not significant in this model, p=0.336
Approach (Hardinge/lateral/ant-lat) 107,824
Posterior 106,805 p=0.252 (ns)
Anterior 956 p=0.178 (ns)
Trochanteric osteotomy 831 p=0.370 (ns)
Other 21,375 p=0.856 (ns)
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Table 3: Variables in the model and associated hazard ratios (95% confidence intervals) for under

50s (valid n=23,999, missing 905).

Variable (reference variable) n | Hazard ratio 95% ClI p-value
Age at primary (per additional year) 24,904 | 1.03 1.014 to 1.050 p<0.001
ASA grade (1) 11,764 | reference
2 10,832 | 2.41 1.788 to 3.235 p<0.001
3 1331 | 7.13 5.070 to 10.015 p<0.001
4 69 | 30.57 18.269to0 51.144 | p<0.001
5 7 | 0.00 0 to 1.0x10%%° p=0.979 (ns)
Diagnosis (OA) 16,098 | reference
Other arthritides 867 | 0.37 0.150to0 0.914 P=0.031
Previous trauma 292 | 1.67 0.530to0 5.270 P=0.380 (ns)
Acute trauma 288 | 6.14 3.926 to0 9.592 p<0.001
Previous hip surgery 205 | 6.38 3.420to0 11.888 p<0.001
DDH 2848 | 0.92 0.564 to 1.502 p=0.741 (ns)
AVN 1861 | 2.71 1.939t03.785 p<0.001
Other (inc infection) 1544 | 4.92 3.645 t0 6.634 p<0.001
Provider type (NHS) 16,615 | reference
NHS treatment centre 939 | 1.45 0.858 to 2.454 p=0.165 (ns)
Independent hospital 5893 | 0.43 0.292 t0 0.644 p<0.001
Independent TC 556 | 0.68 0.252 to 1.831 p=0.444 (ns)
Hip type (Cemented) 3120 | reference
Uncemented 10,851 | 0.42 0.323t00.524 p<0.001
Hybrid 2819 | 0.45 0.314 to0 0.635 p<0.001
Resurfacing 7213 | 0.24 0.164 to 0.353 p<0.001

(ns) is not significant. Gender, Surgeon Grade and Approach are no

p=0.416, p=0.388 and p=0.361 respectively

t significant in this model,

Gender (Female) 11,381
Male 12,622

Lead surg grade (Consultant) 22,179
SpR/ST3-8 1175 p=0.598 (ns)
F1-ST2 10 p=0.708 (ns)
Speciality Dr 341 p=0.119 (ns)
Other 298 p=0.293 (ns)

Approach (Hardinge/lateral/ant-lat) 7016
Posterior 14,762 p=0.223 (ns)
Anterior 117 p=0.911 (ns)
Trochanteric osteotomy 170 p=0.118 (ns)
Other 1938 p=0.433 (ns)
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Table 4: Updated model output (with IMD included) (valid n=337,062, missing 45,078).

Variable (reference variable) n | Hazard ratio | 95% CI p-value
Age at primary (per additional year) 381,922 | 1.08 1.077 t01.081 p<0.001
ASA grade (1) 69,328
2 222,512 | 1.21 1.149 to 1.269 p<0.001
3 43,471 | 2.32 2.189 to 2.447 p<0.001
4 1649 | 4.52 4.047 to 5.043 p<0.001
5 102 | 2.94 1.765 to 4.880 p<0.001
Diagnosis (OA) 304,600
Other arthritides 4658 | 1.66 1.475 to 1.873 p<0.001
Previous trauma 2427 | 1.51 1.244 t0 1.838 p<0.001
Acute trauma 4308 | 2.65 2.425t0 2.900 p<0.001
Previous hip surgery 1822 | 2.30 2.038 t0 2.596 p<0.001
DDH 5291 | 1.03 0.818 t0 1.286 p=0.826 (ns)
AVN 7402 | 1.56 1.426 to 1.697 p<0.001
Other (inc infection) 6554 | 2.43 2.243to0 2.623 p<0.001
Gender (Female) 201,396
Male 135,666 | 1.53 1.482t0 1.578 p<0.001
Provider type (NHS) 216,415
NHS treatment centre 13,318 | 0.92 0.845 to 1.004 p=0.061 (ns)
Independent hospital 90,474 | 0.74 0.711t0 0.771 p<0.001
Independent TC 16,855 | 0.59 0.531 to 0.653 p<0.001
Hip type (Cemented) 145,392
Uncemented 118,742 | 0.84 0.802 to 0.869 p<0.001
Hybrid 48,513 | 0.87 0.845 t0 0.930 p<0.001
Resurfacing 24,415 | 0.55 0.486 t0 0.628 p<0.001
Lead surg grade (Consultant) 274,874
SpR/ST3-8 30,578 | 0.98 0.928 t0 1.026 p=0.339 (ns)
F1-ST2 358 | 0.97 0.683 to0 1.384 p=0.876 (ns)
Speciality Dr 19,307 | 0.98 0.926 to 1.033 p=0.443 (ns)
Other 11,945 | 0.75 0.669 to 0.824 p<0.001
Approach (Hardinge/lateral/ant-lat) 141,636
Posterior 162,193 | 0.93 0.899 to 0.965 p<0.001
Anterior 1417 | 0.82 0.630to 1.067 p=0.139 (ns)
Trochanteric osteotomy 1445 | 0.51 0.309 to 0.826 p=0.006
Other 30,371 | 1.27 1.213to 1.327 p<0.001
IMD (per additional unit) 350,609 | 1.01 1.005 to 1.008 p<0.001

(ns) is not significant
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