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1 Introduction 

A logic circuit consists of a number of basic computational elements (i.e., gates), and computes a Boolean 
function. In the standard model of a logic circuit, a gate computes AND, OR or NOT function. A 
threshold circuit is a logic circuit consisting of gates computing linear threshold functions: a gate g with 
n input variables has weights w1, w2, ... , Wn with a threshold t, and computes g(x) = sign(区~=l W;X; -t) 
for x = (x1, 四，...,xn) E {O, 1}匹
The computational power of a threshold circuit is well-studied in the literature, and is shown to 
be very expressive even if the size (i.e., the number of gate) is bounded to be a polynomial, and the 
depth to be constant. Even a single threshold gate is able to compute the majority function which the 
standard logic circuit of constant depth needs an exponential size to compute [4]. Also, a threshold 
circuit of a polynomial size and constant depth computes a number of arithmetic functions such as 
addiction, multiplication and division [9]. These results leave us a question: What Boolean function is 
not computable by threshold circuits of polynomial size and constant depth? This is one of the cutting-
edge questions in circuit complexity, and we can not even rule out the possibility that every problem in 
EXPNP is solvable by a threshold circuit of polynomial size and depth 2 (See, for example, the paper [1]). 

Research on biology also motivates a study on threshold circuit, since a threshold gate is traditionally 
considered to be a theoretical model of a biological neuron. As a neuron receive inputs from other neurons, 
and emits an electrical signal (i.e., a spike), a threshold gate receives inputs, and emits the value one. 
Thc aim of this linc of the rcscarch is to find out computational principles of thc brain, and understand 
how the brain carry out interesting and difficult information processing. We focus on a biological fact 
about a neuron: a biological neuron needs more energy to emit a spike than not to transmit one, and 
consequently their computation results from a relatively small number of simultaneously active neurons 
out of a large population in the nervous system [6, 8]. This fact is sometimes called a sparse coding, and 
affects a recent progress of the so-called deep learning method [3, 5, 7]. 
In this paper, we employ the energy complexity as a measure for sparsity, and investigate the com-
putational power of a threshold circuit with sparse activity. For a threshold circuit C, the energy of C is 
defined to be the maximum number of gates outputting "l" in C, where the maximum is taken over all 
the input assignments to C [11]. In the previous research, it turns out that the energy relates to other 
major complexity measures of threshold circuits. In particular, it is known that there exists a Boolean 
function f that any threshold circuit of constant depth and energy n°(l) requires an exponential number 
of gates to compute [12]. This result is shown by the communication complexity argument: they show 
that f has high communication complexity, while every Boolean function computable by a threshold 
circuit of small energy has low communication complexity. Thus, we can apply the lower bound to any 
Boolean function of high communication complexity. 
However, other results on the energy complexity suggests that even low communication complexity 
Boolean function such as then-variable parity function is hard for threshold circuits of small depth and 
energy. In the case of energy e = 1, it is known that any threshold circuit needs size 2n-l to compute [10]. 
Fore 2: 2, there is a lower bound !1(n1/e) on the size of threshold circuit of energy e [13], Although it 
is shown that the parity function is computable by a threshold circuit of size O(en1/(e-1)) and energy 
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e [10], looking into the construction given in [10] shows that their circuit has large depth to have small 
energy. 
There are other good lower bounds for threshold circuits computing the parity function. It is known 
that any threshold circuit of depth d has size (n/2)112(d-l) to compute the parity function [2], and that 

any threshold circuit of depth 2 needs size 0(yn) even to approximate the function [14]. However, these 
results are of energy-independent, and hence do not rule out the possibility that the parity function is 
computable by a threshold circuit of size yn, depth 2 and energy 2. 
Here we show a statement that for any threshold circuit of sizes, depth d and energy e, it holds that 
n/(e2e+d loge n)~logs. This inequality implies that a threshold circuit of constant depth and energy e 
requires size 2°(n/e logパ） to compute the n-variable parity function. Thus, although the parity function 

has low communication complexity, an exponential number of gates is required for threshold circuits of 
small depth and energy. 

2 Definitions 

A threshold gate g is a logic gate computing a linear threshold function of an arbitrary integer z of inputs, 
which is identified by weights w1, w2, ... , wz for the z input variables and a threshold t. We define the 
output g(x) of g as follows: 

g(x) = { 1 if旦皿叫::>:t; 

゜
otherwise. 

A threshold circuit C is a feedforward circuit consisting of threshold gates, and is expressed by a directed 
acyclic graph. Let n be the number of inputs to C, then C has n input nodes of in-degree 0, each of which 
corresponds to one of then input variables x1, x2, ... Xn, while the other nodes correspond to threshold 
gates. The inputs to a gate g in C consists of the inputs x1, 四，．．五 andthe outputs of some gates 
directed tog. 
We define the size s of a circuit C as the number of gates, and denoted by 91, 92, ... , 9s the gates 
in C where the gates are numbered in the topological order on the underlying directed acyclic graph of 
C. We regard the output 98(x) of 98 as the output C(x) of C, that is, C(x) = 98(x) for every input 
xE{0,1}匹 Athreshold circuit C computes a Boolean function f : {O, l}n→ {O, 1} if C(x) = J(x) for 
every x E {O, 1 }n. We say that a gate 9;, 1 :Si :S s, is in the l-th layer of a circuit C if there are l gates 
(including 9;) on the longest path from an input node to 9; in the underlying graph of a circuit C. The 
depth d of C is the number of gates on the longest path to the output gate 9s• We define the ener9y e of 
C as e = maxxE{O,l}n I::=l 9;(x). 
For every x = (x1心2,... , Xn) E {O, 1 }n, then-variable parity function PA恥 isdefined to be 

PA恥 (x)= { 

3 Lower Bound 

1 

゜
if X1十四十...十凸 isodd; 

if otherwise. 

Theorem 1. If a threshold circuit of size s, depth d and energy e computes PA恥 (orits complement}, 
then it holds that n / (e2e+d loge n) <::: logs. 

The proof of the theorem proceeds by induction on the energy and depth: For a circuit C of size s, depth 
d, energy e, we give a procedure that reduces either depth or energy by fixing part of the input variables. 
In particular, we use the following lemma to reduce the energy. For a threshold gate g of n variables, we 
define S1(g) = {x E {O, l}n I g(x) = 1}. 

Lemma 1. For any threshold gate g with n input variables, there exists I C:: {1, 2, ... , n} and b E 
{O, 1 }ln]¥I satisfying log IS1 (g) I/ log n <::: III such that, by fixing the variables for [n]¥I to b, g outputs one 
for every a E {O, lf. 
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It is well-known that we can force any threshold gate to be constant either zero or one by fixing at most 
half of input variables [9], but the above lemma states that if S1 (g) is large, we can force g to be the 
constant one, while we leave a certain number of input variables. We then show that one of the following 
events must occur: (i) no gate in the first layer outputs one for inputs in a large Boolean cube; (ii) some 
gate in the first layer outputs one for a large number of inputs. Thus, by fixing appropriate set of input 
variables, we can obtain a circuit C'of depth d -1 for (i), or a circuit C'of energy e -1 for (ii), where 
C'computes PARn'or its complement, and n'is sufficiently large for our statement. 
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