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A B S T R A C T

Future acidification of coastal seas will depend not only on the development of atmospheric CO2 partial pressure
(pCO2), but also on changes in the catchment areas, exchange with the adjacent ocean, and internal cycling of
carbon and nutrients. Here we use a coupled physical-biogeochemical Baltic Sea model to quantify the sensitivity
of pH to changes both in external forcing and internal processes. The experiments include changes in runoff,
supply of dissolved inorganic carbon (DIC) and total alkalinity (AT), nutrient loads, exchange between the Baltic
and North Seas, and atmospheric pCO2. We furthermore address the potential different future developments of
runoff and river loads in boreal and continental catchments, respectively. Changes in atmospheric pCO2 exert the
strongest control on future pH according to our calculations. This CO2-induced acidification could be further
enhanced in the case of desalination of the Baltic Sea, although increased concentrations of AT in the river runoff
due to increased weathering to some extent could counteract acidification. Reduced nutrient loads and pro-
ductivity would reduce the average annual surface water pH but at the same time slightly increase wintertime
surface water pH (the annual pH minimum). The response time of surface water pH to sudden changes in
atmospheric pCO2 is approximately one month, whereas response times to changes in e.g. runoff and AT/DIC
loads are more related to residence times of water and salt (> 30 years). It seems unlikely that the projected
future increase in atmospheric pCO2 and associated pH reduction could be fully counteracted by any of the other
processes addressed in our experiments.

1. Introduction

The pH decrease in open ocean surface waters due to increasing
atmospheric pCO2 is quite predictable (e.g. Doney et al., 2009), in
contrast to coastal seas where there are no uniform pH trends
(Carstensen and Duarte, 2019). The reason is that in coastal seas, pH
can change in response to changes in the adjacent catchment. Such
processes include changes in precipitation patterns and hydrology,
weathering and liming activities in the catchment that can modify the
acid buffering capacity (expressed by AT), and changing nutrient loads
and production/respiration patterns. In the open ocean, changes in
these processes are normally very slow compared to the rate of CO2

change, whereas in coastal seas, they can change on approximately the
same time-scale as the atmospheric CO2 level or even faster (Carstensen
and Duarte, 2019). This means that pH (and the other parameters of the
carbonate system) can be considerably more dynamic and un-
predictable in coastal seas than in the open ocean.

The Baltic Sea is a good example of a coastal sea where the above-
mentioned processes have indeed been observed to change over the
past decades and longer time-scales. Decadal trends in salinity are for

example well described based on observations dating back to the late
19th century (Fonselius and Valderrama, 2003; Gustafsson and
Stigebrandt, 2007; Mohrholz, 2018). In addition to the natural varia-
bility of Baltic Sea salinity dynamics, an overall increase in precipita-
tion and runoff is projected for the coming century as a result of climate
change (e.g. Saraiva et al., 2019), resulting in a lower proportion of
North Sea water and thus a reduced salinity in the brackish Baltic Sea. A
lower proportion of North Sea water would also influence AT in the
Baltic Sea since North Sea water has typical ocean AT concentrations
(~2250 μmol kg−1; see Section 2.3), which is much higher than the
average Baltic Sea AT of approximately 1530 μmol kg−1 (calculated by
dividing the total AT pool of ~33,000 Gmol (Gustafsson et al., 2014) by
the total water volume of ~21,600 km3).

For most Swedish rivers, there are monitoring data of water prop-
erties and runoff dating back to the early 1970s (Sun et al., 2017).
These data show an overall increase in AT loads to the Baltic Sea de-
coupled from runoff variations – the flow-normalized AT loads from
Swedish rivers increased by approximately 21% over the period
1985–2012 (Gustafsson et al., 2019a, 2019b). This could be explained
by changes in weathering rates or possibly also by liming in the
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catchments. Such long-term observational time-series are not generally
available for other Baltic Sea catchments, but the Swedish data never-
theless give an indication of potential AT changes related to activities on
land. However, based on observations the annual AT loads from
Swedish rivers is on average approximately 42 Gmol (Gustafsson et al.,
2019a, 2019b), and thus only a small fraction of the total AT load to the
Baltic Sea (see Table 1).

Human activities on land can also be exemplified by large-scale
changes in crop and livestock production and use of industrial fertilizers
in Baltic Sea catchments over the past century (and ongoing). This led
to a massive increase of nutrient loads to the sea in particular in the
period ~1950–1990, followed by a gradual decrease in recent decades
primarily as a result of wastewater treatment efforts (Gustafsson et al.,
2012). Changes in productivity influence pH both by CO2 assimilation/
respiration and by production and consumption of AT related to nu-
trient uptake by primary producers as well as aerobic and anaerobic
mineralization processes (e.g. Wolf-Gladrow et al., 2007; Krumins et al.,
2013). In stratified water bodies like the Baltic Sea, production and
respiration processes can in addition be spatially separated, potentially
leading to contrasting pH trends in surface and deep water, respectively
(Cai et al., 2011; Carstensen and Duarte, 2019).

Strong horizontal salinity gradients characterize the brackish Baltic
Sea, with almost limnic conditions in the far north but in contrast al-
most oceanic conditions in the entrance area (e.g. Leppäranta and
Myrberg, 2009). The Baltic Sea carbonate system is also characterized
by large horizontal gradients, partly related to the salinity gradients
(proportions of high-AT North Sea water), but also to river water
properties that can differ largely depending on characteristics of the
various catchments (Beldowski et al., 2010; see also Section 4.4.1).
Such region-dependent carbonate system particularities will be dis-
cussed, although our analyses will mainly focus on the Gotland Sea
(sub-basin 9, Fig. 1), which is the largest sub-basin of the Baltic Sea and
representative for central Baltic or Baltic Proper conditions.

Projections of future pH, AT, and oxygen concentrations in the Baltic
Sea have been explored for specific scenarios by Omstedt et al. (2012),
including the impacts of land-use and nutrient load changes as well as
climate change. It can however be challenging to separate effects re-
lated to changes in freshwater balance and temperature, changes in
nutrient loads and productivity, changes in atmospheric pCO2, and
changes in weathering rates – processes that typically change simulta-
neously but more or less independently. In the present study, the factors
that influence pH in the Baltic Sea will be examined by means of sen-
sitivity experiments using the process-based BALTSEM model (see
Section 2.1). Our main objectives are to 1. identify key processes that
control pH in the Baltic Sea, 2. quantify possible future pH change and
range, and 3. discuss pH sensitivity and also response times to changes
in the processes that control pH.

2. Material and methods

In this section, we describe first the model used for our analyses
(Section 2.1), followed by a description of how the model simulations
were constructed (Section 2.2), then a description of a reference model
simulation (to which the other sensitivity experiments will be com-
pared) (Section 2.3), and finally a description of how the different pH
influencing factors will be addressed by means of sensitivity experi-
ments (Sections 2.4–2.5).

2.1. The BALTSEM model

BALTSEM (Baltic Sea long-term large-scale eutrophication model) is
a coupled physical-biogeochemical model employing a basin-scale ap-
proach with 13 different sub-basins that are described as horizontally
homogenous but with a vertical resolution of approximately 1 m
(Fig. 1). The model has been described and thoroughly validated in
numerous publications, focusing on e.g. physical processes (Gustafsson,
2000, 2003), eutrophication, nutrient cycling, and oxygen dynamics
(Gustafsson et al., 2012, 2017; Savchuk et al., 2012; Meier et al., 2018;
Murray et al., 2019), or the carbonate system (Gustafsson et al., 2014,
2015, 2019a, 2019b). BALTSEM has been demonstrated to reasonably
well reproduce observed salinity, temperature, oxygen and nutrient
concentrations, as well as productivity patterns (Gustafsson et al., 2012,
2017; Savchuk et al., 2012), and also carbonate system parameters such
as pH and AT (Gustafsson, 2013; Gustafsson et al., 2015, 2019a, 2019b).
In particular, detailed comparisons between observed and simulated

Table 1
Average values of external forcing parameters in the REF simulation (model run
#1): atmospheric pCO2, Baltic Sea mean air temperature, total runoff, total
loads, and ocean boundary concentrations of AT and DIC.

Parameter Value Unit

Atmospheric pCO2 416 μatm
Air temperature 6.2 °C
River runoff 493 km3 year−1

AT land load 810 Gmol year−1

DIC land load 887 Gmol year−1

N load (land + atmosphere) 905 ktons year−1

P load (land + atmosphere) 30 ktons year−1

Ocean boundary AT 2250a μmol kg−1

Ocean boundary DIC 2080a μmol kg−1

a Computed for salinity = 34 (see text in Section 2.3).

Fig. 1. Sub-basin division of the Baltic Sea in BALTSEM: 1. Northern Kattegat
(NK), 2. Central Kattegat (CK), 3. Southern Kattegat (SK), 4. Samsø Belt (SB), 5.
Fehmarn Belt (FB), 6. Öresund (OS), 7. Arkona Basin (AR), 8. Bornholm Basin
(BN), 9. Gotland Sea (GS), 10. Bothnian Sea (BS), 11. Bothnian Bay (BB), 12.
Gulf of Riga (GR), 13. Gulf of Finland (GF).
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carbonate system parameters are included in Gustafsson (2013),
whereas comparisons between simulated and observed AT in surface
and deep water of major Baltic Sea sub-basins are shown in Gustafsson
et al. (2019a, 2019b).

BALTSEM simulates salinity, temperature, dissolved oxygen, dis-
solved inorganic and organic nutrients and carbon, detrital nutrients
and carbon, AT, three phytoplankton groups, and one bulk state vari-
able for the heterotroph community. Model state variables are listed in
Table A1 (Appendix A1). Cycling of carbon and nutrients is illustrated
in Fig. A1 (Appendix A1). The carbonate system can be characterized by
four parameters; DIC, AT, hydrogen ion concentration (expressed as
pH), and pCO2. If two of these parameters are known (in our case DIC
and AT), the other two can be calculated. A brief description of these
four variables is available in Appendix A2 (detailed descriptions are
available in e.g. Dickson et al. (2007)). Most biogeochemical processes
related to pelagic and sedimentary cycling of N, P, and sulfur (S) either
consume or produce AT. The stoichiometry of primary production and
mineralization processes – and the impact on AT – is listed in Table A2
(Appendix A3).

2.2. Experimental setup

As mentioned in the introduction, pH can change because of other
processes than just the CO2 effect, leading to non-uniform and un-
predictable long-term pH trends in coastal seas (Carstensen and Duarte,
2019). One main incentive for the different sensitivity experiments in
this study is to single out just one or a couple of pH influencing factors
at the time, and then to quantify the associated pH sensitivity. Model
settings for the sensitivity experiments are described in Section 2.2.1.

All model simulations were run over a period of 300 years: the first
200 years were used as spin-up time so that the results presented in
Sections 3–4 are from the last 100 years of the various simulations. The
residence time for water and salt is approximately 35 years (Stigebrandt
and Gustafsson, 2003), whereas the residence times for nitrogen (N)
and phosphorus (P) are approximately 10 and 50 years respectively
(Gustafsson et al., 2017). Using a 200-year spin-up time thus means that
the model has reached a quasi-steady state (only “quasi” since there is a
natural variability in the physical forcing, see Section 2.2.1).

2.2.1. Sensitivity experiments
In these scenarios we use non-climate change statistical forcing data

for atmospheric conditions, river runoff, and boundary conditions. This
means that it will be possible to address the impacts of e.g. different
nutrient loads or atmospheric pCO2 levels without simultaneously ac-
counting for the impact of climate change (i.e., changes in temperature,
precipitation patterns, etc.). To this end, a set of 11 different scenarios
with non-climate change statistical forcing was constructed:

The statistical forcing was based on reconstructed forcing for the
period 1850–2006 (Gustafsson et al., 2012) in order to simulate a
natural variability of physical drivers. These original time-series were
as a first step sliced, and these slices were then put together by random
selection (but originating from the same time of the year within a 3-
month interval). In order to avoid unrealistic sea level jumps, the ori-
ginal time-series were sliced at each instance of zero sea level at the
open ocean boundary. The method used to construct forcing files for
our 11 non-climate change scenarios has previously been described by
Ehrnsten et al. (2020). At the open ocean boundary, the same con-
centration for each model state variable was repeated each year, but
with a seasonality based on observations in the period 1980–2006.
Furthermore, there are no long-term trends in the external loads of
nutrients, carbon, and AT in these scenarios. Instead we use constant
riverine AT and DIC (see Section 2.3), and a constant atmospheric de-
position of oxidized sulfur (an AT sink) based on data by Claremar and

Rutgersson (2017). We also use constant land loads and atmospheric
depositions of inorganic and organic N and P constituents, as well as
land loads of dissolved silica.

2.3. Reference model simulation

In the reference model simulation (REF), we use the physical forcing
(including e.g. weather data and river runoff) from one specific reali-
zation of the non-climate change scenarios described in Section 2.2.1.
The sensitivity model simulations described in Section 2.4 will be
compared to this REF simulation.

At the Barrow Station in Alaska, the annual mean atmospheric pCO2

was approximately 410 μatm as of 2018 (Barrow Atmospheric Baseline
Observatory data, https://www.esrl.noaa.gov/gmd/obop/brw/). In the
Baltic Sea area, the atmospheric pCO2 is similar to that observed at
Barrow Station, but on average about 3 μatm higher (Schneider, 2011).
Furthermore, the contemporary increase in atmospheric pCO2 is ap-
proximately 2 μatm per year. For those reasons, we use an atmospheric
pCO2 of about 416 μatm (present-day Baltic Sea mean) throughout the
REF simulation.

Constant seasonal cycles are used for concentration profiles at the
ocean boundary as described in Section 2.2.1. Concentrations of AT and
DIC at the boundary are calculated as functions of salinity (salinity at
the ocean boundary varies depending on season and depth) according
to AT = 27 ∗ salinity + 1330 (μmol kg−1) and DIC = 27 ∗ sali-
nity + 1160 (μmol kg−1). These linear relations were found by model
calibration calculations (Gustafsson, 2013). A comparison between si-
mulated and observed concentrations is indicated in Fig. S1 (Supporting
information).

All external loads are kept at uniform levels throughout the simu-
lation (i.e., no trends over time). Supplies (land loads + atmospheric
depositions) of N and P respectively are average loads from the period
2012–2014 (HELCOM, 2018). Land loads of AT and DIC are based on
observations in the period 1996–2000 (see Table S1 in the Supporting
information of Gustafsson et al. (2015)). However, these loads are not
sufficient to reproduce observed AT and DIC in the Baltic Sea. For that
reason, Gustafsson et al. (2019b) calibrated the so called “unresolved
AT sources” (that could represent unknown/underestimated riverine
sources and/or unresolved biogeochemical processes) that were ne-
cessary to reproduce observed AT (see Table 5 in Gustafsson et al.,
2019b). In the present study we shall for simplicity assume that all of
the unresolved AT sources are in the form of underestimated river loads
(although Gustafsson et al. (2019b) estimated that up to 18% of the
unresolved source in the Baltic Proper could be a result of pyrite burial,
a process that is not included in BALTSEM). Since both AT and DIC
largely consist of bicarbonate, we also add an equally large additional
riverine source of DIC. The average land loads of AT and DIC as well as
other forcing parameters used in the REF simulation are indicated in
Table 1.

2.4. Factors addressed in the sensitivity experiments

Here follows a description of the different factors addressed in the
sensitivity experiments. The modifications in these simulations com-
pared to the REF simulation are summarized in Table 2.

2.4.1. Atmospheric pCO2

In these experiments, we shall examine the differences in pH when
forcing the model with either pre-industrial (280 μatm) or present-day
pCO2 (416 μatm) throughout the model simulations. We shall further
examine the CO2-induced pH change by forcing the model with either
550 or 950 μatm atmospheric pCO2. These are the approximate values
of atmospheric pCO2 by the year 2100 if either the RCP (Representative
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Concentration Pathways) 4.5 or RCP 8.5 scenario, respectively, are
realized (van Vuuren et al., 2011).

2.4.2. Air temperature
In these experiments, the air temperatures used in the REF simula-

tion will be modified by −1 °C, −2 °C, +1 °C, or +2 °C, with no other
changes in atmospheric forcing.

2.4.3. Runoff
In these experiments, the river runoff used in the REF simulation

will be modified by −10%, −20%, +10%, or +20%, without chan-
ging the land loads of nutrients, DIC, and AT. Thus, in this scenario we
only examine the consequences of changing the freshwater balance, or
in other words the relative proportion of North Sea water in the Baltic
Sea. The runoff changes are here modelled as uniform for all Baltic Sea
catchments.

2.4.4. External supply of DIC and AT
In these experiments, the land loads of DIC and AT used in the REF

simulation will be modified by −10%, −20%, +10%, or +20%
without corresponding changes in runoff. These scenarios would thus
correspond to changes in riverine concentrations of AT and DIC induced
for example by changes in weathering rates (see Section 4.4).

2.4.5. Runoff and external supply of DIC and AT
In these experiments, the river runoff and land loads of DIC and AT

used in the REF simulation will be modified by −10%, −20%, +10%,
or +20%. These scenarios would thus correspond to changes in river

runoff, but keeping the riverine concentrations of AT and DIC constant.

2.4.6. North-south gradients in precipitation patterns
In these experiments, the runoff and also the land loads of AT and

DIC to the Bothnian Sea and Bothnian Bay (BS and BB, see Fig. 1) will
be increased by either 10 or 20%, but at the same time the runoff and
AT and DIC loads to the Bornholm Basin (BN), the Gotland Sea (GS), and
the Gulf of Riga (GR) will be decreased by either 10 or 20%. The pur-
pose is to examine the potential pH change related to contrasting future
precipitation trends in northern and southern parts of the Baltic Sea
(see further discussion in Section 4.4.1). In order to distinguish the
effect of modified AT and DIC supplies from the salinity effect (by
changing runoff), two additional sensitivity experiments will be per-
formed where only the land loads of AT and DIC to these sub-basins will
be changed without corresponding changes in runoff.

2.4.7. Nutrient loads
In these experiments, the land loads of N and P used in the REF

simulation will be modified without corresponding changes in runoff.
In the REF simulation, the N and P loads are based on observations from
2012 to 2014 as described above (Section 2.3). That scenario shall be
compared to simulations where we use either 1. the maximum allow-
able loads according to the Baltic Sea Action Plan (BSAP), which are the
desired future N and P loads that could eventually restore the Baltic Sea
to a state unaffected by eutrophication issues (HELCOM, 2013), or 2.
average loads based on observations in the period 1997–2003 (HEL),
which is a reference period often referred to in the context of recent
nutrient load reductions (HELCOM, 2015), or finally 3. average loads

Table 2
Average values of the external forcing parameters that are modified in the different sensitivity experiments (see also text in Section 2.4).

Model run Factor addressed Case Value Unit

#2 Atmospheric pCO2 Pre-industrial 280 μatm
#3 Atmospheric pCO2 RCP 5.5, year 2100 550 μatm
#4 Atmospheric pCO2 RCP 8.5, year 2100 950 μatm
#5 Air temperature REF − 1 °C 5.2 °C
#6 Air temperature REF − 2 °C 4.2 °C
#7 Air temperature REF + 1 °C 7.2 °C
#8 Air temperature REF + 2 °C 8.2 °C
#9 River runoff REF − 10% 444 km3 year−1

#10 River runoff REF − 20% 395 km3 year−1

#11 River runoff REF + 10% 543 km3 year−1

#12 River runoff REF + 20% 592 km3 year−1

#13 AT/DIC land loads REF − 10% 729/798 Gmol year−1

#14 AT/DIC land loads REF − 20% 648/710 Gmol year−1

#15 AT/DIC land loads REF + 10% 891/976 Gmol year−1

#16 AT/DIC land loads REF + 20% 972/1064 Gmol year−1

#17 N/P loads (land + atm.) BSAP 796/20 ktons year−1

#18 N/P loads (land + atm.) HEL 1050/37 ktons year−1

#19 N/P loads (land + atm.) HIGH 1330/68 ktons year−1

#20 Ocean boundary AT/DIC REF − 10% 2020/1870a μmol kg−1

#21 Ocean boundary AT/DIC REF − 20% 1800/1660a μmol kg−1

#22 Ocean boundary AT/DIC REF + 10% 2470/2290a μmol kg−1

#23 Ocean boundary AT/DIC REF + 20% 2700/2490a μmol kg−1

#24 Runoff, AT/DIC loads REF − 10% 444, 729/798 km3 year−1, Gmol year−1

#25 Runoff, AT/DIC loads REF − 20% 395, 648/710 km3 year−1, Gmol year−1

#26 Runoff, AT/DIC loads REF + 10% 543, 891/976 km3 year−1, Gmol year−1

#27 Runoff, AT/DIC loads REF + 20% 592, 972/1064 km3 year−1, Gmol year−1

#28 DIC land loads REF − 10% 798 Gmol year−1

#29 DIC land loads REF − 20% 710 Gmol year−1

#30 DIC land loads REF + 10% 976 Gmol year−1

#31 DIC land loads REF + 20% 1064 Gmol year−1

#32 Runoff, AT/DIC land loads BS, BB + 10%; BN, GS, GR − 10% 498, 759/837 km3 year−1, Gmol year−1

#33 Runoff, AT/DIC land loads BS, BB + 20%; BN, GS, GR − 20% 502, 708/788 km3 year−1, Gmol year−1

#34 AT/DIC land loads BS, BB + 10%; BN, GS, GR − 10% 759/837 Gmol year−1

#35 AT/DIC land loads BS, BB + 20%; BN, GS, GR − 20% 708/788 Gmol year−1

a Computed for salinity = 34 (see text in Section 2.3).
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from 1980 to 1990 (HIGH) which is the period when loads to the Baltic
Sea peaked (Gustafsson et al., 2012).

2.4.8. Concentrations at the ocean boundary
In these experiments, the ocean boundary concentrations of DIC and

AT used in the REF simulation will be modified by −10%, −20%,
+10%, or +20% without corresponding changes in salinity. Such
changes could in theory be related to changes in the oceanic soft-tissue
and carbonate pumps (see Section 4.6).

2.5. Response times

In these experiments, we investigate the time it takes for the car-
bonate system parameters to respond and adjust to changes in model
forcing by first running the REF scenario for 200 years, then in-
stantaneously changing one forcing factor and running the model for
another 100 years (keeping the adjusted forcing throughout the model
run). This means that the response time experiments presented below
(Section 4.7) all start from identical initial conditions, and in addition
at a point in time where the model has reached a quasi-steady state (as
discussed in Section 2.2). The factors addressed here will be:

1. Instantaneous change from pCO2 in the REF simulation (Table 1) to
pCO2 values in either the pre-industrial or RCP 8.5 simulations,
respectively (Table 2).

2. Instantaneous increase in runoff by either 10 or 20% compared to
the REF simulation.

3. Instantaneous increase in land loads of AT and DIC by either 10 or
20% compared to the REF simulation.

4. Instantaneous change from nutrient loads in the REF simulation to
nutrient loads in either the BSAP or HIGH simulations, respectively
(Table 2).

5. Instantaneous increase in AT and DIC concentrations at the ocean
boundary by either 10 or 20% compared to the REF simulation.

3. Results

3.1. “Natural” variability

The “natural” variability in terms of e.g. salinity, temperature, and

carbonate system parameters is addressed by comparing the 11 dif-
ferent non-climate change scenarios (described in Section 2.2.1). Fig. 2
indicates average properties in Gotland Sea surface water based on the
last 100 years of these simulations. The standard deviations in Fig. 2
indicate differences between annual average time-series of the different
scenarios (seasonal variations are typically very large compared to
inter-annual variations, see Fig. 3). From these 11 scenarios, we find the
following average properties for Gotland Sea surface water: sali-
nity = 6.82 ± 0.09, temperature = 7.33 ± 0.06 (°C),
AT = 1559 ± 9.8 (μmol kg−1), DIC = 1515 ± 9.2 (μmol kg−1),
pCO2 = 419.6 ± 0.50 (μatm), and pH = 8.00 ± 0.002.

3.2. Reference model simulation

One of the non-climate change scenarios was used for the REF si-
mulation. In this scenario, the average surface water AT and DIC con-
centrations (1560 and 1516 respectively, see Table 3) are very similar
to the average concentrations based on all 11 scenarios described in
Sections 2.2.1 and 3.1.

Fig. 4 illustrates the differing surface water properties between
different sub-basins of the system according to the REF simulation.
Particularly noteworthy here are the large differences in e.g. AT con-
centrations in the Bothnian Sea, the Gulf of Riga, and the Gulf of Fin-
land (GF, see Fig. 1) in spite of similar salinities – a result of different
river water properties related to bedrock characteristics of the catch-
ments, i.e., granite or limestone dominated (see e.g. Beldowski et al.,
2010). We also observe considerable differences in pH and DIC levels
between the different sub-basins – a consequence of AT concentrations
(see further discussions in Section 4.4). The seasonal developments of
pCO2 and pH in the different sub-basins reflect wintertime nutrient
concentrations and productivity (i.e., CO2 uptake) (see further discus-
sions in Section 4.5).

3.3. Sensitivity experiments

Here we present results from the sensitivity experiments described
in Section 2.4, i.e., the experiments addressing changes in only one pH-
influencing parameter at a time. Table 3 shows average salinity, AT and
DIC concentrations, and pH in Gotland Sea surface water. Results are
presented first from the REF simulation (Section 2.3) and then from the

Fig. 2. Simulated salinity, temperature, AT, DIC, pCO2, and pH in the Gotland Sea surface water indicating annual average values (black lines) ± standard deviation
of these annual averages (shaded areas) from the last 100 years of the different statistical forcing scenarios (see Section 2.2.1).

E. Gustafsson and B.G. Gustafsson Journal of Marine Systems 211 (2020) 103397

5



various sensitivity experiments, indicating also the differences in pH
between the REF simulation and the various sensitivity experiments.

Compared to the REF simulation, the largest long-term mean pH
increase in Gotland Sea surface water occurs in the case where we use
pre-industrial instead of present-day atmospheric pCO2

(ΔpH = +0.16). The largest pH reduction (ΔpH = −0.35) occurs in
the case where the atmospheric pCO2 is on average 950 μatm – more
than a doubling of the present-day value. The long-term pH response to
a modified temperature by ± 1–2 °C is small (ΔpH = ± 0.01), whereas
a larger effect is seen from changes in runoff by ± 10–20%

Fig. 3. Simulated salinity, temperature (°C), AT (μmol kg−1), DIC (μmol kg−1), pCO2 (μatm), and pH in Gotland Sea surface water (from the last 100 years of the REF
simulation, see Section 2.3), showing model output every 5 days (gray), and annual average values (black) respectively.

Table 3
Average values of Gotland Sea surface water salinity, temperature, DIC (μmol kg−1), AT (μmol kg−1), pCO2 (μatm), and pH in different sensitivity experiments
(Section 2.4) as well as the pH difference (ΔpH) between the REF simulation (Section 2.3) and the sensitivity experiments (comparing average values from the last
100 years of the respective simulations). A sense of the order of magnitude of the pH change can be obtained by comparing with the estimated long-term variability
of ± 0.002 derived in Section 3.1.

Run Factor addressed Case Salinity T AT DIC pCO2 pH ΔpH

#1 None REF simulation 6.73 7.31 1560 1516 419.9 8.01 NA
#2 Atmospheric pCO2 Pre-industrial 6.73 7.31 1560 1491 287.1 8.16 0.16
#3 Atmospheric pCO2 RCP 5.5, year 2100 6.73 7.31 1560 1534 552.4 7.89 −0.11
#4 Atmospheric pCO2 RCP 8.5, year 2100 6.73 7.31 1560 1573 952.1 7.66 −0.35
#5 Air temperature REF − 1 °C 6.53 6.44 1544 1504 421.6 8.00 −0.01
#6 Air temperature REF − 2 °C 6.22 5.64 1522 1486 426.9 7.99 −0.01
#7 Air temperature REF + 1 °C 6.86 8.18 1573 1524 419.1 8.01 0.00
#8 Air temperature REF + 2 °C 6.95 9.06 1583 1531 418.6 8.02 0.01
#9 River runoff REF − 10% 7.57 7.32 1678 1626 420.3 7.99 0.02
#10 River runoff REF − 20% 8.51 7.33 1808 1747 420.8 8.01 0.04
#11 River runoff REF + 10% 5.98 7.30 1455 1416 419.0 7.96 −0.02
#12 River runoff REF + 20% 5.32 7.29 1359 1326 418.5 7.94 −0.03
#13 AT/DIC land loads REF − 10% 6.73 7.31 1449 1410 418.6 7.95 −0.03
#14 AT/DIC land loads REF − 20% 6.73 7.31 1339 1303 417.2 7.91 −0.06
#15 AT/DIC land loads REF + 10% 6.73 7.31 1671 1622 421.3 8.00 0.03
#16 AT/DIC land loads REF + 20% 6.73 7.31 1782 1727 422.7 8.02 0.05
#17 N/P loads (land + atm.) BSAP 6.73 7.31 1557 1517 425.2 7.97 −0.01
#18 N/P loads (land + atm.) HEL 6.73 7.31 1562 1514 416.0 7.98 0.01
#19 N/P loads (land + atm.) HIGH 6.73 7.31 1566 1500 396.2 8.03 0.05
#20 Ocean AT/DIC REF − 10% 6.73 7.31 1516 1473 419.6 7.96 −0.01
#21 Ocean AT/DIC REF − 20% 6.73 7.31 1472 1431 419.3 7.95 −0.02
#22 Ocean AT/DIC REF + 10% 6.73 7.31 1605 1558 420.2 7.99 0.01
#23 Ocean AT/DIC REF + 20% 6.73 7.31 1649 1601 420.6 8.00 0.02
#24 Runoff, AT/DIC land loads REF − 10% 7.57 7.32 1561 1514 418.7 8.00 −0.01
#25 Runoff, AT/DIC land loads REF − 20% 8.51 7.33 1561 1512 417.4 7.99 −0.02
#26 Runoff, AT/DIC land loads REF + 10% 5.98 7.30 1560 1517 420.3 8.02 0.01
#27 Runoff, AT/DIC land loads REF + 20% 5.32 7.29 1559 1519 420.9 8.03 0.02
#28 DIC land loads REF − 10% 6.73 7.31 1560 1515 414.8 8.01 0.01
#29 DIC land loads REF − 20% 6.73 7.31 1560 1514 409.7 8.02 0.01
#30 DIC land loads REF + 10% 6.73 7.31 1560 1517 425.0 8.00 −0.01
#31 DIC land loads REF + 20% 6.73 7.31 1560 1517 430.1 8.00 −0.01
#32 Runoff, AT/DIC land loads BS, BB + 10%; BN, GS, GR − 10% 6.65 7.31 1477 1436 418.4 7.99 −0.02
#33 Runoff, AT/DIC land loads BS, BB + 20%; BN, GS, GR − 20% 6.57 7.30 1394 1357 416.8 7.96 −0.04
#34 AT/DIC land loads BS, BB + 10%; BN, GS, GR − 10% 6.73 7.31 1488 1447 419.0 7.99 −0.02
#35 AT/DIC land loads BS, BB + 20%; BN, GS, GR − 20% 6.73 7.31 1416 1377 418.0 7.97 −0.04
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(ΔpH = ± 0.02–0.04). Changes in the riverine AT and DIC con-
centrations by ± 10–20% result in pH changes in a range
ΔpH = ± 0.02–0.06, whereas changes in oceanic AT and DIC con-
centrations by ± 10–20% result in a comparatively small pH change
(ΔpH = ± 0.01–0.02). In the BSAP case, with reduced nutrient loads,
the long-term mean pH in Gotland Sea surface water is marginally
smaller than in the REF case (ΔpH = −0.01), whereas in the HIGH case
with substantially larger nutrient loads than in REF, the annual mean
pH is enhanced by 0.05 units compared to REF. The results and their
implications are further discussed in Sections 4.2–4.7.

4. Discussion

4.1. Uncertainties associated with the modelling approach

There are two main sources of uncertainty in our model simulations
of carbonate system parameters: 1. The description of biogeochemical
processes, and 2. The magnitudes of external sources.

When it comes to biogeochemical processes, there are a couple of
known problems related to productivity and CO2 assimilation. Based on
comparisons with observations, the simulated net production appears
to be underestimated (particularly in the northern sub-basins but also in
the Baltic Proper) in spite of observed wintertime nutrient concentra-
tions being well reproduced by the model (Savchuk et al., 2012). This
can at least partly be explained by an underutilization of bioavailable
nutrients above the permanent halocline (Eilola et al., 2011). Under-
utilized nutrient assimilation is also reflected by an underestimated
pCO2 drawdown and underestimated pH increase in the surface layer
during the productive season (Gustafsson et al., 2015). BALTSEM in-
cludes a 20% excessive CO2 uptake by autotrophs (compared to cellular
C:N:P ratios), but the model still fails to reproduce the observed range
of seasonal pCO2 and pH variations in the surface layer (Gustafsson
et al., 2015). Model experiments indicate that the seasonality of pCO2

and pH can be improved if a flexible cell stoichiometry for the auto-
trophs is allowed (Kreus et al., 2015; Fransner et al., 2018), but this is

for the time being not an option in BALTSEM where autotrophs instead
have fixed cellular C:N:P ratios.

As described in Section 2.3, the AT sources (external and internal)
that are required to reproduce observed AT concentrations in the Baltic
Sea are not fully understood. In this study we included the calibrated
unresolved AT sources by Gustafsson et al. (2019b) as additional river
loads, although a fraction of the unresolved source could be a result of
pyrite burial (Gustafsson et al., 2019a, 2019b). Another open question
is the possible contribution from submarine groundwater discharge
(Gustafsson et al., 2014). As discussed in some detail below (Section
4.5.1), there is over longer time-scales an upper limit for AT generation
coupled to nutrient cycling (although short-term variations could be
comparatively large depending on variations in the hypoxic and anoxic
bottom areas). It would thus appear reasonable to assume that under-
estimated/unknown external AT sources rather than internal generation
comprise the main bulk of the unresolved AT source.

What is also worth emphasizing here is that the results are from one
model only. BALTSEM has been compared to other coupled physical-
biogeochemical Baltic Sea models in prior studies (Eilola et al., 2011;
Meier et al., 2018), but these comparisons did not include the carbonate
system.

4.2. Atmospheric pCO2

In this “pure” ocean acidification case (i.e., pH being changed only
by changing the atmospheric pCO2), the pH response to changing at-
mospheric pCO2 (model experiments #2–4, Table 2) is indeed pre-
dictable. Using the mean surface water temperature, salinity, AT (see
Table 3), and the average atmospheric pCO2 values from the different
scenarios (see Table 2), the resulting mean surface water pH could be
computed directly. Nevertheless, it is in these scenarios that we find the
largest shifts in mean pH levels.

The main mechanism of oceanic CO2 uptake is the reaction of CO2

with CO3
=, forming HCO3

− (CO3
= + CO2 + H2O → 2HCO3

−) (e.g.
Schneider, 2011). A gradual increase in atmospheric pCO2 and oceanic

Fig. 4. Average seasonal developments of surface water salinity, temperature (°C), AT (μmol kg−1), DIC (μmol kg−1), pCO2 (μatm), and pH in the Gotland Sea (GS),
the Bothnian Sea (BS), the Bothnian Bay (BB), the Gulf of Riga (GR), and the Gulf of Finland (GF) in the REF simulation.
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CO2 uptake results in reduced CO3
= concentration and thus reduced

saturation states of calcium carbonate (CaCO3) minerals (Feely et al.,
2004). In the BALTSEM model, this mechanism is not taken into ac-
count, the reason being that planktonic calcifiers are believed to be
largely absent from the Baltic Sea due to undersaturation of CaCO3

minerals in spring (Tyrrell et al., 2008). It is however worth noting that
changes in atmospheric pCO2 could influence not only DIC and pH, but
also AT by changes in CaCO3 formation/dissolution rates.

4.3. Air temperature

For many reasons, a change in air temperature produces complex
responses of carbonate system parameters (and also other quantities).
Temperature influences for example the extension of sea ice, or in other
words the areas of different sub-basins that in winter are covered by a
lid that prevents gas exchange between air and sea. Temperature also
controls gas solubility, which on one hand has an impact on air-sea
exchange of both CO2 and O2. On the other hand, a modified O2 solu-
bility will also subsequently modify deep water O2 and also nutrient
concentrations since nutrient cycling is to some degree controlled by O2

concentration. Deep water O2 also depends on mineralization rates of
organic material – rates that are temperature dependent as well.
Modified nutrient concentrations will affect the magnitude of plankton
blooms. Furthermore, the timing and rates of plankton blooms are
temperature dependent as well which means that a modified tem-
perature will change the seasonal development of e.g. carbonate system
parameters. For a comprehensive description of how temperature can
influence the cycling of nutrients and plankton, and furthermore how
the O2 concentration controls nutrient cycling, the reader is referred to
Savchuk (2002).

Nevertheless, we find that the overall effect on pH by changing the
temperature by 1 or 2 degrees (model experiments #5–8, Table 2) is
comparatively small (approximately ± 0.01 pH units, see Table 3), at
least in the long-term perspective employed here. For that reason, we
shall not attempt to disentangle the individual pH responses to the
various temperature related changes in the system as outlined above.

4.4. Runoff change versus AT and DIC load change

Changing only the runoff but not the river loads of e.g. AT and DIC
(model experiments #9–12, Table 2) can be interpreted as a case where
increased or decreased runoff is compensated by either dilution or in-
creased concentrations, respectively, of the riverborne constituents. On
the other hand, changing the loads of AT and DIC without corre-
sponding changes in runoff (model experiments #13–16, Table 2)
would in contrast indicate modified riverine concentrations of AT and
DIC. In the sensitivity experiments where riverine concentrations of AT

and DIC change by the same amounts, the change could be interpreted
as a result of changes in the H2CO3 driven weathering. Weathering
driven by H2CO3 (produced by mineralization of soil organic carbon)
produces bicarbonate in the cases of H2CO3 reacting with both silicate
minerals (that typically dominate the boreal, northern catchments of
the Baltic Sea) and carbonate minerals (that dominate the continental,
southern Baltic Sea catchments, cf. Müller et al. (2016)). Changes in
bicarbonate concentration affects AT and DIC by exactly the same
amounts (see Appendix A2).

Changing both runoff and land loads of AT and DIC (model ex-
periments #24–27, Table 2) – which would correspond to changing the
runoff but keeping the riverine AT and DIC concentrations constant –
we have a case of competing effects on the carbonate system para-
meters: If for example the runoff and loads increase, the increased
supply of AT and DIC would on one hand tend to increase the con-
centrations. But, on the other hand, there is also the “salinity effect”,

i.e., a reduced proportion of high-salinity and high-AT ocean water that
would then tend to decrease the concentrations of AT and DIC. The
overall effect is actually that AT and DIC concentrations decrease when
runoff and loads increase, because the salinity effect on the con-
centrations is larger than the river load effect. Interestingly, pH is only
marginally affected compared to the REF simulation (Table 3).

Changing DIC loads without corresponding changes in AT loads (or
vice versa) is not very realistic considering that both DIC and AT usually
consist mainly of bicarbonate. In the model where DIC and AT are in-
dependent state variables, it is however from a technical point of view
not a problem changing just one of them. In theory, one could consider
a change in just the DIC loads (model experiments #28–31, Table 2) as
a result of changing only the CO2 part of DIC (CO2 is not a part of AT),
which could correspond to changes in the respiration of organic carbon
in the catchments. Realistic or not, the point with such experiments is to
highlight the strong control exerted by AT and atmospheric pCO2 on the
background DIC concentration (and pH), so that changes in DIC land
loads are almost completely compensated by air-sea CO2 fluxes at least
on annual and longer time-scales (Table 4 and Fig. S2, Supporting in-
formation), so that the DIC and pH levels are only very marginally
modified (Table 3).

4.4.1. Northern versus southern catchments
One thing that is of particular interest in terms of e.g. AT and pH

change is the response to future gradients in precipitation change. It has
been suggested that precipitation and runoff could increase in the
boreal (northern) catchments, but in contrast decrease in the con-
tinental (southern) catchments (Graham, 2004). More recent runoff
projections (Saraiva et al., 2019) rather indicate overall increases in
runoff, but with the most pronounced effect in northern catchments and
a comparatively small increase or no change in southern catchments.

Catchments in the boreal part of the Baltic Sea drainage basin are
typically dominated by silicate minerals. Rivers entering the north-
ernmost sub-basins (the Bothnian Sea and Bay, see Fig. 1) are as a
consequence characterized by low AT concentrations – approximately
230 μmol kg−1 on average (zero-salinity end-member, see Beldowski
et al. (2010)). The southern, continental catchments are in contrast
dominated by carbonate minerals, and rivers are characterized by high
AT concentrations (e.g. ~3200 μmol kg−1 in rivers entering the Gulf of
Riga, see Beldowski et al. (2010)). Runoff to the Bornholm Basin and
the Gotland Sea is a mixture of high-AT water from continental rivers
(mainly Polish and Lithuanian rivers) and comparatively low-AT water
from Swedish rivers, respectively. The runoff to the Gotland Sea is
however dominated by the continental Wisła and Nemunas rivers
(~80% of the total runoff to the Gotland Sea), and the runoff to the
Bornholm Basin is dominated by the continental Odra river (~90% of
the total runoff to the Bornholm Basin) (cf. Kuliński and Pempkowiak,
2011).

Table 4
DIC land load and net air-sea CO2 exchange (FCO2) (Gmol year−1) on Baltic Sea
system-scale in a few selected scenarios (negative FCO2 indicates net outgassing
and vice versa).

Model run Factor addressed Case DIC land load FCO2

#1 None REF 887 −95
#28 DIC loads REF − 10% 798 −6
#29 DIC loads REF − 20% 710 83
#30 DIC loads REF + 10% 976 −184
#31 DIC loads REF + 20% 1064 −273
#17 N/P loads (land + atm.) BSAP 887 −139
#18 N/P loads (land + atm.) HEL 887 −58
#19 N/P loads (land + atm.) HIGH 887 75
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The sensitivity to a development with increased precipitation in
northern catchments and reduced precipitation in southern catchments
is examined first by increasing the runoff and AT and DIC loads in the
Bothnian Sea and Bay by either 10 or 20%, and simultaneously de-
creasing the runoff and AT and DIC loads to the Bornholm Basin, the
Gotland Sea, and the Gulf of Riga by 10 and 20% (model experiments
#32–33, Table 2). In these cases, the total land loads of AT to the Baltic
Sea decrease by approximately 6.3 and 13%, respectively. Similarly, the
total land loads of DIC to the Baltic Sea decrease by 5.6 and 11% (see
Table 2). Furthermore, the total runoff to the Bothnian Sea and Bay is
on average 190 km3 year−1 in the REF simulation, whereas the total
runoff to the Bornholm Basin, the Gotland Sea, and the Gulf of Riga is
on average 144 km3 year−1. This means that in addition to the impact
of changing AT and DIC land loads, there is also a salinity effect because
of the modified overall freshwater supply to the entire Baltic Sea. In
order to separate the effects related to changes in loads and salinity,
respectively, we did additional model runs where only the riverine AT

and DIC concentrations were changed by ± 10 or ± 20% (same sub-
basins as before), but the runoff was not altered (model experiments
#34–35, Table 2).

In Fig. 5, average seasonal changes in AT and pH (ΔAT and ΔpH)
between the different experiments described above and the REF simu-
lation, respectively, are presented for three sub-basins – the Gotland
Sea, the Bothnian Bay, and the Gulf of Riga. In the Bothnian Bay, the
largest reductions in both AT and pH occur in the cases were runoff
changes together with the AT and DIC loads, illustrating the relatively
strong influence of salinity on the carbonate system in this sub-basin
(Fig. 5c and d). However, even in the cases where only the riverine
concentrations (but not the runoff) changes (by 10 or 20%), both AT

and pH decrease in the Bothnian Bay in spite of the increased land
loads. This illustrates the importance of water exchange between the
Bothnian Sea, the Bothnian Bay, and the Gotland Sea. AT decreases in
the Gotland Sea by varying amounts in all four sensitivity experiments
(Fig. 5a). In the Gotland Sea, the salinity effect is less pronounced than

in the Bothnian Bay, although we do see a similar pattern – with a
larger reduction in both AT and pH in the cases where both runoff and
loads change simultaneously (Fig. 5a and b). In the Gulf of Riga, the
largest reductions in AT and pH occur in the cases where AT and DIC
land loads are reduced by 20%, as expected (Fig. 5e and f). In contrast
to the Bothnian Bay and the Gotland Sea, the AT reduction in the Gulf of

Fig. 5. AT and pH change (ΔAT and ΔpH respectively) in the Gotland Sea (a and b), the Bothnian Bay (c and d), and the Gulf of Riga (e and f) resulting from changes in
runoff (and AT and DIC loads) by ± 10% (blue lines) or ± 20% (red lines), or, changes only in riverine AT and DIC concentrations by ± 10% (yellow lines)
or ± 20% (purple lines) (see text in Section 4.4.1). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

Table 5
System-scale integrated AT fluxes (Gmol year−1) related to production and
mineralization processes in the different nutrient load scenarios (REF, BSAP,
HEL, and HIGH, see Sections 2.3–2.4) averaged over the last 100 years of the
simulations.

Process REF BSAP HEL HIGH

Pelagic
Nitrate assimilation 174.6 125.2 220.8 383.6
Ammonium assimilation −85.2 −26.4 −155.1 −400.8
Ammonification 183.2 84.8 291.3 675.4
Nitrification −223.0 −140.0 −310.8 −652.9
Denitrification 3.2 0.1 10.2 39.5
Phosphate assimilation 18.0 9.9 26.2 54.9
Phosphate release −11.5 −5.1 −18.5 −43.6
Sulfate reduction 0.3 0.0 5.4 56.7
Sulfide oxidation −3.5 −0.1 −35.2 −299.4
Total pelagic 56.0 48.5 34.1 −186.5

Benthic
Ammonification 100.1 76.3 118.1 172.4
Nitrification −198.6 −151.9 −227.8 −283.8
Denitrification 64.9 48.3 74.7 89.4
Phosphate release −5.9 −4.5 −7.0 −10.4
Sulfate reduction 3.3 0.1 30.2 243.1
Total benthic −36.2 −31.8 −11.9 210.7

Pelagic plus benthic
Net N cycling 19.2 16.3 21.3 22.8
Net P cycling 0.6 0.4 0.6 0.9
Net S cycling 0.1 0.0 0.3 0.4
Total AT sources minus sinks 19.8 16.7 22.2 24.2
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Riga is smaller in the case where both runoff and loads decrease com-
pared to the case where only loads but not runoff decrease.

4.5. Internal production and consumption of AT

AT is produced and consumed because of primary production and
mineralization processes. BALTSEM separates the external supplies of
organic N and P, nitrate, ammonium, and phosphate, respectively, and
computes their cycling (assimilation by autotrophs and remineraliza-
tion in water column and sediments) and ultimate fates (burial, deni-
trification, export out of the system). The influence on AT by these
processes (see Appendix A3 for detailed descriptions) are computed as
well. We furthermore include the AT production and consumption as-
sociated with pelagic and benthic sulfate reduction during anaerobic
mineralization as well as oxidation of sulfide at the pelagic oxycline.

The AT sources and sinks related to the cycling on N, P, and S in the
four different nutrient load scenarios, i.e., the REF simulation (see
Section 2.3), and the BSAP, HEL, and HIGH simulations respectively
(model experiments #17–19, Table 2) are presented in Table 5. In the
BSAP experiment, S cycling has a very minor influence on AT produc-
tion/consumption in both sediments and water column, a result of the
very favorable oxygen conditions in this simulation (Fig. S3, Supporting
information). In the HIGH scenario, with extremely high N and P loads
and oxygen deteriorated conditions, there is in contrast a very large AT

generation resulting from sulfate reduction in the sediments (Table 5).
However, this AT source is counteracted by AT consumption through
sulfide oxidation in the water column. The long-term net effect of pe-
lagic and benthic S cycling is thus marginal on a system scale in all
nutrient load scenarios, although the decadal trends are substantial in
the HIGH scenario (Fig. S4d, Supporting information). As discussed by
Gustafsson et al. (2019a, 2019b), there should be a net AT production
associated with permanent S burial in the form of e.g. pyrite. But,
BALTSEM does not include iron which means the potential AT gen-
eration by pyrite burial cannot be explicitly addressed.

Based on observations of nitrate and oxygen in the Baltic Sea over
the last 50 years, it has been demonstrated that on a basin-scale, there is

a negative correlation between the total nitrate pool and the volume of
hypoxic water (Savchuk, 2018). This can be explained by enhanced
nitrate losses by e.g. denitrification during oxygen deteriorated condi-
tions (and vice versa). Denitrification is also a source for AT (Table A2,
Appendix A3), but a net source only if the removed nitrate was al-
lochthonous by origin (e.g. Hu and Cai, 2011). Thus, even though the
denitrification fluxes are very large in the HIGH scenario, most of this
AT source is balanced by other (AT consuming) processes of the N cy-
cling. We find that on a system scale, the net AT production by N cycling
(and overall) is similar in the different nutrient load scenarios (Table 5).
Nevertheless, the HIGH scenario produces the highest AT concentra-
tions, whereas the BSAP scenario produces the lowest (Table 5).

Average seasonal developments of pH, pCO2, AT, and DIC in Gotland
Sea surface water for the four nutrient load scenarios are indicated in
Fig. 6. The large seasonal pH change is largely a result of CO2 uptake/
release and thus changes in DIC concentration. AT varies less over the
year and has a comparatively marginal influence on the seasonal pH
dynamics. In addition to the highest AT concentration, the HIGH sce-
nario also produces the lowest DIC concentration (and vice versa for the
BSAP scenario). This is a result of the comparatively high CO2 uptake
by autotrophs in the productive season – fueled by enhanced nutrient
levels. The very high pCO2 drawdown is partly but not completely
compensated by the comparatively sluggish air-sea CO2 fluxes, and this
is the only one of the nutrient load scenarios where the Baltic Sea is a
net sink for atmospheric CO2 (Table 4). Of the nutrient load scenarios,
the HIGH scenario produces by far the highest pH during the productive
season, and also the highest annual mean pH. However, this scenario
also produces the lowest pH in winter because of entrainment of CO2-
enriched sub-surface waters. The HIGH scenario thus produces the
largest seasonal pH range, and, in terms of what organisms actually
experience (rather than the long-term mean), the most acidified win-
tertime conditions of all nutrient load scenarios.

4.5.1. Theoretical impact on AT by cycling of allochthonous N and P
In the results presented for the last hundred years of the different

scenarios, the model has as already mentioned reached a quasi-steady

Fig. 6. Average seasonal development of pH, pCO2, AT, and DIC in Gotland Sea surface water in the REF (blue), BSAP (red), HEL (yellow), and HIGH (purple)
simulations (see Sections 2.3–2.4). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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state (see Section 2.2) where external sources of e.g. nutrients are es-
sentially in balance with loss terms. Externally supplied organic N and P
can either be cycled and removed within the system or exported to the
North Sea in case of more refractory dissolved organic N and P frac-
tions. In the Baltic Sea and other systems with long residence times, the
theoretical impact of nutrient cycling on AT can be estimated by as-
suming that all of the inorganic nutrients supplied by terrestrial and
atmospheric sources are removed within the system (ignoring exchange
between the Baltic and North Seas), i.e., the external sources of de-
gradable nutrients are balanced by internal sinks.

If the exchange between the Baltic and North Seas is ignored, N can
be removed either by permanent burial or denitrification, whereas the
only sink for P is burial. Regardless of pathways in the system and ul-
timate fate (i.e., burial or denitrification), removal of allochthonous
nitrate produces AT whereas removal of allochthonous ammonium on
the other hand consumes AT. Removal of allochthonous phosphate (by
primary production followed by burial) produces AT. Removal of al-
lochthonous organic N and P has no net effect on AT – this is also the
case for cycling of N that was originally atmospheric N2 fixed by cya-
nobacteria (see Wolf-Gladrow et al., 2007). The AT sources and sinks
related to N cycling are schematically illustrated in Fig. 7 (and de-
scribed in detail in Table A2).

In order to understand the AT generation coupled to nutrient cycling
– with very large individual fluxes but only a comparatively small
overall net effect (Table 5) – it is possible to assess an “upper limit” for
AT generation based on external loads of N and P. Under the assumption
that external loads of inorganic N and P are balanced by equally large
internal sinks, a theoretical internal AT generation can be estimated
from the magnitudes of external inorganic N and P loads. In Table 6, the
external loads of ammonium, nitrate, and phosphate (converted from
ktons year−1 to Gmol year−1) according to the different scenarios are
listed. The theoretical AT generation is estimated by assuming that
external sources of inorganic nutrients are balanced by equally large

internal sinks so that the nitrate and phosphate supplies correspond to
AT sources and the ammonium supply corresponds to an AT sink (1:1
molar ratios). These theoretical fluxes are indeed very similar to the net
fluxes from N and P cycling presented in Table 4.

It is worth noting that the external supplies of nutrients (Table 6)
are very small compared to the fluxes associated with primary pro-
duction and respiration processes (Table 5), illustrating how nutrients
can be recycled many times before they are permanently removed from
the loop (cf. Gustafsson et al., 2012). In addition, the external loads are
typically very small compared to the nutrient reservoirs in the system
(Gustafsson et al., 2017).

4.6. Ocean water properties

Oceanic AT and DIC concentrations are usually assumed to be stable
over time, although in particular in the case of DIC, latitude dependent
(e.g. Sarmiento and Gruber, 2006). Seasonal variations of mainly DIC
result from soft-tissue production (CO2 assimilation by autotrophs),
whereas both AT and DIC are affected by CaCO3 formation (Ca2+ +
2HCO3

− → CaCO3 + H2CO3). Spring/summer blooms of coccolitho-
phores are occasionally observed in the Baltic Sea entrance area (the
Kattegat, see Fig. 1), whereas in the North Sea outside the Baltic Sea
entrance area, blooms of the coccolithophore Emiliania huxleyi have
been frequently reported (Holligan et al., 1993). For that reason, sea-
sonal variations of AT and DIC at the ocean boundary decoupled from
the linear salinity relationships described in Section 2.3 can be ex-
pected. Furthermore, oceanic AT can change over time either as a result
of changes in weathering of continental rocks, or, as discussed by
Boudreau et al. (2018), large-scale changes in calcification rates (i.e.,
CaCO3 production). This means that the experiments with changing DIC
and AT concentrations at the ocean boundary (model experiments
#20–23, Table 2) – although speculative – give an indication of the pH
sensitivity of Baltic Sea waters to potential real future changes of ocean
water properties.

4.7. Response times

Response times of quantities changing exponentially over time can
be estimated by means of “decay rates” using an e-folding time-scale,
i.e., the time it takes for a quantity to shrink to e.g. 1/e (or ~ 37%) or
1/e3 (or ~ 5%) of its initial value. Here we apply this concept on car-
bonate system parameters based on the response time experiments
described in Section 2.5.

Fig. 8 shows the development of DIC, pH, and pCO2 in the first year
(i.e., model year 0) after the abrupt changes in atmospheric pCO2 took
place (model experiments #36–37, Table 7). Air-sea CO2 exchange is
often described as sluggish (at least compared to exchange of other
gasses that do not react with water), but, the e-folding time-scale of
surface water pCO2, pH, and DIC is approximately 1 month (Table 7).
AT is not affected by pCO2 change since the model does not include
CaCO3 formation/dissolution (see Section 4.2) – AT is for that reason
not included in Fig. 8. In this particular year, there was no deep water
inflow in the model, which means that carbonate system parameters in
the isolated deep waters have not yet responded to the pCO2 change.

In the experiments with abrupt changes in either runoff, AT and DIC

Fig. 7. AT production and consumption related to N transformations (unit: mole
AT change per mole N change, see text in Section 4.5.1).

Table 6
Theoretical AT generation (Gmol year−1) by cycling of externally supplied inorganic N (=nitrate supply − ammonium supply) and P (=phosphate supply) re-
spectively (see text in Section 4.5.1).

Model run Case Nitrate supply
(Gmol year−1)

Ammonium supply
(Gmol year−1)

Phosphate supply
(Gmol year−1)

Theoretical AT generation by N
cycling (Gmol year−1)

Theoretical AT generation by P
cycling (Gmol year−1)

#1 REF 31.8 11.6 0.5 20.3 0.5
#17 BSAP 27.9 10.1 0.3 17.8 0.3
#18 HEL 37.0 14.1 0.5 22.9 0.5
#19 HIGH 46.5 20.4 1.1 26.1 1.1
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land loads, or oceanic AT and DIC concentrations (exemplified by
changes in AT and DIC land loads in Fig. 9), the e-folding time-scales are
consistently found to be approximately 30 years (model experiments
#38–41 and #44–45, Table 7). According to these experiments it will
furthermore take approximately 90 years to reduce the initial im-
balances to 5%. This is what would be expected, considering that the
response times in these cases are closely related to the overall residence
times of water and salt in the system (~35 years; Stigebrandt and
Gustafsson, 2003). pCO2 is not included in Fig. 9, the reason being the
comparatively fast response of pCO2 as described above.

Nutrient cycling is coupled to the overall water exchange of the
Baltic Sea. However, because of different internal biogeochemical
processes related to e.g. oxygen conditions, residence times for N and P
are quite different from one another – approximately 10 years for N and
50 years for P (Gustafsson et al., 2017). Relations between nutrient
loads, productivity patterns, and oxygen conditions are complex and
non-linear, phenomena that are also reflected in the long-term response
of carbonate system parameters to sudden changes in nutrient loads
(model experiments #42–43, Table 7). Compared to the experiments
described above, it is less straightforward to determine exponential

changes of carbonate system parameters over time, although the re-
sponse times are similar to those found in the experiments more directly
coupled to water exchange (Fig. 10).

4.8. Future outlook

The main objective of the present study has been to single out key
processes that influence carbonate system parameters, quantify their
potential impact, and compare their relative importance for e.g. pH
change. In order not to weigh down the manuscript, we did not include
coupled climate change/land-use change/global mean sea level change
scenarios – the intention is to investigate such future projections in a
follow-up study, including also the potential impact of pH change on
biota.

5. Conclusions

Based on our sensitivity experiments we identify several processes
that could, if not increase pH, at least to some degree mitigate the
ongoing CO2-induced ocean acidification. These processes are: reduced

Fig. 8. Response of DIC, pH, and pCO2 in the Gotland Sea to sudden changes in atmospheric pCO2: lines indicate differences (Δ) between model run #36 and #2
(blue) and model run #37 and #4 (red) (see further Tables 2 and 7 and also text in Section 4.7). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Table 7
Response times (e-folding time-scale) of carbonate system parameters to instantaneous changes in forcing compared to the REF simulation (see Sections 2.5 and 4.7).

Model run Factor addressed Instantaneous change year 0 e-Folding time-scale

#36 Atmospheric pCO2 REF pCO2 to pre-industrial pCO2 ~1 month
#37 Atmospheric pCO2 REF pCO2 to pCO2 according to RCP 8.5 ~1 month
#38 River runoff Runoff increased by 10% ~30 years
#39 River runoff Runoff increased by 20% ~30 years
#40 AT/DIC land loads AT/DIC land loads increased by 10% ~30 years
#41 AT/DIC land loads AT/DIC land loads increased by 20% ~30 years
#42 N/P loads (land + atm.) REF N/P loads to BSAP N/P loads Not applicable
#43 N/P loads (land + atm.) REF N/P loads to HIGH N/P loads Not applicable
#44 Ocean AT/DIC Ocean AT/DIC increased by 10% ~30 years
#45 Ocean AT/DIC Ocean AT/DIC increased by 20% ~30 years
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Fig. 9. Response of DIC, AT, and pH in the Gotland Sea to sudden changes in land loads of AT and DIC: lines indicate differences (Δ) between annual mean values from
model run #40 and #15 (blue) and model run #41 and #16 (red) (see further Tables 2 and 7 and also text in Section 4.7). (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. Response of DIC, AT, pH, and pCO2 in the Gotland Sea to sudden changes in nutrient loads: lines indicate differences (Δ) between annual mean values from
model run #42 and #17 (blue) and model run #43 and #19 (red) (see further Tables 2 and 7 and also text in Section 4.7). (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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runoff (salinity effect), increased riverine and/or ocean water AT con-
centrations (buffering effect), or increased nutrient loads and pro-
ductivity (CO2 assimilation and internal AT generation effects).
Consequently, future acidification could be more severe than from the
atmospheric CO2 effect alone because of increased runoff (desalina-
tion), reduced riverine and/or oceanic AT, or reduced nutrient loads
and productivity (oligotrophication). It is however important to note
that although summertime and also the annual mean surface water pH
are enhanced in a eutrophied, oxygen deteriorated Baltic Sea, the
wintertime pH – which is also the annual pH minimum – is actually
lower in this scenario than in the ones with lower nutrient loads and
better oxygen conditions. Thus, it is in the BSAP scenario with com-
paratively low nutrient loads and favorable oxygen conditions that we
observe the smallest wintertime pH reduction.

Future climate change projections indicate increased runoff to the
Baltic Sea, in particular to northern catchments with low-AT river
water. In addition to the AT and pH reduction related to desalination, a
further reduction can be expected by changing the proportions of river
water coming from silicate dominated and limestone dominated
catchments, respectively.

We can furthermore quantify the potential pH change coupled to the
different model forcing factors described above. In most cases, pH

changes are in a range of approximately ± 0.05 pH units, but strongly
dependent on the magnitude of the “disturbance”. In the cases with
modified atmospheric pCO2 we find the largest effects on pH. It seems
highly unlikely that the pH reduction following more than a doubling of
the atmospheric pCO2 (the RCP 8.5 case) could be counteracted by any
of the other pH influencing processes described in this study.
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Appendix A

A1. Model description

All state variables (pelagic and benthic) that are included in BALTSEM are indicated in Table A1. A schematic illustration of processes included in
the cycling of nutrients and carbon is presented in Fig. A1.

Table A1
Pelagic and benthic state variables in BALTSEM.

State variable Description Unit

Pelagic
S Salinity –
T Temperature °C
O2 Dissolved oxygen g O2 m−3

NH4 Total ammonia (NH3 + NH4
+) mg N m−3

NO3 Oxidized N (NO3
− + NO2

−) mg N m−3

PO4 Phosphate (H3PO4 + H2PO4
− + HPO4

= + PO4
3−) mg P m−3

SiT Dissolved silica (Si(OH)4 + SiO(OH)3
−) mg Si m−3

DN Detrital N mg N m−3

DP Detrital P mg P m−3

DSi Detrital Si, biogenic Si mg Si m−3

DCM Detrital C (autochthonous) mg C m−3

DCT Detrital C (allochthonous) mg C m−3

A1 Autotroph group 1, cyanobacteria mg N m−3

A2 Autotroph group 2, diatoms mg N m−3

A3 Autotroph group 3, summer species mg N m−3

ZH Heterotroph community mg N m−3

DIC Dissolved inorganic carbon μmol kg−1

AT Total alkalinity μmol kg−1

H2S Total hydrogen sulfide (HS− + H2S) μmol kg−1

DONL Labile dissolved organic N mg N m−3

DONR Refractory dissolved organic N mg N m−3

DOPL Labile dissolved organic P mg P m−3

DOPR Refractory dissolved organic P mg P m−3

DOCLM Labile dissolved organic C (autochthonous) mg C m−3

DOCRM Refractory dissolved organic C (autochthonous) mg C m−3

DOCLT Labile dissolved organic C (allochthonous) mg C m−3

DOCRT Refractory dissolved organic C (allochthonous) mg C m−3

Benthic
BN Benthic organic N mg N m−2

BP Benthic organic P mg P m−2

BSi Benthic biogenic Si mg Si m−2

BCM Benthic organic C (autochthonous) mg C m−2

BCT Benthic organic C (allochthonous) mg C m−2
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Fig. A1. Schematic illustration of biogeochemical processes included in BALTSEM.

A2. The marine carbonate system parameters

A short description of the four carbonate system DIC, AT, pH, and pCO2 follows below. Detailed descriptions are available in e.g. Dickson et al.
(2007).

DIC
The concentration of DIC in seawater is defined as

= + + =DIC CO HCO CO[ ] [ ] [ ]2 3 3 (A1)

where

= +CO CO H CO[ ] [ ] [ ]2 2 2 3 (A2)

AT
The AT definition used in BALTSEM is based on Dickson (1981) but also includes organic alkalinity based on Kuliński et al. (2014) and Ulfsbo

et al. (2015):

= + + + + + + + + += = +A HCO CO B OH OH HPO PO SiO OH NH HS H HF H PO organic alkalinity[ ] 2[ ] [ ( ) ] [ ] [ ] 2[ ] [ ( ) ] [ ] [ ] [ ] [ ] [ ]T 3 3 4 4 4
3

3 3 3 4

(A3)

[H+] is here the sum of “free” hydrogen ion and hydrogen sulfate ion concentrations:

= ++ +H H HSO[ ] [ ] [ ]F 4 (A4)

pH
The [H+] concentration is expressed by pH (using the total pH scale, i.e., [H+] according to Eq. (A4))

= +pH Hlog[ ] (A5)

pCO2

The “effective” partial pressure (or fugacity) of CO2 is not exactly the same as its mechanical partial pressure (although very nearly so) since it
accounts for the fact that CO2 is not an ideal gas. In this study the effective partial pressure is denoted by pCO2 and defined as

=pCO CO
k

[ ]
2

2

0 (A6)
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where k0 is the solubility constant (Weiss, 1974).

A3. Internal sources and sinks of AT

Using the electroneutrality compensation principle for nutrient assimilation as described by Wolf-Gladrow et al. (2007), assimilation of 1 mole
NO3

− (or NO2
−) increases AT by 1 mol (reaction R1, Table A2), assimilation of 1 mole NH4

+ decreases AT by 1 mol (R2), fixation of atmospheric N2

has no impact on AT. Assimilation of 1 mol of phosphate (regardless of form: H3PO4, H2PO4
−, HPO4

=, or PO4
3−) increases AT by 1 mol (R1–R2).

Ammonification increases AT by 1 mol per 1 mol of NH4
+ production, nitrification consumes 2 mol of AT per 1 mol of oxidized ammonium (R4),

whereas denitrification produces 1 mol of AT per 1 mol of removed NO3
− (R5 and R6). Sulfate reduction generates 2 mol of AT per 1 mol of reduced

sulfate (R7), whereas sulfide oxidation consumes 2 mol of AT per 1 mol of oxidized sulfide (R8). AT is further influenced by cycling of iron and
manganese, but these processes are not included in BALTSEM (cf. Gustafsson et al., 2019a, 2019b).

The production and consumption of AT coupled to biogeochemical processes that are included in BALTSEM are summarized in Table A2. Organic
material (OM) is here defined as (CH2O)a(NH3)b(H3PO4)c, where a:b:c denotes the molar C:N:P ratios.

Table A2
Cycling of N, P, and S, and the related generation/consumption of AT (ΔAT) due to primary production and mineralization processes included in BALTSEM.

Process Reaction ΔAT

R1 NO3
− uptake aCO2 + bNO3

− + cHPO4
2− + (b + 2c)H+ + (a + b)H2O ⟶ OM + (a + 2b)O2 b + c

R2 NH4
+ uptake aCO2 + bNH4

+ + cHPO4
2− + bOH− + 2cH+ + aH2O ⟶ OM + aO2 + bH2O −b + c

R3 Ammonification OM + aO2 + bH2O → aHCO3
− + bNH4

+ + bOH− + cHPO4
2− + 2cH+ b − c

R4 Nitrification 2O2 + NH4
+ + 2HCO3

− ⟶ NO3
− + 2CO2 + 3H2O −2

R5 Heterotrophic denitrification + + + + + + + + ++ +OM NO bH O CO HCO H O N bNH cHPO bOH cH2a a a a a4
5 3 2 5 2

4
5 3

3
5 2

2
5 2 4 4

2 0.8a + b − c

R6 Chemolithoautotrophic denitrifica-
tion

2NO3
− + 5H2S + 2H+ ⟶ N2 + 5S + 6H2O 2

R7 Sulfate reduction + + + + + + += + +OM SO bH O aHCO H S bNH cHPO bOH cH2a a
2 4 2 3 2 2 4 4

2 a + b − c

R8 Sulfide oxidation 2O2 + H2S + 2HCO3
− ⟶ SO4

= + 2CO2 + 2H2O −2

Appendix B. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.jmarsys.2020.103397.
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