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Moments of the logarithmic derivative of characteristic polynomials from $S O(N)$ and $U S p(2 N)$ E. Alvarez ${ }^{1, a}$ and N.C. Snaith ${ }^{1, b)}$

School of Mathematics, University of Bristol, UK
We study moments of the logarithmic derivative of characteristic polynomials of orthogonal and symplectic random matrices. In particular, we compute the asymptotics for large matrix size, $N$, of these moments evaluated at points which are approaching 1. This follows work of Bailey, Bettin, Blower, Conrey, Prokhorov, Rubinstein and Snaith where they compute these asymptotics in the case of unitary random matrices.
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## I. INTRODUCTION

This work is based on recent results by Bailey, Bettin, Blower, Conrey, Prokhorov, Rubinstein and Snaith ${ }^{1}$, which considers mixed moments of the characteristic polynomial and its derivative, as well as moments of the logarithmic derivative of characteristic polynomials, averaged over $U(N)$ with Haar measure (also called the CUE). Computations of this nature are motivated by the striking resemblance between random matrix models and their number theoretic analogues, see for example ${ }^{2,16,19}$ or the review papers ${ }^{6,21,27}$. The relationship between characteristic polynomials and the Riemann zeta-function via their statistical properties has been extended to the study of families of $L$-functions on the number theory side modeled by unitary, orthogonal and symplectic matrix ensembles based on symmetry ${ }^{7,8,17,18,20}$. A variety of moments on the random matrix side have been studied in how they relate to moments of the Riemann zeta-function, $\zeta(s)$. Moments of the logarithmic derivative of the Riemann zeta-function have been studied since Selberg, who (assuming the Riemann Hypothesis, RH) used bounds on the second moment of $\frac{\zeta^{\prime}}{\zeta}(s)$, averaging on a vertical line in the complex plane up to height $T$ and just off the critical line (but approaching it), to study primes in short intervals ${ }^{26}$. Goldston, Gonek and Montgomery, also on RH, further showed that an asymptotic form of this moment is equivalent to the pair correlation conjecture for the zeroes of the Riemann zeta-function, and also linked this to counting prime powers ${ }^{12}$. Farmer et. al extended this work to give equivalences between mean values of products of logarithmic derivatives of zeta, higher correlation functions for the zeroes of zeta and integers that are products of a fixed number of prime powers, which they call almost primes ${ }^{11}$. In their paper, by assuming the random matrix conjectures (that the correlation functions of zeroes of $\zeta(s)$ agree, in appropriate scaling limits, with the correlation functions of eigenvalues of Gaussian Unitary matrices), they give explicit computations based on the work of Conrey and Snaith ${ }^{5}$. Farmer also studied a mixed moment of the logarithmic derivative of the Riemann zeta-function assuming RH and random matrix conjectures ${ }^{10}$. Finally, the distribution of the logarithmic derivative of $\zeta(s)$ has also been studied just off the critical line by Guo ${ }^{13}$ and Lester ${ }^{22}$. The latter showed that this distribution converges to a two-dimensional Gaussian distribution in the complex plane, which agrees with Guo's earlier work.

Of particular interest for our current work on the random matrix side, Hughes, Keating and O'Connell ${ }^{14}$, Mezzadri ${ }^{24}$ and Conrey, Rubinstein and Snaith ${ }^{4}$ study moments of derivatives of characteristic polynomials, and Hughes ${ }^{15}$, Dehaye ${ }^{9}$, Riedtmann ${ }^{25}$ and Winn ${ }^{28}$ discuss joint moments of characteristic polynomials and their derivatives.

In this work we derive in the orthogonal and symplectic cases the analogue of Theorem 1.2 from the work of Bailey et al. ${ }^{1}$, which computes the moments of the logarithmic derivative of characteristic polynomials averaged over the unitary group. We see some curious differences in the leading order term in the limit as matrix size, $N$, grows to infinity and the point at which the characteristic polynomial is evaluated, $e^{-\alpha}$ tends towards 1 on the unit circle. These differences are evident in the dependence on $N$ and $a=N \alpha$ in the theorems set out below.

We define the characteristic polynomial of a matrix $X$ to be

$$
\begin{equation*}
\Lambda_{X}(s)=\operatorname{det}\left(I-s X^{*}\right) \tag{1}
\end{equation*}
$$

where $X^{*}$ is the conjugate transpose of $X$. The eigenvalues of an even orthogonal $S O(2 N)$ or unitary symplectic $U S p(2 N)$ matrix $X$ come in conjugate pairs $e^{i \theta_{1}}, e^{-i \theta_{1}} \ldots, e^{i \theta_{N}}, e^{-i \theta_{N}}$ and so its
characteristic polynomial can also be expressed as:

$$
\begin{equation*}
\Lambda_{X}(s)=\prod_{j=1}^{N}\left(1-s e^{-i \theta_{j}}\right)\left(1-s e^{i \theta_{j}}\right) \tag{2}
\end{equation*}
$$

We evaluate moments using the Haar measure, denoted dX and integrating over the whole matrix ensemble, $S O(2 N), U S p(2 N)$ or $S O(2 N+1)$. The asymptotic computation of Bailey et al. ${ }^{1}$ considers even integer moments of the logarithmic derivative of characteristic polynomials of random unitary matrices, evaluated with respect to the Haar measure. We extend this theorem to the orthogonal and symplectic ensembles.

Theorem 1. (Theorem 1.2 from Bailey et al., ${ }^{1}$ ) Let $\Lambda_{X}$ denote the characteristic polynomial of $a$ matrix $X \in U(N), \mathfrak{R e}(a)>0$ and $K \in \mathbb{N}$. Then,

$$
\begin{equation*}
\int_{U(N)}\left|\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right|^{2 K} \mathrm{dX}=\binom{2 K-2}{K-1} \frac{N^{2 K}}{(2 a)^{2 K-1}}(1+\mathcal{O}(a)), \tag{3}
\end{equation*}
$$

where $\alpha=a / N$ and $a=o(1)$ as $N \rightarrow \infty$.
Our main results are below. Theorem 2 extends Theorem 1 to the even orthogonal ensemble and the proof is given in detail in Section V. Theorem 3 applies to the symplectic case which is proved in Section VII and Theorem 4 applies to the odd orthogonal ensemble, with the proof outlined briefly in Section VIII. Section III contains preliminary results that we will call upon, and Section IV describes the properties of a set of matrices that arises in our calculations. We derive several general results in Section IV, which we then use in the proofs of Theorems 2, 3 and 4.

Theorem 2. Let $\Lambda_{X}(s)$ denote the characteristic polynomial of a matrix $X \in S O(2 N)$, the group of even dimensional random orthogonal matrices with determinant 1 equipped with the Haar measure dX . Let $K \in \mathbb{N}, \alpha=a / N$ where $a=o(1)$ as $N \rightarrow \infty$ and $\mathfrak{R e}(a)>0$. Then, as $N$ tends to $\infty$ and for $K \geq 2$, the moments of the logarithmic derivative of $\Lambda_{X}(s)$ evaluated at $e^{-\alpha}$ are given by:

$$
\begin{equation*}
\int_{S O(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} \mathrm{dX}=(-1)^{K} \frac{2 N^{K}}{a^{K-1}} \frac{(2 K-3)!!}{(K-1)!}(1+\mathcal{O}(a)) \tag{4}
\end{equation*}
$$

The first moment is given by

$$
\begin{equation*}
\int_{S O(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{1} \mathrm{dX}=-N(1+\mathcal{O}(a)) \tag{5}
\end{equation*}
$$

Theorem 3. Let $\Lambda_{X}(s)$ denote the characteristic polynomial of a matrix $X \in U S p(2 N)$, the group of even dimensional random unitary symplectic matrices equipped with the Haar measure dX . Let $K \in \mathbb{N}, \alpha=a / N$ where $a=o(1)$ as $N \rightarrow \infty$ and $\mathfrak{R e}(a)>0$. Then, as $N$ tends to $\infty$ and for $K \geq 4$, the moments of the logarithmic derivative of $\Lambda_{X}(s)$ evaluated at $e^{-\alpha}$ are given by:

$$
\int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} \mathrm{dX}=(-1)^{K} \frac{2}{3} \frac{N^{K}}{a^{K-3}} \frac{(2 K-5)!!}{(K-1)!}(1+\mathcal{O}(a))
$$

The first three moments are given by:

$$
\begin{gathered}
\int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{1} \mathrm{dX}=N(1+\mathcal{O}(a)) \\
\int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{2} \mathrm{dX}=N^{2}(1+\mathcal{O}(a)) \\
\int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{3} \mathrm{dX}=\frac{2}{3} N^{3}(1+\mathcal{O}(a))
\end{gathered}
$$

Theorem 4. Let $\Lambda_{X}(s)$ denote the characteristic polynomial of a matrix $X \in S O(2 N+1)$, the group of odd dimensional random orthogonal matrices with determinant 1 equipped with the Haar measure dX . Let $K \in \mathbb{N}, \alpha=a / N$ where $a=o(1)$ as $N \rightarrow \infty$ and $\mathfrak{R e}(a)>0$. Then, as $N$ tends to $\infty$, the moments of the logarithmic derivative of $\Lambda_{X}(s)$ evaluated at $e^{-\alpha}$ are given by:

$$
\begin{array}{r}
\int_{S O(2 N+1)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} \mathrm{dX} \\
=(-1)^{K}\left[\left(\frac{N}{a}\right)^{K}-\frac{N^{K}}{a^{K-1}} K\right]+\mathcal{O}\left(\frac{N^{K-1}}{a^{K-1}}\right)+\mathcal{O}\left(\frac{N^{K}}{a^{K-2}}\right) . \tag{6}
\end{array}
$$

## II. INTERPRETATION OF THE RESULTS

The leading order behaviour of moments of the logarithmic derivative of characteristic polynomials taken from $S O(2 N+1), S O(2 N)$ and $U S p(2 N)$ is largely governed by the likelihood of a matrix in each respective ensemble having an eigenvalue at or near 1 . Since the logarithmic derivative has the characteristic polynomial in the denominator, an eigenvalue at 1 causes a singularity in the logarithmic derivative when evaluated at $s=1$. Below we've included the one-level density in the large $N$ limit for the four ensembles considered, for reference.

As $N$ becomes large and we evaluate the characteristic polynomial closer and closer to the point 1 , it is in the $S O(2 N+1)$ ensemble that the moment of the logarithmic derivative grows fastest with $N$; this can be seen from the factor $(N / a)^{K}$ in Theorem 4 , as well as numerically when sampling as little as 100 matrices for $N$ over 60. This is because every matrix in this ensemble has an eigenvalue equal to 1 . In fact, writing the $S O(2 N+1)$ logarithmic derivative out in terms of its eigenvalues $\left(1, e^{ \pm i \theta_{1}}, \ldots, e^{ \pm i \theta_{N}}\right)$, we can isolate the term that dominates as $s$ approaches 1 . We have that

$$
\begin{array}{r}
\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}(s)=\frac{-1}{1-s}+\sum_{n=1}^{N}\left(\frac{-e^{i \theta_{n}}}{1-s e^{i \theta_{n}}}-\frac{e^{-i \theta_{n}}}{1-s e^{-i \theta_{n}}}\right) \\
=\frac{-1}{1-s}+\sum_{n=1}^{N} \frac{2 s-2 \cos \left(\theta_{n}\right)}{s^{2}-2 s \cos \left(\theta_{n}\right)+1} \tag{7}
\end{array}
$$

The leading order behaviour, $\left(\frac{-N}{a}\right)^{K}$ in Theorem 4, comes entirely from substituting $s=e^{-a / N}$ into $\frac{-1}{1-s}$ as $N \rightarrow \infty$ and raising to the $K^{t h}$ power. This term corresponds to the eigenvalue at 1 and is always negative since $s \rightarrow 1^{-}$, therefore all odd moments in Theorem 4 are negative as well.


FIG. 1. The $x$-axis measures distance round the unit circle anti-clockwise from the point 1 , in units of mean spacing. The height of the curve gives a relative likelihood of eigenvalues occuring at that position as we range over the ensemble. The thick vertical line at the origin of the $S O(2 N+1)$ plot represents a Dirac delta function.

The dominance of this term also comes from the fact that other eigenvalues are repelled from 1 (see Figure 1) and so it is unlikely there are other nearby eigenvalues making a significant contribution.

For the even orthogonal ensemble $S O(2 N)$, the logarithmic derivative can again be written in terms of the eigenvalues, which come in complex conjugate pairs $\left(e^{ \pm i \theta_{1}}, \ldots, e^{ \pm i \theta_{N}}\right)$ :

$$
\begin{array}{r}
\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}(s)=\sum_{n=1}^{N}\left(\frac{-e^{i \theta_{n}}}{1-s e^{i \theta_{n}}}-\frac{e^{-i \theta_{n}}}{1-s e^{-i \theta_{n}}}\right) \\
=\sum_{n=1}^{N} \frac{2 s-2 \cos \left(\theta_{n}\right)}{s^{2}-2 s \cos \left(\theta_{n}\right)+1} . \tag{8}
\end{array}
$$

One can consider two limits to understand the behaviour of the logarithmic derivative near 1. First, if we take the limit as $s \rightarrow 1$ with a fixed $\theta_{n} \neq 0$, that is, for a fixed matrix with no eigenvalue at 1 , then each term in the sum

$$
\begin{equation*}
\frac{2 s-2 \cos \left(\theta_{n}\right)}{s^{2}-2 s \cos \left(\theta_{n}\right)+1} \longrightarrow 1 \tag{9}
\end{equation*}
$$

hence the logarithmic derivative of a matrix with no eigenvalue at 1 , in this limit, is simply $N$.

For the second limit, one can instead fix the point $s$ where we are evaluating the logarithmic derivative, and imagine the limit $\theta_{n} \rightarrow 0$. Then,

$$
\begin{equation*}
\frac{2 s-2 \cos \left(\theta_{n}\right)}{s^{2}-2 s \cos \left(\theta_{n}\right)+1} \longrightarrow \frac{2}{s-1}, \tag{10}
\end{equation*}
$$

which tells us that regardless of the ensemble, the logarithmic derivative evaluated near 1 will be dominated by large negative terms if there are eigenvalues close to 1 . The eigenvalues of matrices in $S O(2 N)$ show no repulsion from the point 1. In fact, as we can see from Figure 1, there is a reasonable likelihood of finding an eigenvalue near the point 1. So while large contributions from eigenvalues very close to 1 are not guaranteed as they are in the odd orthogonal ensemble, they appear often enough that the first moment, as well as all other odd moments, are negative. Numerically, we see occurrences of negative values when we generate $10^{2}$ matrices for larger $N$, around 160 , and with $10^{4}$ matrices for $N$ as small as 20 . This behaviour is reflected in the $N^{K} / a^{K-1}$ factor in Theorem 2 in that it doesn't grow as fast as the $S O(2 N+1)$ case.

Finally, the logarithmic derivative over the symplectic ensemble can be written exactly as in (8), and the two limits (9) and (10) apply to this ensemble as well. However, the matrices in $\operatorname{USp}(2 N)$ have eigenvalues that show quadratic repulsion from the point 1, as seen in Figure 1. This means matrices with eigenvalues close to 1 are very rare in this ensemble, implying that large negative values of the logarithmic derivative are rare and smaller positive values are common. Indeed, when sampling numerically, we require at least $10^{6}$ matrices to begin to see some negative values. Correspondingly, we see the slowest growth in terms of $N$ in Theorem 3, compared to Theorems 2 and 4, reflected in the smaller power of $a$ in these moments (recalling that $a=o(1)$ as $N \rightarrow \infty$ ). In this ensemble, the logarithmic derivative attains negative values very rarely, but when it does, the magnitude is much larger than more common values of the logarithmic derivative. These rare but large events are therefore not enough to be seen in the average or the first few moments in the symplectic ensemble, but as one takes larger moments, their contribution is magnified; this explains why larger odd moments are eventually negative in the symplectic ensemble as well.

## III. PRELIMINARIES

Throughout the paper, we denote the Vandermonde determinant by $\Delta(x)$, where

$$
\begin{equation*}
\Delta(x)=\prod_{1 \leq j<k \leq K}\left(x_{k}-x_{j}\right) \tag{11}
\end{equation*}
$$

and it is the determinant of the Vandermonde matrix:

$$
\left[\begin{array}{cccc}
1 & 1 & \ldots & 1  \tag{12}\\
x_{1} & x_{2} & \ldots & x_{K} \\
x_{1}^{2} & x_{2}^{2} & \ldots & x_{K}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1}^{K-1} & x_{2}^{K-1} & \ldots & x_{K}^{K-1}
\end{array}\right]
$$

In our calculations, for various functions $f(x)$ we will come across multiple contour integrals of the following form:

$$
\begin{align*}
& \int_{\left|u_{i}\right|=1} f\left(u_{1}\right) f\left(u_{2}\right) \cdots f\left(u_{K}\right) \Delta\left(u^{2}\right) \Delta(u) \mathrm{d} \mathbf{u} \\
& =\int_{\left|u_{i}\right|=1} f\left(u_{1}\right) f\left(u_{2}\right) \cdots f\left(u_{K}\right)\left(\sum_{\sigma \in S_{K}} \operatorname{sgn}(\sigma) \prod_{i=1}^{K} u_{i}^{2 \sigma(i)-2}\right)\left(\sum_{\tau \in S_{K}} \operatorname{sgn}(\tau) \prod_{k=1}^{K} u_{k}^{\tau(k)-1}\right) \mathrm{d} \mathbf{u},  \tag{13}\\
& =\sum_{\sigma \in S_{K}} \sum_{\tau \in S_{K}} \int_{\left|u_{i}\right|=1} f\left(u_{\tau(1)}\right) f\left(u_{\tau(2)}\right) \cdots f\left(u_{\tau(K)}\right)\left(\operatorname{sgn}(\sigma) \prod_{i=1}^{K} u_{\tau(i)}^{2 \sigma(i)-2}\right)\left(\operatorname{sgn}(\tau) \prod_{k=1}^{K} u_{\tau(k)}^{\tau(k)-1}\right) \mathrm{d} \mathbf{u},
\end{align*}
$$

where in the second line we use Leibniz notation for the Vandermonde and in the third line we relabel the variables so that $u_{k}$ is replaced with $u_{\tau(k)}$ throughout. We now relabel the $\sigma$ sum so that $\sigma \rightarrow \sigma \tau$ and find

$$
\begin{gather*}
\int_{\left|u_{i}\right|=1} f\left(u_{1}\right) f\left(u_{2}\right) \cdots f\left(u_{K}\right) \Delta\left(u^{2}\right) \Delta(u) \mathrm{d} \mathbf{u}=\sum_{\sigma \in S_{K}} \sum_{\tau \in S_{K}} \int_{\left|u_{i}\right|=1} f\left(u_{\tau(1)}\right) f\left(u_{\tau(2)}\right) \cdots f\left(u_{\tau(K)}\right) \\
\times\left(\operatorname{sgn}(\sigma \tau) \prod_{i=1}^{K} u_{\tau(i)}^{2 \sigma(\tau(i)-2}\right)\left(\operatorname{sgn}(\tau) \prod_{k=1}^{K} u_{\tau(k)}^{\tau(k)-1}\right) \mathrm{d} \mathbf{u} \tag{14}
\end{gather*}
$$

The two $\operatorname{sgn}(\tau)$ now cancel and we see that every one of the $K$ ! terms in the $\tau$ sum gives exactly the same contribution. So

$$
\begin{align*}
& \int_{\left|u_{i}\right|=1} f\left(u_{1}\right) f\left(u_{2}\right) \cdots f\left(u_{K}\right) \Delta\left(u^{2}\right) \Delta(u) \mathrm{d} \mathbf{u} \\
& =\int_{\left|u_{i}\right|=1} K!f\left(u_{1}\right) f\left(u_{2}\right) \ldots f\left(u_{K}\right)\left(\sum_{\sigma \in S_{K}} \operatorname{sgn}(\sigma) u_{1}^{2 \sigma(1)-2} u_{2}^{2 \sigma(2)-1} u_{3}^{2 \sigma(3)} \ldots u_{K}^{2 \sigma(K)+K-3}\right) \mathrm{d} \mathbf{u} \\
& =\int_{\left|u_{i}\right|=1} K!f\left(u_{1}\right) f\left(u_{2}\right) \ldots f\left(u_{K}\right) \operatorname{det}\left[u_{i}^{2 j+i-3}\right]_{i, j=1}^{K} \mathrm{~d} \mathbf{u} \\
& =K!\operatorname{det}\left[\int_{\left|u_{i}\right|=1} f\left(u_{i}\right) u_{i}^{2 j+i-3} \mathrm{~d} u_{i}\right]_{i, j=1}^{K} \tag{15}
\end{align*}
$$

To prove Theorems 2, 3 and 4 we will use two results, stated here and recalled in later sections as well.

Proposition III.1. (Conrey, Forrester, Snaith ${ }^{3}$, Proposition 2.3) Let $z(x):=\frac{1}{1-e^{-x}}$, and $\mathfrak{R e}\left(\gamma_{q}\right) \geq$ $0 \forall q$. Then, for $N \geq Q$,

$$
\begin{equation*}
\int_{S O(2 N)} \frac{\prod_{k=1}^{K} \Lambda_{X}\left(e^{-\alpha_{k}}\right)}{\prod_{q=1}^{Q} \Lambda_{X}\left(e^{-\gamma_{q}}\right)} \mathrm{dX}=\sum_{\varepsilon \in\{-1,1\}^{K}} e^{N \sum_{k=1}^{K}\left(\varepsilon_{k} \alpha_{k}\right)} \frac{\prod_{1 \leq j<k \leq K} z\left(\varepsilon_{j} \alpha_{j}+\varepsilon_{k} \alpha_{k}\right)}{\prod_{k=1}^{K} \prod_{q=1}^{Q} z\left(\varepsilon_{k} \alpha_{k}+\gamma_{q}\right) e^{N \sum_{k=1}^{K} \alpha_{k}} z\left(\gamma_{q}+\gamma_{r}\right)} \tag{16}
\end{equation*}
$$

Lemma III.2. (Conrey, Farmer, Keating, Rubinstein and Snaith ${ }^{2}$, Lemma 2.5.2) Consider a function $F(w)=F\left(w_{1}, \ldots, w_{K}\right)$ of $K$ variables which is symmetric and regular near $(0, \ldots, 0)$, and a function $f(w)$ with a simple pole of residue 1 at $w=0$ but is otherwise analytic in $|w| \leq 1$. Given

$$
\begin{equation*}
H\left(w_{1}, \ldots, w_{K}\right)=F\left(w_{1}, \ldots, w_{K}\right) \prod_{1 \leq j<k \leq K} f\left(w_{j}+w_{k}\right) \tag{17}
\end{equation*}
$$

or

$$
\begin{equation*}
H\left(w_{1}, \ldots, w_{K}\right)=F\left(w_{1}, \ldots, w_{K}\right) \prod_{1 \leq j \leq k \leq K} f\left(w_{j}+w_{k}\right) \tag{18}
\end{equation*}
$$

then, for $\left|\alpha_{k}\right|<1$,

$$
\begin{array}{r}
\sum_{\varepsilon \in\{-1,1\}^{K}} H\left(\varepsilon_{1} \alpha_{1}, \ldots, \varepsilon_{K} \alpha_{K}\right)=\frac{(-1)^{K(K-1) / 2} 2^{K}}{K!(2 \pi i)^{K}} \\
\times \oint_{\left|w_{1}\right|=1} \ldots \oint_{\left|w_{K}\right|=1} \frac{H\left(w_{1}, \ldots, w_{K}\right) \Delta^{2}\left(w_{1}^{2}, \ldots, w_{K}^{2}\right) \prod_{k=1}^{K} w_{k}}{\prod_{j=1}^{K} \prod_{k=1}^{K}\left(w_{k}-\alpha_{j}\right)\left(w_{k}+\alpha_{j}\right)} \prod_{k=1}^{K} d w_{k} \tag{19}
\end{array}
$$

and

$$
\begin{array}{r}
\sum_{\varepsilon \in\{-1,1\}^{K}}\left(\prod_{j=1}^{K} \varepsilon_{j}\right) H\left(\varepsilon_{1} \alpha_{1}, \ldots, \varepsilon_{K} \alpha_{K}\right)=\frac{(-1)^{K(K-1) / 2} 2^{K}}{K!(2 \pi i)^{K}} \\
\times \oint_{\left|w_{1}\right|=1} \ldots \oint_{\left|w_{K}\right|=1} \frac{H\left(w_{1}, \ldots, w_{K}\right) \Delta^{2}\left(w_{1}^{2}, \ldots, w_{K}^{2}\right) \prod_{k=1}^{K} \alpha_{k}}{\prod_{j=1}^{K} \prod_{k=1}^{K}\left(w_{k}-\alpha_{j}\right)\left(w_{k}+\alpha_{j}\right)} \prod_{k=1}^{K} d w_{k} . \tag{20}
\end{array}
$$

The first case of Lemma III. 2 ((17) and (19)) applies to our main computation, for the even orthogonal ensemble. The second form (equations (18) and (19)) will be used in Section VII for the symplectic ensemble, and finally, (17) and (20) will be used for the odd orthogonal case.

## IV. DEFINITION AND PROPERTIES OF THE SET OF MATRICES $\mathcal{M}$

In this section we define a set of matrices $\mathcal{M}$ that recur in our moment calculations, and derive some of their properties. The general structure of this set allows us to use these properties to prove our theorems over the even orthogonal, symplectic and odd orthogonal ensembles by specifying the appropriate parameters.

Definition IV.1. The matrices $M \in \mathcal{M}$ have their $(i, j)^{t h}$ entry of the form:

$$
\begin{equation*}
M_{i, j}=\left[\frac{2^{e_{j}}}{2 \pi i} \oint \frac{u_{i}^{2 n_{j}+h_{i}} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K+e_{j}}\left(u_{i}+1\right)^{e_{j}}} \mathrm{du}_{\mathrm{i}}\right]_{i, j=1}^{K} \tag{21}
\end{equation*}
$$

with $e_{j}$ non-negative integers and with $n_{j}$ and $h_{i}$ being integers such that $h_{1}<h_{2}<\cdots<h_{K}$. The contours of integration enclose 1 and -1 .

The integral entries of the type

$$
\begin{equation*}
I(r, E):=\frac{2^{E}}{2 \pi i} \oint \frac{u^{r} \exp \left(2 t /\left(u^{2}-1\right)\right)}{(u-1)^{K+E}(u+1)^{E}} \mathrm{du} \tag{22}
\end{equation*}
$$

where $r, E$ and $K$ are integers ( $E$ and $K$ will always be non-negative), satisfy a recursion formula. One can verify directly that

$$
\begin{equation*}
I(r, E)=2 I(r-2, E-1)+I(r-2, E) \tag{23}
\end{equation*}
$$

Definition IV. 2 (Degrees). We define the degree of $I(r, E)$ to be

$$
\begin{equation*}
r-K-2 E \tag{24}
\end{equation*}
$$

The degree of column $J$ in a matrix $M \in \mathcal{M}$ is the largest degree of any integral occurring in that column; we denote it $D_{J}(M)$. Remark that the $K^{t h}$ row always determines the maximal degree of a column: $2 n_{J}+h_{K}-K-2 e_{J}$. Also, all the column degrees of $M \in \mathcal{M}$ have the same parity. Finally, the degree of a matrix $M \in \mathcal{M}$ is the sum of its column degrees:

$$
\begin{equation*}
D(M)=\sum_{j=1}^{K} D_{j}(M) \tag{25}
\end{equation*}
$$

It will be useful to note the degree of each one of the three terms in the recursion formula (23):

$$
\begin{array}{rll}
I(r, E) & \text { has degree } & r-K-2 E \\
I(r-2, E-1) & \text { has degree } & r-K-2 E \\
I(r-2, E) & \text { has degree } & r-K-2 E-2 .
\end{array}
$$

This tells us that each time we apply the recursion (23) to all the entries in the $J^{\text {th }}$ column of a matrix $M \in \mathcal{M}$, we can use the property

$$
\begin{equation*}
\operatorname{det}\left(a_{1}, a_{2}, \ldots, a_{i}+b_{i}, \ldots, a_{n}\right)=\operatorname{det}\left(a_{1}, a_{2}, \ldots, a_{i}, \ldots, a_{n}\right)+\operatorname{det}\left(a_{1}, a_{2}, \ldots, b_{i}, \ldots, a_{n}\right), \tag{26}
\end{equation*}
$$

where the $a_{i}$ and $b_{i}$ represent either the rows or columns of the matrix, to split its corresponding determinant, $\operatorname{det}(M)$ into a sum of two determinants of matrices in $\mathcal{M}$, of which one has the same column degree $D_{J}(M)$ with an extra factor of 2 , and the other has lower column degree by 2 . We use this fact to prove Lemma IV. 3 below.

Lemma IV.3. For a matrix $M \in \mathcal{M}$, suppose that two of its columns have the same degree; that is, $D_{J}(M)=D_{J^{\prime}}(M)$ for some $J \neq J^{\prime}$. Then, $\exists$ matrices $M_{b}$ and a finite $B$ such that $\operatorname{det}(M)=$ $\sum_{b=1}^{B} \operatorname{det}\left(M_{b}\right)$, where each $M_{b} \in \mathcal{M}$ and $\max _{b} D\left(M_{b}\right)<D(M)$.

Proof. This lemma shows that for a given matrix in $\mathcal{M}$, if two of its columns have the same degree, then we can reduce the overall degree of the matrix. Indeed, we recall that the degree of a column is given by the maximal degree of its entries which, for matrices in $\mathcal{M}$, comes from the $K^{t h}$ row. Then, if two columns have the same degree,

$$
\begin{aligned}
D_{J}(M)=2 n_{J}+h_{K}-K-2 e_{J}=2 n_{J^{\prime}} & +h_{K}-K-2 e_{J^{\prime}}=D_{J^{\prime}}(M) \\
& \Longrightarrow n_{J^{\prime}}=n_{J}-\left(e_{J}-e_{J^{\prime}}\right) .
\end{aligned}
$$

Assume for simplicity that $e_{J}>e_{J^{\prime}}$ and let $N=e_{J}-e_{J^{\prime}}=n_{J}-n_{J^{\prime}}$. We apply the recursion (23) $N$ times to each entry in column $J$, with $r_{i, J}=2 n_{J}+h_{i}$. Note that $r_{i, J}-2 N=r_{i, J^{\prime}}$. For each row
$i$, at each step $b$ of the recursion, we obtain lower degree terms which we denote $\ell_{b, i}$. Then, the $i^{\text {th }}$ entry in column $J$ becomes:

$$
\begin{array}{r}
I\left(r_{i, J}, e_{J}\right)=2 I\left(r_{i, J}-2, e_{J}-1\right)+I\left(r_{i, J}-2, e_{J}\right) \\
=2 I\left(r_{i, J}-2, e_{J}-1\right)+\ell_{1, i} \\
=4 I\left(r_{i, J}-4, e_{J}-2\right)+2 \ell_{2, i}+\ell_{1, i} \\
=8 I\left(r_{i, J}-6, e_{J}-3\right)+4 \ell_{3, i}+2 \ell_{2, i}+\ell_{1, i} \\
=\cdots=2^{N} I\left(r_{i, J}-2 N, e_{J}-N\right)+\sum_{b=1}^{N} 2^{b-1} \ell_{b, i} \\
=2^{N} I\left(r_{i, J^{\prime}}, e_{J^{\prime}}\right)+\sum_{b=1}^{N} 2^{b-1} \ell_{b, i} \tag{28}
\end{array}
$$

Now we can replace the $i^{t h}$ entry in the $J^{t h}$ column by (28) without affecting the determinant and using (26), split the determinant $\operatorname{det}(M)$ into a sum of determinants of matrices $\left\{M_{b}\right\}_{1 \leq b \leq N+1}$, where $M_{N+1}$ has the term $2^{N} I\left(r_{i, J^{\prime}}, E_{J^{\prime}}\right)$ in its $J^{\text {th }}$ column and $i^{\text {th }}$ row, $M_{N}$ has $2^{N-1} \ell_{N, i}$ in its $J^{\text {th }}$ column and $i^{\text {th }}$ row, and generally, for $1 \leq b \leq N, M_{b}$ has the term $2^{b-1} \ell_{b, i}$ in its $J^{t h}$ column and $i^{\text {th }}$ row. Then $M_{N+1}$ has two columns, $J$ and $J^{\prime}$ which are scalar multiples of each other and its determinant vanishes. For $1 \leq b \leq N, M_{b}$ has lower matrix degree, since $D_{J}\left(M_{b}\right)<D_{J}(M)$ and $D_{L}\left(M_{b}\right)=D_{L}(M)$ for all other columns $L \neq J$.

Remark IV.4. It is also useful to remember that all the column degrees of a given $M \in \mathcal{M}$ have the same parity and, due to the recursion (23) always reducing the degree of an integral by 2 , all of the matrices $M_{b}$ in the proof of lemma IV. 3 similarly have all column degrees of the same parity as those of $M$.

The next propositions also concern matrices in the set $\mathcal{M}$; we establish a minimum matrix degree for $M \in \mathcal{M}$ to have a non-zero determinant. We then relate the matrix degree to column derivatives.

Proposition IV.5. The determinant of $M \in \mathcal{M}$ is zero if the minimum column degree is less than or equal to -2. That is if

$$
\begin{equation*}
\min _{1 \leq j \leq K}\left(2 n_{j}+h_{K}-K-2 e_{j}\right) \leq-2 \tag{29}
\end{equation*}
$$

Proof. This is proved by considering the integrals in the column where each element has degree less than or equal to -2 . In an integral of the type (22) the radius of the contour of integration can be increased without crossing any poles, and thus without changing the integral. Because the degree of the integral is -2 or less, the integrand shrinks faster than the length of the contour grows, leading to a column of zeroes, and this causing a vanishing determinant.

Proposition IV.6. For a matrix $M \in \mathcal{M}$ as defined in Definition IV.1, if the parity of all column degrees is odd and if the degree of the matrix $D(M)<K(K-2)$ then $\operatorname{det}(M)=0$. Furthermore, if $\operatorname{det}(M) \neq 0$ and $D(M)=K(K-2)$, it follows that the columns of $M$ must have degrees, in some order,

$$
-1,1,3,5, \ldots, 2 K-5,2 K-3
$$

Proof. By Lemma IV.3, we know that if a matrix $M \in \mathcal{M}$ has two columns with equal column degrees, then we can split the determinant $\operatorname{det}(M)$ into a sum of determinants of matrices in $\mathcal{M}$ of lower degree (still with odd column degrees, by Remark IV.4). Therefore, we now assume without loss of generality that we are working with matrices $M \in \mathcal{M}$ whose column degrees are all odd and pairwise distinct. If a column has degree $D_{J}(M)<-1$ then the column vanishes (by Proposition IV.5) and $\operatorname{det}(M)=0$. Therefore, -1 is the minimum column degree for a matrix $M \in \mathcal{M}$ with non-vanishing determinant. Since the degree of a column must be odd, the minimal matrix degree is simply

$$
\begin{equation*}
-1+1+3+\cdots+2 K-3=\sum_{j=0}^{K-1}(2 j-1)=K(K-2) \tag{30}
\end{equation*}
$$

Proposition IV.7. For a matrix $M \in \mathcal{M}$ as defined in Definition IV.1, if the parity of all column degrees is even and if the degree of the matrix $D(M)<K(K-1)$ then $\operatorname{det}(M)=0$. Furthermore, if $\operatorname{det}(M) \neq 0$ and $D(M)=K(K-1)$, it follows that the columns of $M$ must have degrees, in some order,

$$
0,2,4,6, \ldots, 2 K-4,2 K-2
$$

Proof. The proof follows exactly as that of Proposition IV.6. Here the column degrees are even, and 0 is the minimum column degree for a matrix $M \in \mathcal{M}$ with non-vanishing determinant. The minimal matrix degree is simply

$$
\begin{equation*}
0+2+4+\cdots+2 K-2=\sum_{j=0}^{K-1} 2 j=K(K-1) \tag{31}
\end{equation*}
$$

Proposition IV.8. If we take derivatives with respect to $t$ of the determinant of a matrix $M \in \mathcal{M}$, we obtain a sum of determinants, each of which is from a matrix in $\mathcal{M}$, and has column degrees of the same parity as $M$. Each determinant in the sum will be zero if the matrix degree $D(M)<$ $K(K-2)+2 d$, when the column degrees of $M$ have odd parity, or if $D(M)<K(K-1)+2 d$, when the column degrees of $M$ have even parity.

Proof. We recall that the determinant is multilinear and its derivative can be written as a sum:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \operatorname{det}\left(a_{1}, a_{2}, \ldots, a_{n}\right)=\operatorname{det}\left(\frac{\mathrm{d}}{\mathrm{~d} t} a_{1}, a_{2}, \ldots, a_{n}\right)+\cdots+\operatorname{det}\left(a_{1}, a_{2}, \ldots, \frac{\mathrm{~d}}{\mathrm{~d} t} a_{n}\right) \tag{32}
\end{equation*}
$$

where the $a_{i}$ represent either the rows or columns of the matrix. In our case, we will be working with the columns (indexed by $j$ ). The derivative of an element of a matrix $M \in \mathcal{M}$ is

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \frac{2^{e_{j}}}{2 \pi i} \oint \frac{u_{i}^{2 n_{j}+h_{i}} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K+e_{j}}\left(u_{i}+1\right)^{e_{j}}} \mathrm{~d} u_{\mathrm{i}}=\frac{2^{e_{j}+1}}{2 \pi i} \oint \frac{u_{i}^{2 n_{j}+h_{i}} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K+e_{j}+1}\left(u_{i}+1\right)^{e_{j}+1}} \mathrm{~d} u_{\mathrm{i}} \tag{33}
\end{equation*}
$$

which, recalling Definition 22, we can write simply as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} I\left(2 n_{j}+h_{i}, e_{j}\right)=I\left(2 n_{j}+h_{i}, e_{j}+1\right) \tag{34}
\end{equation*}
$$

Differentiating every element in a column gives us another matrix in $\mathcal{M}$ and this new matrix has degree two less than the original $M$. Applying (32) $d$ times, Proposition IV. 8 follows from Propositions IV. 6 and IV. 7 and the fact that every time a column is differentiated, the degree of the matrix decreases by 2 .

The following proposition shows why the converse of Proposition IV. 8 does not hold, by characterising matrices whose degrees are greater than $K(K-2)+2 d$ (or $K(K-1)+2 d$ ) yet their determinants vanish if multiple columns are differentiated. This is due to differentiation causing two columns to become scalar multiples of each other in these particular cases, which will occur in Section VII. For this proposition we need to define the secondary column and matrix degrees.

Definition IV. 9 (Secondary degrees). For a matrix $M \in \mathcal{M}$, the secondary column degree, denoted $\tilde{D}_{j}(M)$ is the second largest degree in the column $j$, which occurs in the $K-1^{\text {th }}$ row. Similarly, the secondary matrix degree is defined as the sum of the secondary column degrees:

$$
\begin{equation*}
\tilde{D}(M)=\sum_{j=1}^{K} \tilde{D}_{j}(M) \tag{35}
\end{equation*}
$$

Proposition IV.10. For a matrix $M \in \mathcal{M}$ as defined in IV. 1 with $n_{J}=J$ for all $J$ and $e_{1}=\cdots=$ $e_{K}=0$, if $D_{1}(M)<2 K-1$ and $\tilde{D}(M)<K(K-2)$ then $\frac{\mathrm{d}^{\mathrm{K}}}{\mathrm{dt}} \operatorname{det}(M)=0$.

Proof. By hypothesis, all column degrees are pairwise distinct. We assume that $D_{J}(M) \geq 2 J-1$ or $D_{J}(M) \geq 2 J$ for matrices with odd and even parity column degrees respectively, since otherwise we apply Proposition IV. 8 and find the determinant vanishes. If the secondary column degrees are $\tilde{D}_{J}(M) \leq 2 J-4$ and $\operatorname{det}(M) \neq 0$, the first column only has one nonzero entry, in its last row. This means that the first column can be differentiated until its degree is reduced to -1 before causing a vanishing determinant (or to 0 for even column degrees). For example, if $D_{1}(M)=1$, the first column survives one derivative, and if $D_{1}(M)=3$ it survives two derivatives. If $D_{1}(M)<2 K-1$, as in the condition in the proposition, then the first column will not survive $K$ derivatives and to maintain a non-zero determinant we will be forced to differentiate the second column. Once we differentiate the second column, all of its entries except for the last will have degree $<-1$ (or less than 0 for even degrees) since the secondary degree is also reduced by 2 after differentiation. Therefore, both the first and second columns would be columns of zeroes except for their final row, which means they are scalar multiples of each other. Had we differentiated any other column $J^{\prime}$, then it would become a scalar multiple of the $J^{\prime}-1^{\text {th }}$ column and cause a vanishing determinant as well. Thus, $\tilde{D}_{J}(M) \geq 2 J-3$, and the Proposition follows since

$$
\begin{equation*}
\sum_{j=1}^{K}(2 j-3)=K(K-2) \tag{36}
\end{equation*}
$$

The following lemma that helps us compute derivatives of matrices of type $\mathcal{M}$.
Lemma IV.11. Let $M \in \mathcal{M}$, with $n_{j}=j$ for $j=1, \ldots, K$ and with $e_{1}=\cdots=e_{K}=0$. Assume that either $h_{K}=K-1$, in which case the column degrees have odd parity and the matrix degree is $D(M)=K(K-2)+2 K$, or else $h_{K}=K$, in which case the column degrees have even parity
and the matrix degree is $D(M)=K(K-1)+2 K$. The $K^{\text {th }}$ derivative of $\operatorname{det} M$ with respect to $t$, evaluated at $t=0$, is:

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{K}}{\mathrm{~d} t^{K}} \operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+h_{i}} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du} u_{\mathrm{i}}\right]_{i, j=1}^{K}\right|_{t=0}=2^{K} \operatorname{det}\left[\binom{2 j+h_{i}-2}{K-1}\right]_{i, j=1}^{K}, \tag{37}
\end{equation*}
$$

applying the convention that $\binom{2 j+h_{i}-2}{K-1}=0$ if $2 j+h_{i}-2 \leq K-2$.
Proof. By (32) the derivative is the sum of determinants of the form

$$
\begin{equation*}
\operatorname{det}\left[\frac{2^{E_{j}}}{2 \pi i} \oint \frac{u_{i}^{2 j+h_{i}} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K+E_{j}}\left(u_{i}+1\right)^{E_{j}}} \mathrm{~d} u_{\mathrm{i}}\right]_{i, j=1}^{K}, \tag{38}
\end{equation*}
$$

where $E_{j}$ is the number of times the $j^{\text {th }}$ column has been differentiated, and $\sum_{j=1}^{K} E_{j}=K$.
We recall that the $(i, j)^{t h}$ element in (38) is the integral $I\left(2 j+h_{i}, E_{j}\right)$. We use the recursion formula (23), as we did in Lemma IV.3, to reduce $E_{j}$ to 0 .

$$
\begin{array}{r}
I\left(2 j+h_{i}, E_{j}\right)=2 I\left(2 j+h_{i}-2, E_{j}-1\right)+\ell_{1} \\
=4 I\left(2 j+h_{i}-4, E_{j}-2\right)+\ell_{2}+\ell_{1}=\ldots \\
=2^{E_{j}} I\left(2 j+h_{i}-2 E_{j}, 0\right)+\mathcal{L} \\
=\frac{2^{E_{j}}}{2 \pi i} \oint \frac{u_{i}^{2 j+h_{i}-2 E_{j}} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}}+\mathcal{L} . \tag{39}
\end{array}
$$

Where $\mathcal{L}:=\sum_{m} \ell_{m}$.
We repeat this process for every element in each column $J$. Note that for each column, we can split the determinant as a sum of determinants of matrices in $\mathcal{M}$ using (26); one with the integral from (39) in the $J^{\text {th }}$ column, the others with the lower degree terms of $\mathcal{L}$. Since the matrix $M$ has degree $D(M)=K(K-2)+2 K$ if the column degrees have odd parity (resp. matrix degree $D(M)=K(K-1)+2 K$ if the column degrees have even parity), after $K$ derivatives the matrices of the form (38) have degree $K(K-2)$ (resp. $K(K-1)$ ). By Proposition IV. 6 and Proposition IV. 7 the matrices with lower degree terms from $\mathcal{L}$ in one or more columns have too small a matrix degree and therefore their determinant is 0 . Thus the derivative in (37) becomes the sum of determinants of the form

$$
\begin{equation*}
\operatorname{det}\left[\frac{2^{E_{j}}}{2 \pi i} \oint \frac{u_{i}^{2 j+h_{i}-2 E_{j}} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}}\right]_{i, j=1}^{K}, \tag{40}
\end{equation*}
$$

where $\sum_{j=1}^{K} E_{j}=K$.
The matrices in (40) belong to $\mathcal{M}$, so we recall that, by Proposition IV. 6 and Proposition IV.7, the determinant is non-zero only if the column degrees take, in some order, the values $-1,1,3, \ldots, 2 K-5,2 K-3$ (resp. $0,2,4, \ldots, 2 K-4,2 K-2$ ). One way that this can happen is if each column is differentiated exactly once (although we will see later that this is not the only scenario).

In the specific case where $E_{j}=1$ for $j=1, \ldots, K$, we set $t=0$ and define

$$
\begin{equation*}
\operatorname{det} \hat{M}:=\operatorname{det}\left[\frac{2}{2 \pi i} \oint \frac{u_{i}^{2 j+h_{i}-2}}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}}\right]_{i, j=1}^{K} . \tag{41}
\end{equation*}
$$

We compute the integral as a residue, obtaining

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+h_{i}-2} \mathrm{du}_{\mathrm{i}}}{\left(u_{i}-1\right)^{K}}=\binom{2 j+h_{i}-2}{K-1} . \tag{42}
\end{equation*}
$$

Then, if $E_{j}=1$ for all $j$, at $t=0$, (40) becomes

$$
\begin{equation*}
\operatorname{det} \hat{M}=2^{K} \operatorname{det}\left[\binom{2 j+h_{i}-2}{K-1}\right]_{i, j=1}^{K}, \tag{43}
\end{equation*}
$$

applying the convention that $\binom{2 j+h_{i}-2}{K-1}=0$ if $2 j+h_{i}-2 \leq K-2$.
This determinant is only one of the terms that appear in the final sum. However, the column degrees in (40) can only take the values $-1,1,3, \ldots, 2 K-5,2 K-3$ (resp. $0,2,4, \ldots, 2 K-4,2 K-$ 2 ) in some order, and once the degree of a column of a matrix like (40) is fixed, this determines the value of $2 j-2 E_{j}$ and that fixes all elements in column $j$. Thus any other matrix of the form (40) with non-vanishing determinant will be a permutation of the columns of the case when $E_{j}=1$ for $j=1, \ldots, K$ and so will have the same determinant as in (43) up to sign change. To compute the total sum, we need to consider the sign and multiplicity of each determinant. Recalling that the column degrees are given by the number of times $E_{j}$ that the $j^{\text {th }}$ column has been differentiated, we can assign to each matrix its corresponding vector $\left(E_{1}, E_{2}, \ldots, E_{K}\right)$. The multiplicity of its corresponding determinant is then given by the multinomial coefficient

$$
\frac{K!}{\prod_{j}^{K} E_{j}!}
$$

Furthermore, each vector $\left(E_{1}, E_{2}, \ldots, E_{K}\right)$ corresponds to a permutation $\sigma$ in the symmetric group $S_{K}$. The permutation $\sigma$ encodes the ordering of the column degrees $-1,1,3, \ldots, 2 K-3$ (resp. $0,2,4, \ldots, 2 K-4,2 K-2$ ). This is illustrated in Table I, where we take for example $K=4$ and initial column degrees $1,3,5,7$. We show only the vectors and permutations that correspond to non-vanishing determinants, so we insist that the column degrees are unique, otherwise the determinant would be zero by Lemma IV.3. We also note that the sign of the permutation is precisely the sign of the corresponding determinant, since it determines the number of column swaps we would need to go from the matrix in (43) to any other matrix from (40) with non-vanishing determinant.

We see that in the permutation column of the above table, there is the constraint that $\sigma_{j} \leq j+1$ because matrix $M$ in this example had initial column degrees $D_{1}=1, D_{2}=3, D_{3}=5, D_{4}=7$ and differentiating always lowers a column degree by 2 , so column 1 can only have degree 1 or -1 after differentiation (without the determinant becoming zero by Proposition IV.5).

Noting that $E_{j}=j+1-\sigma_{j}$, we now have all the elements to compute the final sum; we know the sign and multiplicity of each determinant, and can take the full sum over non-vanishing determinants. Thus,

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{K}}{\mathrm{dt}^{K}} \operatorname{det}(M)\right|_{t=0}=\operatorname{det}(\hat{M}) K!\sum_{\substack{\sigma \in S_{K} \\ \sigma_{j} \leq j+1}} \frac{\operatorname{sgn}(\sigma)}{\prod_{j}^{K}\left(j+1-\sigma_{j}\right)!} \tag{44}
\end{equation*}
$$

| $D_{J}$ | $\sigma$ | $E_{J}$ | $\operatorname{sgn}(\sigma)$ | multiplicity |
| :---: | :---: | :---: | :---: | :---: |
| $(1,3,5,-1)$ | $(2,3,4,1)$ | $(0,0,0,4)$ | - | 1 |
| $(1,3,-1,5)$ | $(2,3,1,4)$ | $(0,0,3,1)$ | + | 4 |
| $(1,-1,5,3)$ | $(2,1,4,3)$ | $(0,2,0,2)$ | + | 6 |
| $(1,-1,3,5)$ | $(2,1,3,4)$ | $(0,2,1,1)$ | - | 12 |
| $(-1,3,5,1)$ | $(1,3,4,2)$ | $(1,0,0,3)$ | + | 4 |
| $(-1,3,1,5)$ | $(1,3,2,4)$ | $(1,0,2,1)$ | - | 12 |
| $(-1,1,5,3)$ | $(1,2,4,3)$ | $(1,1,0,2)$ | - | 12 |
| $(-1,1,3,5)$ | $(1,2,3,4)$ | $(1,1,1,1)$ | + | 24 |

TABLE I. This table shows, for a manageable example with $K=4$, the relation between: the degree of the $J^{t h}$ column, $D_{J}$, after differentiation; the permutation, $\sigma$, describing the order of the column degrees; $E_{J}$, the number of times the $J^{t h}$ column was differentiated; and the multiplicity, the number of ways we can achieve this set of $D_{J}$ 's by differentiating the columns in a different order.

The sum in (44) can also be seen as the determinant of a Toeplitz matrix with entries $1 /(j+1-i)$ ! if $i \leq j+1$ and 0 otherwise. Taking again $K=4$ as an example, this matrix would be:

$$
T=\left[\begin{array}{cccc}
1 & 1 / 2! & 1 / 3! & 1 / 4!  \tag{45}\\
1 & 1 & 1 / 2! & 1 / 3! \\
0 & 1 & 1 & 1 / 2! \\
0 & 0 & 1 & 1
\end{array}\right]
$$

To compute this Toeplitz determinant, we note that $T$ can easily be turned into an upper triangular matrix by first subtracting the first row from the second:

$$
\left[\begin{array}{cccc}
1 & 1 / 2! & 1 / 3! & 1 / 4!  \tag{46}\\
0 & 1-1 / 2! & 1 / 2!-1 / 3! & 1 / 3!-1 / 4! \\
0 & 1 & 1 & 1 / 2! \\
0 & 0 & 1 & 1
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 / 2 & 1 / 6 & 1 / 24 \\
0 & 1 / 2 & 1 / 3 & 1 / 8 \\
0 & 1 & 1 & 1 / 2! \\
0 & 0 & 1 & 1
\end{array}\right]
$$

then subtracting 2 times the second row from the third to get

$$
\left[\begin{array}{cccc}
1 & 1 / 2! & 1 / 3! & 1 / 4!  \tag{47}\\
0 & 1 / 2 & 1 / 3 & 1 / 8 \\
0 & 0 & 1 / 3 & 1 / 4 \\
0 & 0 & 1 & 1
\end{array}\right],
$$

and finally subtracting 3 times the third row from the fourth:

$$
\left[\begin{array}{cccc}
1 & 1 / 2! & 1 / 3! & 1 / 4!  \tag{48}\\
0 & 1 / 2 & 1 / 3 & 1 / 8 \\
0 & 0 & 1 / 3 & 1 / 4 \\
0 & 0 & 0 & 1 / 4
\end{array}\right] .
$$

This process extends inductively for arbitrary $K$ to obtain an upper triangular matrix and so we can compute the determinant by taking the product of the diagonal entries $1 / i$. More generally, if we define the Toeplitz matrix $T$ as:

$$
\begin{gather*}
T=\left[\begin{array}{ll}
\frac{1}{(j+1-i)!} & 1 \leq i \leq j+1 \leq K \\
0 & \text { otherwise }
\end{array}\right],  \tag{49}\\
\operatorname{det}(T)=\sum_{\substack{\sigma \in S_{K} \\
\sigma_{j} \leq j+1}} \frac{\operatorname{sgn}(\sigma)}{\prod_{j}^{K}\left(j+1-\sigma_{j}\right)!}=\frac{1}{K!}, \tag{50}
\end{gather*}
$$

which implies that Equation (44) $=\operatorname{det}(\hat{M})$. This concludes our computation and the proof of Lemma IV.11.

## V. THE EVEN ORTHOGONAL CASE

To begin the proof of Theorem 2, we will apply Lemma III. 2 with functions:

$$
\begin{equation*}
F(w)=\frac{e^{N \sum_{k=1}^{K} w_{k}}}{\prod_{k=1}^{K} \prod_{q=1}^{Q} z\left(w_{k}+\gamma_{q}\right)} \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
f(w)=z\left(w_{j}+w_{k}\right) \tag{52}
\end{equation*}
$$

Now we can rewrite (16) in Proposition III. 1 by applying Lemma III.2, which gives us

$$
\begin{align*}
& \int_{S O(2 N)} \frac{\prod_{k=1}^{K} \Lambda_{X}\left(e^{-\alpha_{k}}\right)}{\prod_{q=1}^{Q} \Lambda_{X}\left(e^{-\gamma_{q}}\right)} \mathrm{dX} \\
& =\sum_{\varepsilon \in\{-1,1\}^{K}} e^{N \sum_{k=1}^{K}\left(\varepsilon_{k} \alpha_{k}-\alpha_{k}\right)} \frac{\prod_{1 \leq j<k \leq K} z\left(\varepsilon_{j} \alpha_{j}+\varepsilon_{k} \alpha_{k}\right) \prod_{1 \leq q \leq r \leq Q} z\left(\gamma_{q}+\gamma_{r}\right)}{\prod_{k=1}^{K} \prod_{q=1}^{Q} z\left(\varepsilon_{k} \alpha_{k}+\gamma_{q}\right)} \\
& =\frac{(-1)^{K(K-1) / 2} 2^{K}}{K!(2 \pi i)^{K}} \oint \cdots \oint \frac{\prod_{1 \leq k \leq K} z\left(w_{j}+w_{k}\right) \Delta^{2}\left(w_{1}^{2}, \ldots, w_{K}^{2}\right) \prod_{k=1}^{K} w_{k}}{\prod_{k=1}^{K} \prod_{q=1}^{Q} z\left(w_{k}+\gamma_{q}\right) \prod_{j=1}^{K} \prod_{k=1}^{K}\left(w_{k}-\alpha_{j}\right)\left(w_{k}+\alpha_{j}\right)} \\
& \quad \times e^{N\left(\sum_{k=1}^{K} w_{k}-\alpha_{k}\right)} \prod_{1 \leq q \leq r \leq Q} z\left(\gamma_{q}+\gamma_{r}\right) \prod_{j=1}^{K} \mathrm{~d} w_{j}, \tag{53}
\end{align*}
$$

where the contours of integration contain the poles $\pm \alpha_{j}$. Next we set $K=Q$ and differentiate both sides with respect to all $\alpha_{j}$. Since

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} \alpha} \Lambda_{X}\left(e^{-\alpha}\right)=-\Lambda_{X}^{\prime}\left(e^{-\alpha}\right) e^{-\alpha} \\
\prod_{j=1}^{K} \frac{\mathrm{~d}}{\mathrm{~d} \alpha_{j}} \int_{S O(2 N)} \frac{\Lambda_{X}\left(e^{-\alpha_{j}}\right)}{\Lambda_{X}\left(e^{-\gamma_{j}}\right)} \mathrm{dX}=(-1)^{K} \int_{S O(2 N)} \prod_{j=1}^{K} \frac{\Lambda_{X}^{\prime}\left(e^{-\alpha_{j}}\right) e^{-\alpha_{j}}}{\Lambda_{X}\left(e^{-\gamma_{j}}\right)} \mathrm{dX} . \tag{54}
\end{gather*}
$$

Similarly, since

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} \alpha} \frac{e^{N(w-\alpha)}}{\prod_{k=1}^{K}\left(w_{k}-\alpha\right)\left(w_{k}+\alpha\right)}=\frac{e^{N(w-\alpha)}}{\prod_{k=1}^{K}\left(w_{k}-\alpha\right)\left(w_{k}+\alpha\right)}\left[-N+\sum_{k=1}^{K} \frac{2 \alpha}{w_{k}^{2}-\alpha^{2}}\right], \\
\prod_{j=1}^{K} \frac{\mathrm{~d}}{\mathrm{~d} \alpha_{j}} \frac{e^{N \sum_{k=1}^{K}\left(w_{k}-\alpha_{k}\right)}}{\prod_{k=1}^{K}\left(w_{k}-\alpha_{j}\right)\left(w_{k}+\alpha_{j}\right)}=\prod_{j=1}^{K} \frac{e^{N \sum_{k=1}^{K}\left(w_{k}-\alpha_{k}\right)}}{\prod_{k=1}^{K}\left(w_{k}-\alpha_{j}\right)\left(w_{k}+\alpha_{j}\right)}\left[-N+\sum_{k=1}^{K} \frac{2 \alpha_{j}}{w_{k}^{2}-\alpha_{j}^{2}}\right] . \tag{55}
\end{gather*}
$$

Next, we fix all $\alpha_{j}, \gamma_{j}=\alpha$ for all $j$, and for simplicity denote $\prod_{j=1}^{K} \mathrm{~d} w_{j}=\mathrm{d} \mathbf{w}$. Then,

$$
\begin{array}{r}
(-1)^{K} \int_{S O(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX} \\
=\frac{(-1)^{K(K-1) / 2} 2^{K}}{K!(2 \pi i)^{K}} \oint \cdots \oint \frac{1 \leq j<k \leq K}{\prod_{k=1}^{K} z\left(w_{k}+\alpha\right)^{K}} z\left(w_{j}+w_{k}\right) \Delta^{2}\left(w^{2}\right) \prod_{k=1}^{K} w_{k} \\
1 \leq j \leq k \leq K \\
\times \frac{e^{N \sum_{k=1}^{K} w_{k}} e^{-N K \alpha}}{\prod_{j=1}^{K}\left(w_{j}-\alpha\right)^{K}\left(w_{j}+\alpha\right)^{K}}\left[-N+\sum_{j=1}^{K} \frac{2 \alpha}{w_{j}^{2}-\alpha^{2}}\right]^{K} \mathrm{~d} \mathbf{w} \\
=\frac{(-1)^{K(K-1) / 2} 2^{K}}{K!(2 \pi i)^{K}} z(2 \alpha)^{K(K+1) / 2} e^{-N K \alpha} \oint \cdots \oint \frac{1 \leq j<k \leq K}{\prod_{j}} z\left(w_{j}+w_{k}\right) \Delta^{2}\left(w^{2}\right) \prod_{k=1}^{K} w_{k}^{K}  \tag{58}\\
\times\left(w_{k}+\alpha\right)^{K} \\
\times \frac{e^{N \sum_{k=1}^{K} w_{k}}}{\prod_{j=1}^{K}\left(w_{j}^{2}-\alpha^{2}\right)^{K}}\left[-N+\sum_{j=1}^{K} \frac{2 \alpha}{w_{j}^{2}-\alpha^{2}}\right]^{K} \mathrm{~d} \mathbf{w} .
\end{array}
$$

Now we are ready to compute the asymptotics in $N$. First we scale our variables by $N$ by setting $\alpha=a / N$ and $w_{j}=a u_{j} / N$ where $a=o(1)$ as $N \rightarrow \infty$. We are evaluating the function $z(x)=$ $\frac{1}{x}+\frac{1}{2}+\frac{x}{12}+\mathcal{O}\left(x^{3}\right)$ at points $a u / N$ which are getting small as $N \rightarrow \infty$, therefore we can approximate $z(x)$ by $1 / x$. Putting all this together, we can rewrite (58):

$$
\begin{align*}
& (-1)^{K} \int_{S O(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX}=\frac{(-1)^{K(K-1) / 2} 2^{K}}{K!(2 \pi i)^{K}}\left(\frac{N}{2 a}\right)^{K(K+1) / 2} \\
& \quad \times e^{-K a} \oint \cdots \oint_{1 \leq j<k \leq K} \frac{N}{a\left(u_{j}+u_{k}\right)} \Delta^{2}\left(\frac{a^{2} u_{j}^{2}}{N^{2}}\right)\left(\frac{a}{N}\right)^{K} \prod_{k=1}^{K} u_{k} \times\left(\frac{a}{N}\right)^{K^{2}} \prod_{k=1}^{K}\left(u_{k}+1\right)^{K} \\
& \quad \times\left(\frac{N}{a}\right)^{2 K^{2}} \frac{e^{a \sum_{k=1}^{K} u_{k}}}{\prod_{j=1}^{K}\left(u_{j}^{2}-1\right)^{K}}\left[-N+\sum_{j=1}^{K} \frac{2 N}{a\left(u_{j}^{2}-1\right)}\right]^{K}\left(\frac{a}{N}\right)^{K} \mathrm{~d} \mathbf{u}\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right) \tag{59}
\end{align*}
$$

where now the contours contain $\pm 1$. Gathering terms and simplifying, (59) equals

$$
\begin{align*}
\left(\frac{-1}{2}\right)^{\binom{K}{2}} & \left(\frac{N}{a}\right)^{K} \frac{e^{-K a}}{K!(2 \pi i)^{K}} \oint \cdots \oint \prod_{1 \leq j<k \leq K} \frac{\left(u_{k}-u_{j}\right)^{2}\left(u_{k}+u_{j}\right)^{2}}{\left(u_{j}+u_{k}\right)} e^{a \sum_{k=1}^{K} u_{k}} \\
& \times \prod_{k=1}^{K} \frac{u_{k}\left(u_{k}+1\right)^{K}}{\left(u_{k}-1\right)^{K}\left(u_{k}+1\right)^{K}}\left[-a+\sum_{j=1}^{K} \frac{2}{\left(u_{j}^{2}-1\right)}\right]^{K} \mathrm{~d} \mathbf{u}\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right),  \tag{60}\\
= & \left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K} \frac{e^{-K a}}{K!(2 \pi i)^{K}} \oint \cdots \oint \Delta\left(u^{2}\right) \Delta(u) e^{a \sum_{k=1}^{K} u_{k}} \\
& \times \prod_{k=1}^{K} \frac{u_{k}}{\left(u_{k}-1\right)^{K}}\left[-a+\sum_{j=1}^{K} \frac{2}{\left(u_{j}^{2}-1\right)}\right]^{K} \mathrm{~d} \mathbf{u}\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right) . \tag{61}
\end{align*}
$$

We will further simplify (61) by factorising it completely. First we note that the term in the square brackets can be written as a $K^{t h}$ derivative:

$$
\begin{equation*}
\left[-a+\sum_{j=1}^{K} \frac{2}{\left(u_{j}^{2}-1\right)}\right]^{K}=\left.\frac{\mathrm{d}^{K}}{\mathrm{dt}^{K}}\right|_{t=0} \quad \exp \left(-a t+t \sum_{j=1}^{K} \frac{2}{\left(u_{j}^{2}-1\right)}\right) \tag{62}
\end{equation*}
$$

Recalling the symmetry of the Vandermonde determinants, we rewrite the product of the two Vandermondes $\Delta\left(u^{2}\right) \Delta(u)$ as a determinant under the integral, as explained in (15). Our computation is now completely factorised, so we bring all the terms in (61) into the determinant of (15), recalling that each term of the product can be brought into the determinant by multiplying one column or row by that term. Now, we have shown that:

$$
\begin{align*}
& (-1)^{K} \int_{S O(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX}=\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K}  \tag{63}\\
& \quad \times\left. e^{-K a} \frac{\mathrm{~d}^{K}}{\mathrm{dt}^{K}}\right|_{t=0} e^{-a t} \operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2} \exp \left(a u_{i}+2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}}\right]_{i, j=1}^{K}\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right) .
\end{align*}
$$

We recall that $a$ is getting small in the asymptotic regime as $N$ tends to infinity and so we now start to examine the main term in (63) as an expansion in small $a$. Our first step is to show that the leading order term of the determinant in (63), with the approximation $\exp \left(a u_{i}\right) \sim 1$, is independent of $t$ by showing that its derivative with respect to $t$ is 0 .

Lemma V.1. The determinant

$$
\operatorname{det} B:=\operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}}\right]_{i, j=1}^{K}
$$

is independent of $t$, and is equal to

$$
\operatorname{det}\left[\binom{2 j+i-2}{K-1}\right]_{i, j=1}^{K}
$$

Proof. We will show independence of $t$ by demonstrating that when we differentiate $\operatorname{det} B$ we get a sum of determinants (as on the right hand side of the identity (32)), which are all equal to 0 . Once we have independence of $t$, we fix $t=0$ to simplify the matrix and then evaluate its determinant directly. To carry out these steps, we begin by considering the matrix elements, which are integrals:

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} . \tag{64}
\end{equation*}
$$

Then, to compute the derivative of each column, we compute the derivative of each integral entry:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{dt}} \frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} & =\frac{1}{2 \pi i} \oint \frac{2 u_{i}^{2 j+i-2} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}\left(u_{i}^{2}-1\right)} \mathrm{d} u_{\mathrm{i}} \\
& =\frac{2}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K+1}\left(u_{i}+1\right)} \mathrm{du}_{\mathrm{i}} . \tag{65}
\end{align*}
$$

By the identity (32), the first derivative of the determinant is given by the sum over determinants where only one column has been differentiated. To account for all these terms, we consider two cases. First, consider the determinant whose first column $(j=1)$ is differentiated. Equation (65) tells us that the terms along the first differentiated column are of the form:

$$
\begin{equation*}
\frac{1}{\pi i} \oint \frac{u_{i}^{i} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K+1}\left(u_{i}+1\right)} \operatorname{du} u_{i} \quad 1 \leq i \leq K \tag{66}
\end{equation*}
$$

Note that since we carried out the scaling at (59) the contours of integration now contain $\pm 1$. Since the only poles are at $u_{i}= \pm 1$, we can enlarge the contour of integration as much as needed, and note that the integrand in (66) is $\mathcal{O}\left(u_{i}^{-2}\right)$. Thus the integral vanishes as we enlarge the contour of integration since the integrand shrinks faster than the length of the contour grows. Indeed, every entry along the differentiated first column vanishes, which gives us a 0 determinant and so this term does not contribute to the total sum of the derivative of $\operatorname{det}(B)$.

Next we consider the terms that come from the determinants whose $j^{\text {th }}$ column has been differentiated, where $j>1$. For each of these terms, we show that the differentiated $j^{t h}$ column is a linear combination of the first $j-1$ columns, therefore the matrix is not full rank and its determinant must be 0 . Indeed, if we fix $j>1$ and sum the first $j-1$ columns, we get:

$$
\begin{align*}
& \frac{1}{2 \pi i} \sum_{l=1}^{j-1} \oint \frac{u_{i}^{2 l+i-2} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} \\
= & \frac{1}{2 \pi i} \oint u_{i}^{i} \sum_{l=0}^{j-2} \frac{u_{i}^{2 l} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{~d} \mathrm{u}_{\mathrm{i}} . \tag{67}
\end{align*}
$$

Using the identity $\sum_{n=0}^{m-1} x^{n}=\frac{\left(x^{m}-1\right)}{(x-1)}$, (67) is equal to:

$$
\begin{align*}
& \frac{1}{2 \pi i} \oint u_{i}^{i} \frac{\left(u_{i}^{2(j-1)}-1\right) \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}\left(u_{i}^{2}-1\right)} \mathrm{du}_{\mathrm{i}} \\
= & \frac{1}{2 \pi i} \oint \frac{\left(u_{i}^{2 j+i-2}-u_{i}^{i}\right) \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K+1}\left(u_{i}+1\right)} \mathrm{d} u_{\mathrm{i}} . \tag{68}
\end{align*}
$$

The final step is to take the difference between the $j^{\text {th }}$ column and the linear combination of the first $j-1$ columns and show that each entry vanishes. Indeed, twice equation (68) - equation (65) is equal to (66) and so the corresponding determinant vanishes.

This completes our argument that $\operatorname{det}(B)$ is independent of $t$, since it vanishes under differentiation with respect to $t$. This allows us to fix $t=0$ for simplicity, so that each integral entry (64) can be evaluated as a residue:

$$
\begin{array}{r}
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2}}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}}=\operatorname{Res}_{u_{i}=1}\left(\frac{u_{i}^{2 j+i-2}}{\left(u_{i}-1\right)^{K}}\right)=\left.\frac{\mathrm{d}^{K-1}}{\mathrm{du}_{\mathrm{i}}^{K-1}} \frac{u_{i}^{2 j+i-2}}{(K-1)!}\right|_{u_{i}=1} \\
=\frac{(2 j+i-2)(2 j+i-3) \ldots(2 j+i-(K+2))}{(K-1)!} \\
=\binom{2 j+i-2}{K-1} \tag{69}
\end{array}
$$

with the convention that $\binom{n}{m}=0$ if $m>n$.
Lemma V.2. The following determinant of binomial coefficients can be computed explicitly in terms of $K$ and is given by

$$
\operatorname{det}\left[\binom{2 j+i-2}{K-1}\right]_{i, j=1}^{K}=(-2){ }^{\binom{K}{2}}
$$

Proof. We'll compute the determinant by turning the matrix into a Vandermonde matrix (12) through some linear combinations of rows, which don't alter the determinant, and with some row swaps, which assign the sign of the determinant according to the parity of $K$. We begin by writing out the matrix:

$$
\left[\begin{array}{cccc}
\binom{1}{K-1} & \binom{3}{K-1} & \ldots & \binom{2 K-1}{K}  \tag{70}\\
\binom{2}{K-1} & \binom{4}{K-1} & \ldots & \left(\begin{array}{c}
K-1
\end{array}\right) \\
\binom{3}{K-1} & \left(\begin{array}{c} 
\\
K-1
\end{array}\right) & \ldots & \binom{2 K+1}{K-1} \\
\cdots & & & \\
\binom{K}{K-1} & \binom{K+2}{K-1} & \ldots & \binom{3 K-2}{K-1}
\end{array}\right] .
$$

Using Pascal's recurrence

$$
\begin{equation*}
\binom{n}{r}-\binom{n-1}{r}=\binom{n-1}{r-1} \tag{71}
\end{equation*}
$$

we subtract the $i-1^{t h}$ row from the $i^{t h}$ for all $i=K, K-1, \ldots, 2$, in that order. This process returns the following matrix:

$$
\left[\begin{array}{cccc}
\binom{1}{K-1} & \binom{3}{K-1} & \ldots & \binom{2 K-1}{K-1}  \tag{72}\\
\left(\begin{array}{c}
3-2
\end{array}\right) & \left(\begin{array}{c}
-2
\end{array}\right) & \ldots & \binom{2 K-1}{K-2} \\
\binom{2}{K-2} & \binom{4}{K-2} & \ldots & \binom{2 K}{K-2} \\
\ldots & & & \\
\binom{K-1}{K-2} & \binom{K+1}{K-2} & \ldots & \binom{3 K-1}{K-2}
\end{array}\right] .
$$

Next, we repeat this process, however now we fix the first and second rows; in other words, we only apply the process to the rows $i=K, K-1, \ldots, 3$. Reiterating this process, each time fixing
one more row, we end up with the following matrix, whose determinant is identical to the one we started with:

To see this matrix as a Vandermonde matrix, we work from the bottom up; first, we note that the $K^{t h}$ row has each entry equal to 1 since $\binom{m}{0}=1$ for all integer $m$. The $K-1^{\text {th }}$ row has entries:

$$
\begin{equation*}
\binom{2 j-1}{1}=2 j-1 \tag{74}
\end{equation*}
$$

which are linear in the column index $j$. We can add the $K^{\text {th }}$ row to the $K-1^{\text {th }}$ row and pull out the factor of 2 , so that the bottom two rows now look like

$$
2\left[\begin{array}{ccccc}
1 & 2 & 3 & \ldots & K  \tag{75}\\
1 & 1 & 1 & \ldots & 1
\end{array}\right]
$$

Similarly, the entries in the $K-2^{\text {th }}$ row are quadratic polynomials in $j$, since

$$
\begin{equation*}
\binom{2 j-1}{2}=\frac{(2 j-1)(2 j-2)}{2}=(2 j-1)(j-1)=2 j^{2}-3 j+1 \tag{76}
\end{equation*}
$$

If we add 3 times the $K-1^{\text {th }}$ row and subtract the $K^{t h}$ row from the $K-2^{t h}$ row, and then pull out the factor of 2 , the bottom 3 rows then look like:

$$
2^{2}\left[\begin{array}{ccccc}
1 & 4 & 9 & \ldots & K^{2}  \tag{77}\\
1 & 2 & 3 & \ldots & K \\
1 & 1 & 1 & \ldots & 1
\end{array}\right]
$$

Similarly, the $K-3^{\text {th }}$ row has cubic polynomial entries

$$
\begin{equation*}
\binom{2 j-1}{3}=\frac{4}{3} j^{3}-4 j^{2}+\frac{11}{3} j-1 . \tag{78}
\end{equation*}
$$

We can apply linear combinations of the lower rows and pull the coefficient of the cubic term $\frac{2^{3}}{3!}$ out of the matrix, such that all entries in the $K-3^{t h}$ row are cubes of the column index $j$. We proceed similarly for each row, pulling out the $\frac{2^{m}}{m!}$ coefficient from the $K-m^{t h}$ row, and end up with the following matrix:

$$
\prod_{m=0}^{K-1} \frac{2^{m}}{m!}\left[\begin{array}{cccc}
1 & 2^{K-1} & \ldots & K^{K-1}  \tag{79}\\
1 & 2^{K-2} & \ldots & K^{K-2} \\
\ldots & & & \\
1 & 2 & \ldots & K \\
1 & 1 & \ldots & 1
\end{array}\right]
$$

Now our matrix looks like a Vandermonde matrix, but the degree of the variables is decreasing along columns instead of increasing. To fix this, we rearrange the rows, for a total of $\binom{K}{2}$ row swaps. Now we have a proper Vandermonde matrix whose variables are given by the column indices $j=1,2,3, \ldots, K$. We can now conclude that

$$
\begin{array}{r}
\operatorname{det}\left[\binom{2 j+i-2}{K-1}\right]_{i, j=1}^{K}=(-1)^{\frac{K(K-1)}{2}} \Delta(1,2, \ldots, K) \prod_{m=0}^{K-1} \frac{2^{m}}{m!} \\
=(-1)^{\frac{K(K-1)}{2}} \frac{2^{\binom{K}{2}} G(K+1)}{G(K+1)} \\
=(-2)^{\binom{K}{2}} . \tag{80}
\end{array}
$$

Where $G$ is the Barnes $G$-function, ie $G(K+1)=0!1!2!\ldots(K-1)$ !

An identical method to that above allows us to state a slightly more general result (without proof):

## Lemma V.3.

$$
\begin{equation*}
\operatorname{det}\left[\binom{2 j-m}{n-i}\right]_{i, j=1}^{n}=(-2)^{\frac{n(n-1)}{2}} \tag{81}
\end{equation*}
$$

where $m=0,1,2$. Note that the right hand side of (81) doesn't depend on the value taken by $m$.

We now return to (63), which we rewrite here for convenience:

$$
\begin{align*}
& (-1)^{K} \int_{S O(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX}=\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K}  \tag{82}\\
& \quad \times\left. e^{-K a} \frac{\mathrm{~d}^{K}}{\mathrm{dt}^{K}}\right|_{t=0} e^{-a t} \operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2} \exp \left(a u_{i}+2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}}\right]_{i, j=1}^{K}\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right) .
\end{align*}
$$

However since we have shown in the two lemmas above that the term of leading order in $a$ inside the derivative is independent of $t$, and therefore vanishes on differentiation, we now write the expression explicitly including next-to-leading order terms - that is, with an extra factor of the small parameter $a$. So, instead of the approximation $\exp \left(a u_{i}\right) \sim 1$ in the integrals in (82), which was used in defining $\operatorname{det}(B)$ in Lemma V.1, we use the approximation $\exp \left(a u_{i}\right)=1+a u_{i}+O\left(a^{2}\right)$ and consider an expansion inside the derivative in powers of $a$.

In the determinant in (82) we only need to $\operatorname{expand} \exp \left(a u_{i}\right)$ to the term $a u_{i}$ in one of the rows in order to obtain the expansion of the determinant to the term linear in $a$. Including the term $a u_{i}$ in row $i$ increases the power of $u_{i}$ by 1 in the numerator of the integrand, making it equal to the power of $u_{i}$ in the row $i+1$; this causes the entire $i^{\text {th }}$ row to be a scalar multiple of the $i+1^{\text {th }}$ row, which means the determinant vanishes. Therefore, we only need to consider the case where we include the
$a u_{i}$ term in the $K^{t h}$ row. Then, (82) becomes:

$$
\begin{align*}
& (-1)^{K} \int_{S O(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX}=\left.\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K} e^{-K a} \frac{\mathrm{~d}^{K}}{\mathrm{dt}^{K}}\right|_{t=0} e^{-a t} \operatorname{det}(A)(1+O(a)) \\
& \quad=\left.\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K} e^{-K a} \sum_{n=0}^{K}(-1)^{n}\binom{K}{n} a^{n} \frac{\mathrm{~d}^{K-n}}{\mathrm{~d} t^{K-n}} \operatorname{det}(A)\right|_{t=0}(1+O(a)) \\
& \quad=\left.\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K} e^{-K a}\left(\frac{\mathrm{~d}^{K}}{\mathrm{~d} t^{K}} \operatorname{det}(A)-K a \frac{\mathrm{~d}^{K-1}}{\mathrm{~d} t^{K-1}} \operatorname{det}(A)+O\left(a^{2}\right)\right)\right|_{t=0} \tag{83}
\end{align*}
$$

where $A$, a matrix with its own dependence on $a$, has entries

$$
A_{i, j}= \begin{cases}\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} & 1 \leq i \leq K-1,1 \leq j \leq K  \tag{84}\\ \frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{~d} u_{\mathrm{i}}+\frac{a}{2 \pi i} \oint \frac{u_{i}^{2 j+i-1} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} & i=K, 1 \leq j \leq K\end{cases}
$$

By the multilinearity of the determinant, we can split the determinant of $A$ into two determinants according to the two summands in the $K^{\text {th }}$ row. That is, we use property (26) to write $\operatorname{det}(A)=$ $\operatorname{det}(B)+a \operatorname{det}(C)$, where $B$ is defined in Lemma V. 1 and

$$
C=\left[\begin{array}{l}
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}  \tag{85}\\
\mathrm{i} \\
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-1} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} i=K, 1 \leq j-1,1 \leq j \leq K
\end{array}\right]
$$

Thus we have

$$
\begin{align*}
& (-1)^{K} \int_{S O(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX}=\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K}  \tag{86}\\
& \quad \times\left. e^{-K a}\left[\frac{\mathrm{~d}^{K}}{\mathrm{~d} t^{K}}(\operatorname{det}(B)+a \operatorname{det}(C))-K a \frac{\mathrm{~d}^{K-1}}{\mathrm{~d} t^{K-1}}(\operatorname{det}(B)+a \operatorname{det}(C))+O\left(a^{2}\right)\right]\right|_{t=0}
\end{align*}
$$

We know from Lemma V. 1 that any derivative of $\operatorname{det}(B)$ will be zero, so if $K>1$, the only term contributing at order $a$ in the square bracket is the $K^{t h}$ derivative of $a \operatorname{det}(C)$. For $K=1$ we see an additional term $-K a \operatorname{det}(B)=-K a(-2)^{\frac{K(K-1)}{2}}=-a$. This is what makes the $K=1$ case different in Theorem 2.

Remark, the matrix $C$ has matrix degree $D(C)=K^{2}$, therefore $\operatorname{det}(C)$ is a polynomial in $t$ of degree at most $K$, since it does not survive $K+1$ derivatives by Proposition IV.8. In the Proposition below, we compute the $K^{t h}$ derivative of $\operatorname{det}(C)$.

Proposition V.4. The $K^{\text {th }}$ derivative of the determinant $\operatorname{det}(C)$ in (85) is

$$
\left.\frac{\mathrm{d}^{K}}{\mathrm{~d} t^{K}} \operatorname{det}(C)\right|_{t=0}=2^{\left(K^{2}-K+2\right) / 2} \frac{(2 K-3)!!}{(K-1)!}
$$

Proof. We start by noting that $C$ has the correct structure so that we can immediately apply Lemma IV.11.

Thus

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{K}}{\mathrm{~d} t^{K}} \operatorname{det}(C)\right|_{t=0}=\operatorname{det} M_{1} \tag{87}
\end{equation*}
$$

where

$$
M_{1}=2^{K}\left[\begin{array}{ccccc}
0 & 0 & \ldots & \binom{2 K-5}{K-1} & \binom{2 K-3}{K-1}  \tag{88}\\
0 & 0 & \ldots & \binom{2 K-4}{K-1} & \binom{2 K-2}{K-1} \\
\vdots & & \ddots & & \vdots \\
0 & \binom{K-1}{K-1} & \ldots & \binom{3 K-7}{K-1} & \binom{3 K-5}{K-1} \\
\binom{K-1}{K-1} & \binom{K+1}{K-1} & \ldots & \binom{3 K-5}{K-1} & \binom{3 K-3}{K-1}
\end{array}\right],
$$

and note that the first $K-1$ rows of the first column are all zero. We expand the determinant along the first column to get:

$$
\begin{equation*}
\operatorname{det}\left(M_{1}\right)=(-1)^{K+1} 2^{K} \operatorname{det}\left(M_{2}\right) \tag{89}
\end{equation*}
$$

where $M_{2}$ is the corresponding $(K-1) \times(K-1)$ minor:

$$
M_{2}=\left[\begin{array}{ccccc}
0 & 0 & \ldots & \binom{2 K-5}{K-1} & \binom{2 K-3}{K-1}  \tag{90}\\
0 & 0 & \ldots & \binom{2 K-4}{K-1} & \binom{2 K-2}{K-1} \\
\vdots & & \ddots & & \vdots \\
0 & \binom{K}{K-1} & \cdots & \binom{3 K-8}{K-1} & \binom{3 K-6}{K-1} \\
\binom{K-1}{K-1} & \binom{K+1}{K-1} & \ldots & \binom{3 K-7}{K-1} & \binom{3 K-5}{K-1}
\end{array}\right]
$$

By rewriting the 0 entries as $\binom{2 j+i-2}{K-1}, M_{2}$ is identical to a $(K-1) \times(K-1)$ minor of the matrix in Lemma V.2, and we can apply the same process of linear combinations using Pascal recursion to obtain the matrix:

$$
\tilde{M}_{2}=\left[\begin{array}{ccccc}
\binom{1}{K-1} & \binom{3}{K-1} & \ldots & \binom{2 K-5}{K-1} & \binom{2 K-3}{K-1}  \tag{91}\\
\binom{1}{K-2} & \binom{3}{K-2} & \ldots & \binom{2 K-5}{K-2} & \binom{2 K-3}{K-2} \\
\vdots & & \ddots & & \vdots \\
\binom{1}{2} & \binom{3}{2} & \ldots & \binom{2 K-5}{2} & \binom{2 K-3}{2} \\
\binom{1}{1} & \binom{3}{1} & \ldots & \binom{2 K-5}{1} & \binom{2 K-3}{1}
\end{array}\right]=\left[\binom{2 j-1}{K-i}\right]_{1 \leq i, j \leq K-1} .
$$

Unlike the matrix in Lemma V.2, $\tilde{M}_{2}$ does not have a row of 1s, so to get this matrix into a Vandermonde form, first we need to divide the $j^{t h}$ column by $(2 j-1)$, for each $j$. All entries are still
integers since the term $(2 j-1)$ appears in each non-zero entry of the $j^{\text {th }}$ column, and now the final row is a row of 1 s . Then,

$$
\begin{align*}
\operatorname{det}\left(M_{2}\right)=\operatorname{det}\left(\tilde{M}_{2}\right) & =\prod_{j=1}^{K-1}(2 j-1) \operatorname{det}\left[\begin{array}{ccccc}
0 & 0 & \ldots & \frac{1}{K-1}\binom{2 K-6}{K-2} & \frac{1}{K-1}\binom{2 K-4}{K-2} \\
0 & 0 & \ldots & \frac{1}{K-2}\binom{2 K-6}{K-3} & \frac{1}{K-2}\binom{2 K-4}{K-3} \\
\vdots & & \ddots & & \vdots \\
0 & \frac{1}{2}\binom{2}{1} & \ldots & \frac{1}{2}\binom{2 K-6}{1} & \frac{1}{2}\binom{2 K-4}{1} \\
1 & 1 & \ldots & 1 & 1
\end{array}\right]  \tag{92}\\
& =\prod_{j=1}^{K-1}(2 j-1) \operatorname{det}\left[\begin{array}{c}
1 \\
(K-i) \\
\binom{2 j-2}{K-i-1}
\end{array}\right]_{1 \leq i, j \leq K-1} . \tag{93}
\end{align*}
$$

Thus

$$
\begin{align*}
& \operatorname{det}\left(M_{1}\right)=(-1)^{K+1} 2^{K} \frac{(2 K-3)!!}{(K-1)!} \operatorname{det}\left[\binom{2 j-2}{K-i-1}\right]_{1 \leq i, j \leq K-1} \\
& \operatorname{det}\left(M_{1}\right)=(-1)^{\left(K^{2}-K\right) / 2} 2^{\left(K^{2}-K+2\right) / 2} \frac{(2 K-3)!!}{(K-1)!} \tag{94}
\end{align*}
$$

by Lemma V.3.
Putting everything together, we have, for $K \geq 2$ :

$$
\begin{array}{r}
(-1)^{K} \int_{S O(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX} \\
=\left.\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K} e^{-K a} \frac{\mathrm{~d}^{K}}{\mathrm{dt}^{K}}\right|_{t=0}(\operatorname{det}(B)+a \operatorname{det}(C))(1+\mathcal{O}(a)) \\
=\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K} e^{-K a} a(-1)^{\left(K^{2}-K\right) / 2} 2^{\left(K^{2}-K+2\right) / 2} \frac{(2 K-3)!!}{(K-1)!}(1+\mathcal{O}(a)) \\
=\frac{2 N^{K}}{a^{K-1}} e^{-K a} \frac{(2 K-3)!!}{(K-1)!}(1+\mathcal{O}(a)) \tag{95}
\end{array}
$$

We note that since $a$ is larger than $\frac{a}{N}$, we've replaced the error term accordingly. Recalling that at leading order, both $e^{-K \alpha}$ and $e^{-K a} \sim 1$ as $N \rightarrow \infty$ we arrive at Theorem 2 for $K \geq 2$ :

$$
\begin{array}{r}
\int_{S O(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} \mathrm{dX} \\
=(-1)^{K} \frac{2 N^{K}}{a^{K-1}} \frac{(2 K-3)!!}{(K-1)!}(1+\mathcal{O}(a)) . \tag{96}
\end{array}
$$

In the case of $K=1$, we recall the extra contribution of $-a$ from (86) and so we have

$$
\begin{align*}
-\int_{S O(2 N)} & \left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{1} \mathrm{dX}=\frac{N}{a}(-a+2 a)(1+\mathcal{O}(a)) \\
& \int_{S O(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{1} \mathrm{dX}=-N(1+\mathcal{O}(a)) \tag{97}
\end{align*}
$$

## VI. EXACT FORMULA FOR $\mathrm{K}=1$ AND $\mathrm{K}=2$

In this section, we use the exact formulas for the moments of the logarithmic derivative of characteristic polynomials averaged over $S O(2 N)$ from ${ }^{23}$ to verify our computations for the first and second moments.

Theorem 5 (Mason and Snaith, ${ }^{23}$ ). Given a finite set $A$ of complex numbers where $\mathfrak{R e}(\alpha)>0$ for $\alpha \in A$ and $|A| \leq N$, then $J(A)=J^{*}(A)$ where

$$
\begin{array}{r}
J(A)=\int_{S O(2 N)} \prod_{\alpha \in A}\left(-e^{-\alpha}\right) \frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right) \mathrm{dX}, \\
J^{*}(A)=\sum_{D \subseteq A} e^{-2 N \sum_{\delta \in D}(-1)^{|D|} \sqrt{\frac{Z(D, D) Z\left(D^{-}, D^{-}\right) Y(D)}{Y\left(D^{-}\right) Z^{\dagger}\left(D^{-}, D\right)^{2}}}} \\
\times \sum_{\substack{A \backslash D=W_{1} \cup \ldots W_{R} \\
\left|W_{r}\right| \leq 2}} \prod_{r=1}^{R} H_{D}\left(W_{r}\right), \tag{99}
\end{array}
$$

and the sum over the $W_{r}$ is a sum over all distinct set partitions of $A \backslash D$. Where

$$
H_{D}(W)= \begin{cases}\left(\sum_{\delta \in D} \frac{z^{\prime}}{z}(\alpha-\delta)-\frac{z^{\prime}}{z}(\alpha+\delta)\right)-\frac{z^{\prime}}{z}(2 \alpha) & W=\{\alpha\} \subset A \backslash D  \tag{100}\\ \left(\frac{z^{\prime}}{z}\right)^{\prime}(\alpha+\hat{\alpha}) & W=\{\alpha, \hat{\alpha}\} \subset A \backslash D \\ 1 & W=\emptyset\end{cases}
$$

and

$$
\begin{array}{r}
z(x)=\frac{1}{1-e^{-x}}, \\
Y(A)=\prod_{\alpha \in A} z(2 \alpha), \\
Z(A, B)=\prod_{\substack{\alpha \in A \\
\beta \in B}} z(\alpha+\beta), \tag{103}
\end{array}
$$

and the $\dagger$ adds the restriction that the factors $z(0)$ are omitted.

## A. The first moment

For the case of $K=1$, we consider the set $|A|=1, A=\{\alpha\}$ in Theorem 5. Then,

$$
\begin{align*}
& J(\{\alpha\})=-\int_{S O(2 N)} \frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right) e^{-\alpha} \mathrm{dX}  \tag{104}\\
& J^{*}(\{\alpha\})=-\frac{z^{\prime}}{z}(2 \alpha)-e^{-2 N \alpha} z(2 \alpha) \tag{105}
\end{align*}
$$

Letting $\alpha=a / N$ where $a=o(1)$ as $N \rightarrow \infty$, we have

$$
\begin{equation*}
J^{*}(\{\alpha\})=-\frac{z^{\prime}}{z}(2 a / N)-e^{-2 a} z(2 a / N) \tag{106}
\end{equation*}
$$

Next, we note that

$$
\begin{equation*}
z(x)=\frac{1}{x}+\mathcal{O}(1) \quad \text { and } \quad \frac{z^{\prime}}{z}(x)=-\frac{1}{x}+\mathcal{O}(1) \tag{107}
\end{equation*}
$$

and so (106) becomes

$$
\begin{array}{r}
\left(\frac{N}{2 a}-e^{-2 a} \frac{N}{2 a}\right)(1+\mathcal{O}(a / N)) \\
=\left(\frac{N}{2 a}-(1-2 a) \frac{N}{2 a}\right)(1+\mathcal{O}(a)) \\
=N(1+\mathcal{O}(a)) \tag{108}
\end{array}
$$

which agrees with Theorem 2 for $K=1$.

## B. The second moment

For the case of $K=2$, we consider the set $A=\{\alpha, \alpha+h\}$, since we will later send $h \rightarrow 0$, corresponding to taking all the $\alpha_{j}=\alpha$ in the proof of Theorem 2.

$$
\begin{array}{r}
\lim _{h \rightarrow 0}\left[-e^{-2 N \alpha} z(2 \alpha)\left(\frac{z^{\prime}}{z}(h)-\frac{z^{\prime}}{z}(2 \alpha+h)-\frac{z^{\prime}}{z}(2 \alpha+2 h)\right)\right. \\
-e^{-2 N(\alpha+h)} z(2 \alpha+2 h)\left(\frac{z^{\prime}}{z}(-h)-\frac{z^{\prime}}{z}(2 \alpha+h)-\frac{z^{\prime}}{z}(2 \alpha)\right) \\
\left.+e^{-2 N(2 \alpha+h)} \frac{z(2 \alpha+h) z(-2 \alpha-h) z(2 \alpha) z(2 \alpha+2 h)}{z(-h) z(h)}+\left(\frac{z^{\prime}}{z}\right)^{\prime}(2 \alpha+h)+\frac{z^{\prime}}{z}(2 \alpha) \frac{z^{\prime}}{z}(2 \alpha+2 h)\right] \\
=\lim _{h \rightarrow 0}\left[-e^{-2 N \alpha} z(2 \alpha)\left(-\frac{1}{h}+\frac{1}{2}-\frac{z^{\prime}}{z}(2 \alpha)-\frac{z^{\prime}}{z}(2 \alpha)+O(h)\right)\right. \\
-e^{-2 N \alpha}\left(1-2 N h+O\left(h^{2}\right)\right)\left(z(2 \alpha)+z^{\prime}(2 \alpha)(2 h)+O\left(h^{2}\right)\right)\left(\frac{1}{h}+\frac{1}{2}-\frac{z^{\prime}}{z}(2 \alpha)-\frac{z^{\prime}}{z}(2 \alpha)+O(h)\right) \\
\left.+e^{-4 N \alpha} z(-2 \alpha) z^{3}(2 \alpha)\left(h^{2}\right)+O\left(h^{3}\right)+\left(\frac{z^{\prime}}{z}\right)^{\prime}(2 \alpha)+\frac{z^{\prime}}{z}(2 \alpha) \frac{z^{\prime}}{z}(2 \alpha)+O(h)\right] \tag{110}
\end{array}
$$

$$
=\lim _{h \rightarrow 0}\left[-e^{-2 N \alpha} z(2 \alpha)\left(-\frac{1}{h}+\frac{1}{2}-2 \frac{z^{\prime}}{z}(2 \alpha)+O(h)\right)\right.
$$

$$
-e^{-2 N \alpha}\left(z(2 \alpha)+2 h z^{\prime}(2 \alpha)-2 N h z(2 \alpha)+O\left(h^{2}\right)\right)\left(\frac{1}{h}+\frac{1}{2}-2 \frac{z^{\prime}}{z}(2 \alpha)+O(h)\right)
$$

$$
\begin{equation*}
\left.+\left(\frac{z^{\prime}}{z}\right)^{\prime}(2 \alpha)+\frac{z^{\prime}}{z}(2 \alpha) \frac{z^{\prime}}{z}(2 \alpha)+O(h)\right] \tag{111}
\end{equation*}
$$

$$
\begin{equation*}
=\left(\frac{z^{\prime}}{z}\right)^{\prime}(2 \alpha)+\frac{z^{\prime}}{z}(2 \alpha) \frac{z^{\prime}}{z}(2 \alpha)+e^{-2 N \alpha} z(2 \alpha)\left(-1+4 \frac{z^{\prime}}{z}(2 \alpha)+2 N+O(h)\right)-2 e^{-2 N \alpha} z^{\prime}(2 \alpha) \tag{112}
\end{equation*}
$$

Now we let $\alpha=a / N$, where $a \rightarrow 0$ as $N \rightarrow \infty$ and (112) becomes

$$
\begin{align*}
& \begin{array}{l}
\left(\frac{z^{\prime}}{z}\right)^{\prime}(2 a / N)+\frac{z^{\prime}}{z}(2 a / N) \frac{z^{\prime}}{z}(2 a / N)
\end{array} \\
& \quad+e^{-2 a} z(2 a / N)\left(-1+4 \frac{z^{\prime}}{z}(2 a / N)+2 N+O(h)\right)-2 e^{-2 a} z^{\prime}(2 a / N) \\
& =\frac{N^{2}}{4 a^{2}}+O(1)+\frac{N^{2}}{4 a^{2}}+O\left(\frac{N}{a}\right)+e^{-2 a} \frac{N}{2 a}\left(-1-\frac{2 N}{a}+2 N+O(h)\right)+e^{-2 a}\left(\frac{N^{2}}{2 a^{2}}+O(1)\right) \\
& =\frac{N^{2}}{2 a^{2}}+(1-2 a)\left(-\frac{N}{2 a}-\frac{N^{2}}{a^{2}}+\frac{N^{2}}{a}+\frac{N^{2}}{2 a^{2}}+O(a)\right) \\
& =\frac{2 N^{2}}{a}(1+O(a)), \tag{113}
\end{align*}
$$

which also agrees with Theorem 2 for $K=2$.

## VII. THE SYMPLECTIC CASE

In this section we highlight the differences between the computations for the orthogonal and the symplectic ensembles. The first 3 moments are treated separately. This is because in the symplectic case, we need to expand up to $a^{3}$ in the small- $a$ approximation of $\exp \left(a u_{i}\right)$ in one of the rows of the matrix that plays the same role as (63), in order for the determinant to be dependent on $t$. We begin with the analogue of Proposition III. 1 for the symplectic ensemble, which is given by:

Proposition VII.1. (Conrey, Forrester, Snaith ${ }^{3}$, Proposition 2.2) For $N \geq Q$, and $\mathfrak{R e}\left(\gamma_{q}\right)>0 \quad \forall q$,

$$
\begin{equation*}
\int_{U S p(2 N)} \frac{\prod_{k=1}^{K} \Lambda_{X}\left(e^{-\alpha_{k}}\right)}{\prod_{q=1}^{Q} \Lambda_{X}\left(e^{-\gamma_{q}}\right)} \mathrm{dX}=\sum_{\varepsilon \in\{-1,1\}^{K}} e^{N \sum_{k=1}^{K}\left(\varepsilon_{k} \alpha_{k}\right)} \frac{\prod_{1 \leq j \leq k \leq K} z\left(\varepsilon_{j} \alpha_{j}+\varepsilon_{k} \alpha_{k}\right)}{\prod_{1 \leq q<r \leq Q}^{K} z\left(\gamma_{q}+\gamma_{r}\right)} . \tag{114}
\end{equation*}
$$

We note two differences between Proposition VII. 1 and Proposition III. 1 from the orthogonal case. Both differences appear in the range of the products in the numerator on the right hand side of the identity. The first product on the right hand side ranges from $1 \leq j \leq k \leq K$ in the symplectic case, as opposed to from $1 \leq j<k \leq K$ in the orthogonal case; this is why we use (18) instead of (17) in our application of Lemma III.2. The second product ranges from $1 \leq q<r \leq Q$ in the symplectic case, as opposed to from $1 \leq q \leq r \leq Q$ in the orthogonal case. This means that when we set $\alpha_{j}=\gamma_{q}=\alpha=a / N$ for all $j, q$, in the step equivalent to (59) from the orthogonal case, the first range increases the power on $\left(\frac{N}{a}\right)$ by $K$ and the second range reduces by $K$ the power of $\left(\frac{N}{2 a}\right)$, compared to the orthogonal computation. We also get an extra $\frac{1}{2 u_{i}}$ factor for each $1 \leq i \leq K$ coming from the range of the first product in the symplectic case. Then, the $\pm K$ factors of 2 and of $\left(\frac{N}{a}\right)$
cancel out, and the only difference is one less power of $u_{i}$ for each $i$. Carrying out the computations analogously, once we've factorised our computation as we did to arrive at (63), we have:

$$
\begin{align*}
& (-1)^{K} \int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX}=\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K}  \tag{115}\\
& \times\left. e^{-K a} \frac{\mathrm{~d}^{K}}{\mathrm{dt}^{K}}\right|_{t=0} e^{-a t} \operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-3} \exp \left(a u_{i}+2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}}\right]_{i, j=1}^{K}\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right) .
\end{align*}
$$

As in the even orthogonal case at (83), we want to find the leading order term of (115) for large $N$. Recalling that $a \rightarrow 0$ as $N \rightarrow \infty$, this amounts to finding the leading order term for small $a$ inside the $t$-derivative.

Defining

$$
\begin{equation*}
\operatorname{det}(\Psi)=: \operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-3} \exp \left(a u_{i}+2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \operatorname{du}_{\mathrm{i}}\right]_{i, j=1}^{K}, \tag{116}
\end{equation*}
$$

we can write

$$
\begin{align*}
& (-1)^{K} \int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX} \\
& =\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K} e^{-K a}\left[\left.\sum_{n=0}^{K}(-1)^{n} a^{n}\binom{K}{n} \frac{\mathrm{~d}^{K-n}}{\mathrm{~d} t^{K-n}} \operatorname{det} \Psi\right|_{t=0}\right]\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right), \tag{117}
\end{align*}
$$

noting that det $\Psi$ will also have an expansion for small $a$.
Keeping just the leading order (the constant term in $a$ ) in the square brackets, (117) is equal to

$$
\begin{equation*}
\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K} e^{-K a}\left[\left.\frac{\mathrm{~d}^{K}}{\mathrm{dt}^{K}} \operatorname{det} \Psi_{0}\right|_{t=0}\right](1+\mathcal{O}(a)), \tag{118}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{det} \Psi_{0}=: \operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-3} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}}\right]_{i, j=1}^{K}, \tag{119}
\end{equation*}
$$

as we have made the leading-order approximation $\exp \left(a u_{i}\right) \sim 1$.
The degree of the matrix $\Psi_{0}$ is $K(K-2)$ (because the column degree of the $j^{\text {th }}$ column is $2 j-3$ ). Thus by Proposition IV. 8 it is independent of $t$. Setting $t=0$ and using the same method as Lemma V.1, the determinant above reduces to the determinant of a matrix of binomial coefficients:

$$
\begin{equation*}
\operatorname{det} \Psi_{0}=\operatorname{det}\left[\binom{2 j+i-3}{K-1}\right]_{1 \leq i, j \leq K} \tag{120}
\end{equation*}
$$

with the convention that $\binom{n}{m}=0$ if $m>n$. By applying Pascal's recurrence on the rows, we can simplify this to the determinant:

$$
\begin{equation*}
\operatorname{det} \Psi_{0}=\operatorname{det}\left[\binom{2 j-2}{K-i}\right]_{1 \leq i, j \leq K}=(-2)^{\binom{K}{2}}, \tag{121}
\end{equation*}
$$

where the second equality follows from Lemma V.3. We can conclude that the leading order term in $a$ of the determinant in (115) vanishes upon differentiation with respect to $t$, just as in the orthogonal case.

Expanding the square brackets to next-to-leading order in $a$ (down to terms linear in $a$ ), (117) becomes

$$
\begin{equation*}
\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K} e^{-K a}\left(\frac{\mathrm{~d}^{K}}{\mathrm{dt}^{K}}\left(\operatorname{det} \Psi_{0}+a \operatorname{det} \Psi_{1}\right)-\left.a K \frac{\mathrm{~d}^{K-1}}{\mathrm{~d} t^{K-1}} \operatorname{det} \Psi_{0}\right|_{t=0}\right)(1+\mathcal{O}(a)) \tag{122}
\end{equation*}
$$

where

$$
\operatorname{det} \Psi_{1}=\operatorname{det}\left[\begin{array}{l}
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-3} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} \quad 1 \leq i \leq K-1,1 \leq j \leq K,  \tag{123}\\
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} i=K, 1 \leq j \leq K
\end{array}\right]
$$

The sum $\operatorname{det} \Psi_{0}+a \operatorname{det} \Psi_{1}$ is the expansion of $\operatorname{det} \Psi$ down to the next-to-leading order term for small $a$. The matrix $a \Psi_{1}$ comes from expanding the factor $\exp \left(a u_{i}\right)$ in $\Psi$ (see (116)) to the constant term in rows 1 to $K-1$ and selecting the term linear in $a$ in the $K^{t h}$ row. Note that if we had retained the term linear in $a$ in any row other than the $K^{t h}$, that row would be a multiple of the row below and would yield a zero determinant.

In (122), the degree of the matrix $\Psi_{1}$ is $K(K-1)$ (as the column degree of the $j^{\text {th }}$ column is $2 j-2$ ). Thus from Proposition IV.8, any $t$-derivative of $\operatorname{det} \Psi_{1}$ is zero. We already know that any $t$-derivative of $\Psi_{0}$ is zero. Thus the only way that (122) is non-zero at this order in $a$ is the case of the first moment:

$$
\begin{align*}
& K=1:-\int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right) e^{-\alpha} \mathrm{dX}=\left(\frac{N}{a}\right) e^{-a}(-a) \operatorname{det} \Psi_{0}(1+\mathcal{O}(a)) \\
& \int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right) \mathrm{dX}=N(1+\mathcal{O}(a)) \tag{124}
\end{align*}
$$

since at leading order, both $e^{-\alpha}$ and $e^{-a}$ are approximated by 1 , and $\operatorname{det} \Psi_{0}=1$ for $K=1$.
Now we assume that $K>1$. Expanding the square brackets to next-to-next-to-leading order in $a$ (that is to $a^{2}$ ) turns (117) into

$$
\begin{align*}
& \left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K} e^{-K a}\left(\frac{\mathrm{~d}^{K}}{\mathrm{dt}^{K}}\left(\operatorname{det} \Psi_{0}+a \operatorname{det} \Psi_{1}+a^{2} \operatorname{det} \Psi_{1,1}+\frac{a^{2}}{2} \operatorname{det} \Psi_{0,2}+\frac{a^{2}}{2} \operatorname{det} \Psi_{2,0}\right)\right. \\
& \left.-a K \frac{\mathrm{~d}^{K-1}}{\mathrm{~d} t^{K-1}}\left(\operatorname{det} \Psi_{0}+a \operatorname{det} \Psi_{1}\right)+\left.a^{2}\binom{K}{2} \frac{\mathrm{~d}^{K-2}}{\mathrm{~d} t^{K-2}} \operatorname{det} \Psi_{0}\right|_{t=0}\right)(1+\mathcal{O}(a)), \tag{125}
\end{align*}
$$

where $\Psi_{0}$ is defined at (119), $\Psi_{1}$ is defined at (123), and in general, the subscript $\left(s_{1}, s_{2}\right)$ denotes that in the small- $a$ expansion of $\exp \left(a u_{i}\right)$, we have selected the term containing $a^{s_{1}}$ in the $K-1^{\text {th }}$ row, and the term containing $a^{s_{2}}$ in the $K^{\text {th }}$ row, such that:

$$
\left.\operatorname{det} \Psi_{1,1}=\operatorname{det}\left[\begin{array}{l}
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-3} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} \quad 1 \leq i \leq K-2,1 \leq j \leq K  \tag{126}\\
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-2} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du} \\
\mathrm{i}
\end{array}\right]=K-1 \text { and } K, 1 \leq j \leq K\right],
$$

$$
\operatorname{det} \Psi_{0,2}=\operatorname{det}\left[\begin{array}{l}
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-3} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} \quad 1 \leq i \leq K-1,1 \leq j \leq K,  \tag{127}\\
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-1} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} \quad i=K, 1 \leq j \leq K
\end{array}\right]
$$

and

$$
\operatorname{det} \Psi_{2,0}=\operatorname{det}\left[\begin{array}{l}
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-3} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \operatorname{du}_{\mathrm{i}} i \neq K-1,1 \leq j \leq K,  \tag{128}\\
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-1} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} i=K-1,1 \leq j \leq K,
\end{array}\right]
$$

The sum $\operatorname{det} \Psi_{0}+a \operatorname{det} \Psi_{1}+a^{2} \operatorname{det} \Psi_{1,1}+\frac{a^{2}}{2} \operatorname{det} \Psi_{0,2}+\frac{a^{2}}{2} \operatorname{det} \Psi_{2,0}$ is the expansion of det $\Psi$ down to the next-to-next-to-leading order term for small $a$. The matrix $a^{2} \Psi_{1,1}$ comes from expanding the factor $\exp \left(a u_{i}\right)$ in $\Psi$ (see (116)) to the constant term in rows 1 to $K-2$ and selecting the term linear in $a$ in the $K-1^{\text {th }}$ and $K^{\text {th }}$ row. Note that if we had retained the term linear in $a$ in any other rows instead, one of those rows would be a multiple of the row below and would yield a zero determinant. The matrix $\frac{a^{2}}{2} \Psi_{0,2}$ comes from expanding the factor $\exp \left(a u_{i}\right)$ in $\Psi$ to the constant term in rows 1 to $K-1$ and selecting the quadratic term in $a$ in the $K^{\text {th }}$ row. Similarly, $\frac{a^{2}}{2} \Psi_{2,0}$ arises from selecting the quadratic term in the $K-1^{\text {th }}$ row. Note that if we had retained the term quadratic in $a$ in any but the $K-1^{\text {th }}$ or $K^{\text {th }}$ rows, that row would be a multiple of the row two below and would yield a zero determinant.

The degree of $\Psi_{1,1}$ is $K(K-1)$ (as the $j$ th column degree, $D_{j}\left(\Psi_{1,1}\right)$, is $2 j-2$ ). The degree of $\Psi_{0,2}$ is $K^{2}$ (since $\left.D_{j}\left(\Psi_{0,2}\right)=2 j-1\right)$ and the secondary degree $\tilde{D}\left(\Psi_{0,2}\right)=K(K-5)$. The degree of $\Psi_{2,0}$ is $K(K-1)$ (since $D_{j}\left(\Psi_{2,0}\right)=2 j-2$ ). Note that in $\Psi_{2,0}$, the element with the highest degree in each column is in the $K-1^{\text {th }}$ row rather than the last row, so this matrix does not quite fit the definition of a matrix in $\mathcal{M}$, but up to an exchange of rows it satisfies the definition and so all the results that hold for matrices $M \in \mathcal{M}$ also hold for $\Psi_{2,0}$.

From the matrix degrees we can see by Proposition IV. 8 that $\operatorname{det} \Psi_{1,1}$ and $\operatorname{det} \Psi_{2,0}$ cannot survive any $t$-differentiation, and we already know that that is the case for $\operatorname{det} \Psi_{0}$ and $\operatorname{det} \Psi_{1}$. Since $D_{1}\left(\Psi_{0,2}\right)=1$ and $\tilde{D}\left(\Psi_{0,2}\right)=K(K-3)$, by Proposition IV.10, $\operatorname{det}\left(\Psi_{0,2}\right)$ vanishes after $K$ derivatives in (125). Thus the only non-zero contribution in (125) is the case of the second moment,

$$
\begin{equation*}
K=2: \quad \int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{2} \mathrm{dX}=\frac{-1}{2}\left(\frac{N}{a}\right)^{2} e^{-2 a}\left[a^{2} \operatorname{det} \Psi_{0}\right](1+\mathcal{O}(a))=N^{2}(1+\mathcal{O}(a)) \tag{129}
\end{equation*}
$$

Now we assume that $K>2$ and use similar arguments to compute the coefficient of $\frac{N^{K}}{a^{K-3}}$ in

| Matrix | $\frac{\mathrm{d}^{K}}{\mathrm{dt}} \mathrm{det} \Psi_{s_{1}, s_{2}, s_{3}}$ | Comment |
| :--- | :--- | :--- |
| $\Psi_{0,1,2}$ | not 0 | $\operatorname{det}\left(\Psi_{0,1,2}\right)=-\operatorname{det}\left(\Psi_{0,3,0}\right)$ |
| $\Psi_{0,2,1}$ | 0 | $K-1^{\text {th }}$ row equals $K^{\text {th }}$ row |
| $\Psi_{0,3,0}$ | not 0 | $\operatorname{det}\left(\Psi_{0,1,2}\right)=-\operatorname{det}\left(\Psi_{0,3,0}\right)$ |
| $\Psi_{0,0,3}$ | 0 | By Proposition IV.10 since $\tilde{D}\left(\Psi_{0,0,3}\right)=K(K-3)$ and $D_{1}\left(\Psi_{0,0,3}\right)=2$ |
| $\Psi_{1,0,2}$ | 0 | $K-2^{\text {th }}$ row equals $K-1^{\text {th }}$ row |
| $\Psi_{1,1,1}$ | 0 | By Proposition IV.8 since $D\left(\Psi_{1,1,1}\right)=K(K-1)$ |
| $\Psi_{1,2,0}$ | 0 | By Proposition IV.8 since $D\left(\Psi_{1,2,0}\right)=K(K-1)$ |
| $\Psi_{2,0,1}$ | 0 | By Proposition IV.8 since $D\left(\Psi_{2,0,1}\right)=K(K-1)$ |
| $\Psi_{2,1,0}$ | 0 | $K-1^{\text {th }}$ row equals $K^{\text {th }}$ row |
| $\Psi_{3,0,0}$ | 0 | By Proposition IV.8 since $D\left(\Psi_{3,0,0}\right)=K(K-1)$ |

TABLE II. List of the possible contributions to the order $a^{3}$ term in the small $a$ expansion of $\Psi$ (defined in (116)). The second column indicates whether this term will survive in (130) after $K$ differentiations with respect to $t$.
(117). The cubic terms in $a$ in the square brackets in (117) are

$$
\begin{align*}
& {\left[\frac { \mathrm { d } ^ { K } } { \mathrm { dt } ^ { K } } \left(\frac{a^{3}}{3!}\left(\operatorname{det} \Psi_{3,0,0}+\operatorname{det} \Psi_{0,3,0}+\operatorname{det} \Psi_{0,0,3}\right)\right.\right.} \\
& \left.+\frac{a^{3}}{2}\left(\operatorname{det} \Psi_{0,1,2}+\operatorname{det} \Psi_{0,2,1}+\operatorname{det} \Psi_{1,0,2}+\operatorname{det} \Psi_{1,2,0}+\operatorname{det} \Psi_{2,0,1}+\operatorname{det} \Psi_{2,1,0}\right)+a^{3} \operatorname{det} \Psi_{1,1,1}\right) \\
& -a K \frac{\mathrm{~d}^{K-1}}{\mathrm{~d} t^{K-1}}\left(a^{2} \operatorname{det} \Psi_{1,1}+\frac{a^{2}}{2} \operatorname{det} \Psi_{0,2}+\frac{a^{2}}{2} \operatorname{det} \Psi_{2,0}\right) \\
& \left.+a^{2}\binom{K}{2} \frac{\mathrm{~d}^{K-2}}{\mathrm{~d} t^{K-2}}\left(a \operatorname{det} \Psi_{1}\right)-\left.a^{3}\binom{K}{3} \frac{\mathrm{~d}^{K-3}}{\mathrm{~d} t^{K-3}}\left(\operatorname{det} \Psi_{0}\right)\right|_{t=0}\right] \tag{130}
\end{align*}
$$

where $\Psi_{s_{1}, s_{2}, s_{3}}$ denotes the matrix whose $K-2^{t h}, K-1^{\text {th }}$ and $K^{t h}$ row respectively contain the $a^{s_{1}}$, $a^{s_{2}}$ and $a^{s_{3}}$ term from the expansion of $\exp \left(a u_{i}\right)$. Table II outlines how these matrices contribute to the fourth-from-leading order term.

Now we are reduced to computing $\left.\frac{\mathrm{d}^{K}}{\mathrm{dt}^{K}} \operatorname{det} \Psi_{0,1,2}\right|_{t=0}$, where

$$
\operatorname{det} \Psi_{0,1,2}=\operatorname{det}\left[\begin{array}{l}
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+i-3} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} \quad 1 \leq i \leq K-2,1 \leq j \leq K,  \tag{131}\\
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+K-3} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{~d} \mathrm{u}_{\mathrm{i}} i=K-1,1 \leq j \leq K, \\
\frac{1}{2 \pi i} \oint \frac{u_{i}^{2 j+K-1} \exp \left(2 t /\left(u_{i}^{2}-1\right)\right)}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} \quad i=K, 1 \leq j \leq K
\end{array}\right]
$$

From Lemma IV.11, we only need to evaluate the determinant that is the result of differentiating each column once. If we differentiate each column once and set $t=0$, we arrive at the matrix

$$
\left.\frac{\mathrm{d}^{K}}{\mathrm{dt}^{K}} \operatorname{det} \Psi_{0,1,2}\right|_{t=0}=2^{K} \operatorname{det}\left[\begin{array}{ccccc}
0 & 0 & \ldots & \binom{2 K-6}{K-1} & \binom{2 K-4}{K-1}  \tag{132}\\
0 & 0 & \ldots & \binom{2 K-5}{K-1} & \binom{2 K-3}{K-1} \\
\vdots & & \ddots & & \vdots \\
0 & 0 & \cdots & \binom{3 K-9}{K-1} & \binom{3 K-7}{K-1} \\
0 & \binom{K-1}{K-1} & \ldots & \binom{3 K-7}{K-1} & \binom{3 K-5}{K-1} \\
\binom{K-1}{K-1} & \binom{K+1}{K-1} & \cdots & \binom{3 K-5}{K-1} & \binom{3 K-3}{K-1}
\end{array}\right]=: \operatorname{det} \Theta,
$$

whose determinant can be computed as we've done throughout the paper. First we expand the determinant along the first column. Then

$$
\operatorname{det} \Theta=(-1)^{K+1} 2^{K} \operatorname{det}\left[\begin{array}{cc}
\binom{2 j+i-3}{K-1} & i \neq K-1  \tag{133}\\
\binom{2 j+K-3}{K-1} & i=K-1
\end{array}\right]_{1 \leq i, j \leq K-1} .
$$

We can also expand this determinant along the first column, and we have

$$
\begin{equation*}
\operatorname{det} \Theta=(-1)^{2 K+1} 2^{K} \operatorname{det}\left[\binom{2 j+i-1}{K-1}\right]_{1 \leq i, j \leq K-2} \tag{134}
\end{equation*}
$$

We apply Pascal's recurrence as at (71), and obtain

$$
\begin{align*}
\operatorname{det} \Theta & =-2^{K} \operatorname{det}\left[\binom{2 j}{K-i}\right]_{1 \leq i, j \leq K-2} \\
& =-2^{K} \operatorname{det}\left[\frac{2 j(2 j-1)}{(K-i)(K-1-i)}\binom{2 j-2}{K-2-i}\right]_{1 \leq i, j \leq K-2} \\
& =-2^{K} \prod_{j=1}^{K-2} \frac{2 j(2 j-1)}{(j+1) j} \operatorname{det}\left[\binom{2 j-2}{K-2-i}\right]_{1 \leq i, j \leq K-2} . \tag{135}
\end{align*}
$$

This final determinant can be computed by applying Lemma V.3, and we can write

$$
\begin{gather*}
\operatorname{det}(\Theta)=-2^{K} \prod_{j=1}^{K-2} \frac{2(2 j-1)}{(j+1)}(-2)^{\frac{(K-2)(K-3)}{2}} \\
=(-1)^{\frac{2+(K-2)(K-3)}{2}} 2^{K} 2^{K-2} 2^{\frac{K^{2}-5 K+6}{2}} \frac{(2 K-5)!!}{(K-1)!} \\
=(-1)^{\frac{K(K-5)}{2}} \frac{(2 K-5)!!}{(K-1)!} 2^{\frac{K^{2}-K+2}{2}} . \tag{136}
\end{gather*}
$$

Now, for $K \geq 4,(130)$ is reduced to

$$
\begin{array}{r}
\left.\frac{\mathrm{d}^{K}}{\mathrm{dt}^{K}}\left(\frac{a^{3}}{3!} \operatorname{det} \Psi_{0,3,0}+\frac{a^{3}}{2} \operatorname{det} \Psi_{0,1,2}\right)\right|_{t=0} \\
=\frac{a^{3}}{3} \operatorname{det} \Theta=\frac{a^{3}}{3}(-1)^{\frac{K(K-5)}{2}} \frac{(2 K-5)!!}{(K-1)!} 2^{\frac{K^{2}-K+2}{2}} . \tag{137}
\end{array}
$$

For $K=3$, we also sum the non-differentiated term

$$
\begin{equation*}
-a^{3}\binom{K}{3} \frac{\mathrm{~d}^{K-3}}{\mathrm{~d} t^{K-3}}\left(\operatorname{det} \Psi_{0}\right)=8 a^{3}, \tag{138}
\end{equation*}
$$

so we can write the third moment:

$$
\begin{align*}
&-\int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-3 \alpha}\right)\right)^{3} e^{-3 \alpha} \mathrm{dX}=\left(\frac{-1}{2}\right)^{\binom{3}{2}}\left(\frac{N}{a}\right)^{3} e^{-3 a}\left(\frac{-8 a^{3}}{3}+8 a^{3}\right)(1+\mathcal{O}(a)), \\
& K=3: \quad \int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-3 \alpha}\right)\right)^{3} \mathrm{dX}=\frac{2 N^{3}}{3}(1+\mathcal{O}(a)) . \tag{139}
\end{align*}
$$

For $K \geq 4$, we've arrived at Theorem 3,

$$
\begin{align*}
&(-1)^{K} \\
&\left.=\left(\frac{-1}{2}\right)^{\binom{K}{2}} \frac{N^{K}}{a^{K-3}} e^{-K a} \frac{(-1)^{\frac{K(K-5)}{2}}}{3} \frac{(2 K-5)!!}{\Lambda_{X}^{\prime}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX} \\
& K \geq 4: \quad 2^{\frac{K^{2}-K+2}{2}}(1+\mathcal{O}(a)),  \tag{140}\\
& \int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} \mathrm{dX}=(-1)^{K} \frac{2}{3} \frac{N^{K}}{a^{K-3}} \frac{(2 K-5)!!}{(K-1)!}(1+\mathcal{O}(a)) .
\end{align*}
$$

For the first two moments we also investigate the next-to-leading order term. Returning to (117) in the case $K=1$,

$$
\begin{align*}
-\int_{U S p(2 N)} \frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right) e^{-\alpha} d X= & \frac{N}{2} e^{-a}\left[-\left.a \operatorname{det} \Psi\right|_{t=0}+\left.\frac{d}{d t} \operatorname{det} \Psi\right|_{t=0}\right]\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right)  \tag{141}\\
= & \frac{N}{2} e^{-a}\left[-\left.a\left(\operatorname{det} \Psi_{0}+a \operatorname{det} \Psi_{1}\right)\right|_{t=0}\right. \\
& \left.+\left.\frac{d}{d t}\left(\operatorname{det} \Psi_{0}+a \operatorname{det} \Psi_{1}+\frac{a^{2}}{2} \operatorname{det} \Psi_{2}\right)\right|_{t=0}+\mathcal{O}\left(a^{3}\right)\right]\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right)
\end{align*}
$$

Here all determinants are one-dimensional, and we have expanded det $\Psi$ for small $a$ by including successive terms in the expansion of $\exp \left(a u_{i}\right)$ in (116). In particular

$$
\begin{align*}
\left.\operatorname{det} \Psi_{0}\right|_{t=0} & =\operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{1}{u-1} d u\right]=1 \\
\left.\operatorname{det} \Psi_{1}\right|_{t=0} & =\operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{u}{u-1} d u\right]=1 \\
\left.\frac{d}{d t} \frac{a^{2}}{2} \operatorname{det} \Psi_{2}\right|_{t=0} & =\left.\frac{d}{d t} \frac{a^{2}}{2} \operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{u^{2} \exp \left(2 t /\left(u^{2}-1\right)\right)}{u-1} d u\right]\right|_{t=0} \\
& =a^{2} \operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{u^{2}}{(u-1)^{2}(u+1)} d u\right]=a^{2} . \tag{142}
\end{align*}
$$

From Proposition IV.8, det $\Psi_{0}$ and $\operatorname{det} \Psi_{1}$ don't survive differentiation.

So we have

$$
\begin{align*}
-\int_{U S p(2 N)} \frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right) e^{-\alpha} d X & =\frac{N}{a} e^{-a}\left(-a+\mathcal{O}\left(a^{3}\right)\right)\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right) \\
& =\frac{N}{a}\left(1-a+\mathcal{O}\left(a^{2}\right)\right)\left(-a+\mathcal{O}\left(a^{3}\right)\right)+\mathcal{O}(a) \\
\int_{U S p(2 N)} \frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right) d X & =N-a N+\mathcal{O}\left(a^{2} N\right)+\mathcal{O}(a) \tag{143}
\end{align*}
$$

Note that without further restrictions on the rate of decay of $a$ for large $N$, we can't say which of the two error terms will dominate.

Similarly for the second moment

$$
\begin{align*}
& \int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{2} e^{-2 \alpha} d X \\
& =-\frac{1}{2}\left(\frac{N}{a}\right)^{2} e^{-2 a}\left[\left.\frac{d^{2}}{d t^{2}} \operatorname{det} \Psi\right|_{t=0}-\left.2 a \frac{d}{d t} \operatorname{det} \Psi\right|_{t=0}+\left.a^{2} \operatorname{det} \Psi\right|_{t=0}\right]\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right) \\
& =-\frac{1}{2}\left(\frac{N}{a}\right)^{2} e^{-2 a}\left[\frac { d ^ { 2 } } { d t ^ { 2 } } \left(\operatorname{det} \Psi_{0}+a \operatorname{det} \Psi_{1}+a^{2} \operatorname{det} \Psi_{11}+\frac{a^{2}}{2} \operatorname{det} \Psi_{02}+\frac{a^{2}}{2} \operatorname{det} \Psi_{20}\right.\right. \\
& \left.\quad+\frac{a^{3}}{3!} \operatorname{det} \Psi_{30}+\frac{a^{3}}{2!} \operatorname{det} \Psi_{21}+\frac{a^{3}}{2!} \operatorname{det} \Psi_{12}+\frac{a^{3}}{3!} \operatorname{det} \Psi_{03}\right) \\
& \quad-2 a \frac{d}{d t}\left(\operatorname{det} \Psi_{0}+a \operatorname{det} \Psi_{1}+a^{2} \operatorname{det} \Psi_{11}+\frac{a^{2}}{2} \operatorname{det} \Psi_{02}+\frac{a^{2}}{2} \operatorname{det} \Psi_{20}\right) \\
& \left.\quad+a^{2}\left(\operatorname{det} \Psi_{0}+a \operatorname{det} \Psi_{1}\right)+\mathcal{O}\left(a^{4}\right)\right]\left.\right|_{t=0}\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right) \tag{144}
\end{align*}
$$

where the $2 \times 2$ matrices $\Psi_{0}$ and $\Psi_{1}$ are defined as above at (119) and (123) respectively, and $\Psi_{m n}$ is defined by starting with $\Psi_{0}$ and increasing the power of $u_{1}$ in the numerator of the integrand for elements of the first row by $m$ and increasing the power of $u_{2}$ in the second row by $n$.

By using the column degree and results from Section IV, or simply by inspection of these $2 \times 2$
matrices, we see that none of these terms survive except for:

$$
\begin{align*}
& \left.\operatorname{det} \Psi_{0}\right|_{t=0}=\left|\begin{array}{l}
\frac{1}{2 \pi i} \oint \frac{1}{\left(u_{1}-1\right)^{2}} d u_{1} \frac{1}{2 \pi i} \oint \frac{u_{1}^{2}}{\left(u_{1}-1\right)^{2}} d u_{1} \\
\frac{1}{2 \pi i} \oint \frac{u_{2}}{\left(u_{2}-1\right)^{2}} d u_{2} \\
\frac{1}{2 \pi i} \oint \frac{u_{2}^{3}}{\left(u_{2}-1\right)^{2}} d u_{2}
\end{array}\right|=\left|\begin{array}{ll}
0 & 2 \\
1 & 3
\end{array}\right|=-2 \\
& \left.\operatorname{det} \Psi_{1}\right|_{t=0}=\left|\begin{array}{l}
\frac{1}{2 \pi i} \oint \frac{1}{\left(u_{1}-1\right)^{2}} d u_{1} \frac{1}{2 \pi i} \oint \frac{u_{1}^{2}}{\left(u_{1}-1\right)^{2}} d u_{1} \\
\frac{1}{2 \pi i} \oint \frac{u_{2}^{2}}{\left(u_{2}-1\right)^{2}} d u_{2}
\end{array} \frac{1}{2 \pi i} \oint \frac{u_{2}^{4}}{\left(u_{2}-1\right)^{2}} d u_{2}\right|\left|=\left|\begin{array}{ll}
0 & 2 \\
2 & 4
\end{array}\right|=-4\right. \\
& \left.\frac{d}{d t} \operatorname{det} \Psi_{02}\right|_{t=0}=\frac{d}{d t}\left|\begin{array}{cc}
\frac{1}{2 \pi i} \oint \frac{\exp \left(2 t /\left(u_{1}^{2}-1\right)\right)}{\left(u_{1}-1\right)^{2}} d u_{1} & \frac{1}{2 \pi i} \oint \frac{u_{1}^{2} \exp \left(2 t /\left(u_{1}^{2}-1\right)\right)}{\left(u_{1}-1\right)^{2}} d u_{1} \\
\frac{1}{2 \pi i} \oint \frac{u_{2}^{3} \exp \left(2 t /\left(u_{2}^{2}-1\right)\right)}{\left(u_{2}-1\right)^{2}} d u_{2} & \frac{1}{2 \pi i} \oint \frac{u_{2}^{5} \exp \left(2 t /\left(u_{2}^{2}-1\right)\right)}{\left(u_{2}-1\right)^{2}} d u_{2}
\end{array}\right|_{t=0} \\
& =2\left|\begin{array}{l}
\frac{1}{2 \pi i} \oint \frac{1}{\left(u_{1}-1\right)^{3}\left(u_{1}+1\right)} d u_{1} \frac{1}{2 \pi i} \oint \frac{u_{1}^{2}}{\left(u_{1}-1\right)^{2}} d u_{1} \\
\frac{1}{2 \pi i} \oint \frac{u_{2}^{2}}{\left(u_{2}-1\right)^{3}\left(u_{2}+1\right)} d u_{2} \\
\frac{1}{2 \pi i} \oint \frac{u_{2}^{2}}{\left(u_{2}-1\right)^{2}} d u_{2}
\end{array}\right| \\
& +2\left|\begin{array}{l}
\frac{1}{2 \pi i} \oint \frac{1}{\left(u_{1}-1\right)^{2}} d u_{1} \frac{1}{2 \pi i} \oint \frac{u_{1}^{2}}{\left(u_{1}-1\right)^{3}\left(u_{1}+1\right)} d u_{1} \\
\frac{1}{2 \pi i} \oint \frac{u_{2}^{3}}{\left(u_{2}-1\right)^{2}} d u_{2} \\
\frac{1}{2 \pi i} \oint \frac{u_{2}^{5}}{\left(u_{2}-1\right)^{3}\left(u_{2}+1\right)} d u_{2}
\end{array}\right| \\
& =2\left|\begin{array}{ll}
0 & 1 \\
2 & 5
\end{array}\right|+2\left|\begin{array}{ll}
0 & 0 \\
3 & 4
\end{array}\right|=-4 \text {. } \tag{145}
\end{align*}
$$

So we have

$$
\begin{align*}
\int_{U S p(2 N)} & \left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{2} e^{-2 \alpha} d X \\
& =-\frac{1}{2}\left(\frac{N}{a}\right)^{2} e^{-2 a}\left(-2 a^{2}+\mathcal{O}\left(a^{4}\right)\right)\left(1+\mathcal{O}\left(\frac{a}{N}\right)\right) \\
& =-\frac{1}{2}\left(\frac{N}{a}\right)^{2}\left(1-2 a+\mathcal{O}\left(a^{2}\right)\right)\left(-2 a^{2}+\mathcal{O}\left(a^{4}\right)\right)+\mathcal{O}(N a) \tag{146}
\end{align*}
$$

and so

$$
\begin{equation*}
\int_{U S p(2 N)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{2} d X=N^{2}-2 N^{2} a+\mathcal{O}\left(N^{2} a^{2}\right)+\mathcal{O}(N a) \tag{147}
\end{equation*}
$$

Thus the variance is small:

$$
\begin{equation*}
\int_{U S p(2 N)}\left(\frac{1}{N}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)-1\right)^{2} d X=\mathcal{O}\left(a^{2}\right)+\mathcal{O}\left(\frac{a}{N}\right) \tag{148}
\end{equation*}
$$

and by Chebyshev's inequality the scaled logarithmic derivative $\frac{1}{N} \frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right) \sim 1$ for almost all matrices in $U S p(2 N)$ when $N$ is large, corroborating the intuition in Section II.

## VIII. THE ODD ORTHOGONAL CASE

When we compute the moments of the logarithmic derivative of characteristic polynomials averaged over $S O(2 N+1)$, unlike the other ensembles, here we get a non-zero coefficient for the leading order term, and the proof is much simpler. As explained in Section II, this is due to the guaranteed eigenvalue at 1 in this ensemble. The analogue of Proposition III. 1 is:

Proposition VIII.1. (Conrey, Forrester, Snaith, Proposition $2.4^{3}$ ) For $N \geq Q$, and $\mathfrak{R e}\left(\gamma_{q}\right) \geq$ $0 \forall q$,

$$
\begin{array}{r}
\int_{S O(2 N+1)} \frac{\prod_{k=1}^{K} \Lambda_{X}\left(e^{-\alpha_{k}}\right)}{\prod_{q=1}^{Q} \Lambda_{X}\left(e^{-\gamma_{q}}\right)} \mathrm{dX} \\
\sum_{\varepsilon \in\{-1,1\}^{K}}\left(\prod_{j=1}^{K} \varepsilon_{j}\right) e^{(N+1 / 2) \sum_{k=1}^{K}\left(\varepsilon_{k} \alpha_{k}\right)} \frac{\prod_{1 \leq j<k \leq K} z\left(\varepsilon_{j} \alpha_{j}+\varepsilon_{k} \alpha_{k}\right)}{\prod_{1 \leq q \leq r \leq Q}^{K} z\left(\gamma_{q}+\gamma_{r}\right)}  \tag{149}\\
\prod_{k=1}^{K} \prod_{q=1}^{Q} z\left(\varepsilon_{k} \alpha_{k}+\gamma_{q}\right) e^{(N+1 / 2) \sum_{k=1}^{K} \alpha_{k}}
\end{array} .
$$

The two differences from the even orthogonal case are the product $\left(\prod_{j=1}^{K} \varepsilon_{j}\right)$ and an extra factor $\exp \left(\frac{1}{2} \sum_{k=1}^{K} \varepsilon_{k} \alpha_{k}-\alpha_{k}\right)$. The former implies that we must use equations (17) and (20) from Lemma III.2, and we arrive at

$$
\begin{gather*}
\int_{S O(2 N+1)} \frac{\prod_{k=1}^{K} \Lambda_{X}\left(e^{-\alpha_{k}}\right)}{\prod_{q=1}^{Q} \Lambda_{X}\left(e^{-\gamma_{q}}\right)} \mathrm{dX}=\frac{(-1)^{\left({ }^{K}\right)} 2^{K} 2^{K}}{K!(2 \pi i)^{K}} \oint \cdots \oint \frac{e^{-(N+1 / 2) \sum_{k=1}^{K} \alpha_{k}} \prod_{j=1}^{K} \alpha_{k}}{\prod_{j=1}^{K} \prod_{k=1}^{K}\left(w_{k}-\alpha_{j}\right)\left(w_{k}+\alpha_{j}\right)} \\
\times e^{(N+1 / 2) \sum_{k=1}^{K} w_{k}} \frac{\prod_{1 \leq j<k \leq K} z\left(w_{j}+w_{k}\right) \prod_{1 \leq q \leq r \leq Q} z\left(\gamma_{q}+\gamma_{r}\right) \Delta^{2}\left(w^{2}\right)}{\prod_{k=1}^{K} \prod_{q=1}^{Q} z\left(w_{k}+\gamma_{q}\right)} \mathrm{d} \mathbf{w} . \tag{150}
\end{gather*}
$$

Following the steps of the even orthogonal case, we set $K=Q$, differentiate with respect to all $\alpha_{j} \mathrm{~s}$, then set $\alpha_{j}=\gamma_{q}=\alpha$ for all $j, q$ to get

$$
\begin{align*}
& (-1)^{K} \int_{S O(2 N+1)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX}  \tag{151}\\
& \quad=\frac{(-1)^{\binom{K}{2}} 2^{K}}{K!(2 \pi i)^{K}} \oint \cdots \oint \frac{e^{-(N+1 / 2) K \alpha}}{\prod_{j=1}^{K}\left(w_{j}^{2}-\alpha^{2}\right)^{K}}\left[(1-(N+1 / 2) \alpha)+\sum_{j=1}^{K} \frac{2 \alpha^{2}}{\left(w_{j}^{2}-\alpha^{2}\right)}\right]^{K} \\
& \quad \times e^{(N+1 / 2) \sum_{k=1}^{K} w_{k}} \frac{\prod_{1 \leq j<k \leq K} z\left(w_{j}+w_{k}\right) z(2 \alpha)^{\binom{K+1}{2}} \Delta^{2}\left(w^{2}\right)}{\prod_{k=1}^{K} z\left(w_{k}+\alpha\right)^{K}} \mathrm{~d} \mathbf{w} . \tag{152}
\end{align*}
$$

Next we scale our variables by $N$ to compute the asymptotics, and, just as before, set $\alpha=a / N$, $w_{j}=a u_{j} / N$ where $a=o(1)$ as $N \rightarrow \infty$ and use the approximation $z(x) \sim 1 / x$ for small $x$. This yields:

$$
\begin{align*}
& (-1)^{K} \int_{S O(2 N+1)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX}=\frac{(-1)^{\binom{K}{2}} 2^{K}}{K!(2 \pi i)^{K} 2^{K(K+1) / 2}}\left(\frac{N}{a}\right)^{K} e^{-K a\left(1+\frac{1}{2 N}\right)} \\
& \times \oint \cdots \oint e^{(N+1 / 2) \frac{a}{N} \sum_{k=1}^{K} u_{k}} \prod_{j=1}^{K} \frac{\left(u_{j}+1\right)^{K}}{\left(u_{j}^{2}-1\right)^{K}}\left[1-a-\frac{a}{2 N}+\sum_{j=1}^{K} \frac{2}{u_{j}^{2}-1}\right]^{K} \\
& \quad \times \prod_{1 \leq j<k \leq K} \frac{\left(u_{k}^{2}-u_{j}^{2}\right)^{2}}{\left(u_{k}+u_{j}\right)} \mathrm{d} \mathbf{u}(1+\mathcal{O}(a / N)) \tag{153}
\end{align*}
$$

$$
\begin{align*}
& =\frac{(-1)^{\binom{K}{2}}}{K!(2 \pi i)^{K} 2^{\binom{K}{2}}}\left(\frac{N}{a}\right)^{K} e^{-K a\left(1+\frac{1}{2 N}\right)} \oint \cdots \oint e^{(N+1 / 2) \frac{a}{N} \sum_{k=1}^{K} u_{k}} \\
& \quad \times \prod_{j=1}^{K} \frac{1}{\left(u_{j}-1\right)^{K}}\left[1-a-\frac{a}{2 N}+\sum_{j=1}^{K} \frac{2}{u_{j}^{2}-1}\right]^{K} \Delta\left(u^{2}\right) \Delta(u) \mathrm{d} \mathbf{u}(1+\mathcal{O}(a / N)) . \tag{154}
\end{align*}
$$

We then factorise the result by introducing a parameter $t$ and differentiating with respect to it, analogously to (62), rewrite the product of Vandermonde determinants exactly as we did in (15) and bring the factors into the determinant by column. This yields:

$$
\begin{array}{r}
(-1)^{K} \int_{S O(2 N+1)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX} \\
=\left.\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K} e^{-K a\left(1+\frac{1}{2 N}\right)} \frac{\mathrm{d}^{K}}{\mathrm{dt}^{K}}\right|_{t=0} e^{t-t a-\frac{t a}{2 N}} \\
\times \operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{\exp \left(a u_{i}+a u_{i} /(2 N)+2 t /\left(u_{i}^{2}-1\right)\right) u_{i}^{2 j+i-3}}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}}\right]_{1 \leq i, j \leq K}(1+\mathcal{O}(a / N)) . \tag{155}
\end{array}
$$

As in the symplectic case, Section VII, we set

$$
\begin{equation*}
\operatorname{det}(\Psi):=\operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{\exp \left(a u_{i}+a u_{i} /(2 N)+2 t /\left(u_{i}^{2}-1\right)\right) u_{i}^{2 j+i-3}}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}}\right]_{1 \leq i, j \leq K} \tag{156}
\end{equation*}
$$

In this odd orthogonal case we calculate the leading order and next-to-leading order contribution to the moment since in this case the leading order term results directly from the eigenvalue at 1 of $S O(2 N+1)$ matrices and so is more straightforward, and perhaps less interesting, than in the other ensembles. To this end we make the expansion $\operatorname{det}(\Psi)=\operatorname{det}\left(\Psi_{0}\right)+a \operatorname{det}\left(\Psi_{1}\right)+O\left(a^{2}\right)$, where taking the approximation $\exp \left(a u_{i}+a u_{i} /(2 N)\right) \sim 1$ in the matrix elements yields

$$
\begin{equation*}
\operatorname{det}\left(\Psi_{0}\right):=\operatorname{det}\left[\frac{1}{2 \pi i} \oint \frac{\exp \left(2 t /\left(u_{i}^{2}-1\right)\right) u_{i}^{2 j+i-3}}{\left(u_{i}-1\right)^{K}} \operatorname{du}\right]_{1 \leq i, j \leq K}=(-2)^{\binom{K}{2}} ; \tag{157}
\end{equation*}
$$

this is the same $\Psi_{0}$ as at (121).
The determinant $\Psi_{1}$ is, as in the symplectic case,

$$
\begin{align*}
& \operatorname{det}\left(\Psi_{1}\right):=\operatorname{det}\left[\begin{array}{l}
\frac{1}{2 \pi i} \oint \frac{\exp \left(2 t /\left(u_{i}^{2}-1\right)\right) u_{i}^{2 j+i-3}}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} 1 \leq i \leq K-1,1 \leq j \leq K \\
\frac{1}{2 \pi i} \oint \frac{\exp \left(2 t /\left(u_{i}^{2}-1\right)\right) u_{i}^{2 j+i-2}}{\left(u_{i}-1\right)^{K}} \mathrm{du}_{\mathrm{i}} i=K, 1 \leq j \leq K
\end{array}\right]_{1 \leq i, j \leq K}  \tag{158}\\
& \quad=K(-2)^{\binom{K}{2}}
\end{align*}
$$

where the calculation of the determinant is carried out as follows. First, by Proposition IV. $8 \operatorname{det}\left(\Psi_{1}\right)$ is independent of $t$ so we can set $t$ to zero. Then the first column has all entries equal to 0 except for
the entry in the $K^{t h}$ row, which is equal to $\binom{K}{K-1}=K$. Expanding along this column we have that

$$
\begin{array}{r}
\operatorname{det}\left(\Psi_{1}\right)=(-1)^{K-1} K \operatorname{det}\left[\binom{2 j+i-1}{K-1}\right]_{i, j=1, \ldots, K-1} \\
=(-1)^{K-1} K \operatorname{det}\left[\binom{2 j}{K-i}\right]_{i, j=1, \ldots, K-1} \\
=(-1)^{K-1} K \prod_{j=1}^{K-1} 2 j \prod_{i=1}^{K-1} \frac{1}{K-i} \operatorname{det}\left[\binom{2 j-1}{K-1-i}\right]_{i, j=1, \ldots, K-1} \\
=(-1)^{K-1} K 2^{K-1}(-2)^{\binom{K-1}{2}}=K(-2)^{\binom{K}{2}}, \tag{159}
\end{array}
$$

where after the first line we perform manipulations as in the proof of Lemma V. 2 and the determinant in the next to last line is evaluated using Lemma V.3. The determinant in the first line is the same minor as obtained from expanding $\operatorname{det}\left(\Psi_{0}\right)$ in the same way, so unsurprisingly the values of $\operatorname{det}\left(\Psi_{0}\right)$ and $\operatorname{det}\left(\Psi_{1}\right)$ are closely related.

The derivative in $t$ in (155) expands as

$$
\begin{align*}
& \left.\frac{\mathrm{d}^{K}}{\mathrm{dt}^{K}}\right|_{t=0} e^{t-t a-\frac{t a}{2 N}} \operatorname{det}\left(\Psi_{0}+a \Psi_{1}\right)=\left(1-a-\frac{a}{2 N}\right)^{K}\left(\operatorname{det}\left(\Psi_{0}\right)+a \operatorname{det}\left(\Psi_{1}\right)\right)  \tag{160}\\
& +K\left(1-a-\frac{a}{2 N}\right)^{K-1} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\operatorname{det}\left(\Psi_{0}\right)+a \operatorname{det}\left(\Psi_{1}\right)\right)+\cdots+\left.\frac{\mathrm{d}^{K}}{\mathrm{dt}^{K}}\left(\operatorname{det}\left(\Psi_{0}\right)+a \operatorname{det}\left(\Psi_{1}\right)\right)\right|_{t=0}
\end{align*}
$$

As in the symplectic case, $\operatorname{det}\left(\Psi_{0}\right)$ and $\operatorname{det}\left(\Psi_{1}\right)$ do not survive differentiation. The first term in (160) contributes $\operatorname{det}\left(\Psi_{0}\right)$ to the term of order $\frac{N^{K}}{a^{K}}$ in (155). There are three terms that will give a contribution of order $\frac{N^{K}}{a^{K-1}}$ in (155) and they also all come from the first term in (160). The first contribution is $\binom{K}{K-1}(-a) \operatorname{det}\left(\Psi_{0}\right)=-a K(-2)\binom{K}{2}$, the second is $a \operatorname{det}\left(\Psi_{1}\right)=a K(-2){ }^{\binom{K}{2}}$. Both of these contributions are multiplied by the approximation $e^{-K a\left(1+\frac{1}{2 N}\right)} \sim 1$. The third contribution comes from taking the second order approximation $e^{-K a\left(1+\frac{1}{2 N}\right)} \sim 1-a K$, which contributes $-a K \operatorname{det}\left(\Psi_{0}\right)=-a K(-2)^{\binom{K}{2}}$.

Therefore,

$$
\begin{align*}
& (-1)^{K} \int_{S O(2 N+1)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} e^{-K \alpha} \mathrm{dX}  \tag{161}\\
& \quad=\left(\frac{-1}{2}\right)^{\binom{K}{2}}\left(\frac{N}{a}\right)^{K}\left[(-2)^{\binom{K}{2}}-a K(-2)^{\binom{K}{2}}+\mathcal{O}(a / N)+\mathcal{O}\left(a^{2}\right)\right]
\end{align*}
$$

and so we get our result

$$
\begin{align*}
& \int_{S O(2 N+1)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K} \mathrm{dX}  \tag{162}\\
& \quad=(-1)^{K}\left[\left(\frac{N}{a}\right)^{K}-\frac{N^{K}}{a^{K-1}} K\right]+\mathcal{O}\left(\frac{N^{K-1}}{a^{K-1}}\right)+\mathcal{O}\left(\frac{N^{K}}{a^{K-2}}\right)
\end{align*}
$$

As mentioned in the interpretation of our results in Section II, the leading order term in the moments of the logarithmic derivative for the odd orthogonal ensemble comes from the contribution
of the term which corresponds to the eigenvalue at 1 ; that is, the term $\frac{-1}{1-s}$ in (7) since this term is a pole in the limit $s \longrightarrow 1$. Therefore, it's also of interest to compute the moments of the logarithmic derivative without the contribution from this pole term over the $S O(2 N+1)$ ensemble. Using the computations above, we can investigate these moments, and interestingly it seems that the leading order term after the polar term is subtracted grows at least by a factor of $a^{2}$ or $a / N$ more slowly than the full moment including the polar term (162). Throughout this paper we have set $s=e^{-\alpha}=$ $e^{-a / N}$, so in the large $N$ limit the polar term can be written

$$
\begin{align*}
\frac{-1}{1-e^{-\alpha}}=\frac{-1}{1-1+a / N+\mathcal{O}\left(a^{2} / N^{2}\right)}= & \frac{N}{a} \frac{-1}{\left(1-\frac{a}{2 N}+\mathcal{O}\left(a^{2} / N^{2}\right)\right)} \\
& =\frac{-N}{a}-\frac{1}{2}+\mathcal{O}\left(\frac{a}{N}\right) . \tag{163}
\end{align*}
$$

Then the moments without the pole term are given by

$$
\begin{align*}
& \int_{S O(2 N+1)}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)+\frac{1}{1-e^{-\alpha}}\right)^{K} \mathrm{dX} \\
& =\int_{S O(2 N+1)} \sum_{m=0}^{K}\binom{K}{m}\left(\frac{N}{a}+\frac{1}{2}+\mathcal{O}\left(\frac{a}{N}\right)\right)^{m}\left(\frac{\Lambda_{X}^{\prime}}{\Lambda_{X}}\left(e^{-\alpha}\right)\right)^{K-m}=\sum_{m=0}^{K}\binom{K}{m}\left(\frac{N}{a}+\frac{1}{2}+\mathcal{O}\left(\frac{a}{N}\right)\right)^{m} \\
& \quad \times\left[(-1)^{K-m}\left[\left(\frac{N}{a}\right)^{K-m}-\frac{N^{K-m}(K-m)}{a^{K-m-1}}\right]+\mathcal{O}\left(\frac{N^{K-m-1}}{a^{K-m-1}}\right)+\mathcal{O}\left(\frac{N^{K-m}}{a^{K-m-2}}\right)\right] \\
& =\frac{N^{K}}{a^{K}}(1-1)^{K}-\frac{N^{K}}{a^{K-1}}\left[\sum_{m=0}^{K}\binom{K}{m}(-1)^{K-m}(K-m)\right]+\mathcal{O}\left(\frac{N^{K-1}}{a^{K-1}}\right)+\mathcal{O}\left(\frac{N^{K}}{a^{K-2}}\right) \\
& =-\frac{N^{K}}{a^{K-1}}\left[\sum_{m=0}^{K-1} K\binom{K-1}{m}(-1)^{K-m}\right]+\mathcal{O}\left(\frac{N^{K-1}}{a^{K-1}}\right)+\mathcal{O}\left(\frac{N^{K}}{a^{K-2}}\right) \\
& =K \frac{N^{K}}{a^{K-1}}(1-1)^{K-1}+\mathcal{O}\left(\frac{N^{K-1}}{a^{K-1}}\right)+\mathcal{O}\left(\frac{N^{K}}{a^{K-2}}\right) \\
& =\mathcal{O}\left(\frac{N^{K-1}}{a^{K-1}}\right)+\mathcal{O}\left(\frac{N^{K}}{a^{K-2}}\right) . \tag{164}
\end{align*}
$$

To continue to even lower order terms we would need to place further restrictions on the rate of decay of $a$ as $N \rightarrow \infty$ in order to specify whether a term with an extra power of $a$ versus one with a $1 / N$ factor is the next order contribution. We also note that terms which are a factor of $a / N$ lower than the leading order have been neglected as far back as (59) when we made the approximation to the $z(x)$ function and so incorporating these adds an extra layer of complication to all the ensembles.
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