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Abstract—Unsupervised person re-identification has received
more attention due to its wide real-world applications. In this
paper, we propose a novel method named fuzzy multilayer
clustering (FMC) for unsupervised person re-identification. The
proposed FMC learns a new feature space using a multilayer
perceptron for clustering in order to overcome the influence
of complex pedestrian images. Meanwhile, the proposed FMC
generates fuzzy labels for unlabelled pedestrian images, which
simultaneously considers the membership degree and the simi-
larity between the sample and each cluster. We further propose
the fuzzy label regularization (FLR) to train the convolutional
neural network (CNN) using pedestrian images with fuzzy labels
in a supervised manner. The proposed FLR could regularize the
CNN training process and reduce the risk of over-fitting. The ef-
fectiveness of our method is validated on three large-scale person
re-identification databases, i.e., Market-1501, DukeMTMC-reID
and CUHK03.

Index Terms—Fuzzy multilayer clustering, fuzzy label regular-
ization, unsupervised person re-identification.

I. INTRODUCTION

PERSON re-identification, as a special kind of image
retrieval, has received much attention in recent years due

to its wide applications such as human behaviour analysis,
multi-pedestrian association and cross camera tracking [1]–
[3]. The aim of person re-identification is to search pedestrians
who have the same identity with the probe in a large gallery.
The person re-identification is an extremely challenging task,
because pedestrian images are easily affected by illumination
changes, various body postures and different camera angles.

With the development of deep learning, the convolutional
neural network (CNN) has displayed potential for improving
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Fig. 1. (a) k-means clustering assigns each sample to the one-hot label in
the original feature space. (b) The proposed FMC produces the fuzzy label
for each sample in the learned feature space.

person re-identification performance [4]–[6]. The CNN is
employed to learn deep features in an end-to-end way with
various loss functions. The CNN-based methods for person
re-identification are mainly divided into two groups according
to loss functions. As for the first group, the CNN takes
image pairs [7], triplets [8] or quadruplets [9] as input and
determines whether two pedestrian images belong to the same
identity or not by commonly utilizing contrastive loss or
triplet loss [10]. This series of methods realizes the binary
classification task for person re-identification and only requires
implicit identity labels. As for the second group, person re-
identification is considered as the multi-class classification
task where the cross-entropy loss is often deployed to predict
the identity probability [11], [12]. This group needs explicit
identity labels for learning deep features. The similarity is
finally calculated to retrieve pedestrian images from a large
gallery for the pedestrian of interest. The two groups of
methods have been proved to achieve promising performance
on large-scale databases [13]–[15]. Hence, we adopt the CNN
model for learning deep features.

Despite the prominent performance of CNN, it requires
significant amounts of labelled samples in the training stage.
However, the annotation process is labour intensive and te-
dious. Hence, some previous works [16]–[20] adopt unsu-
pervised or semi-supervised strategies to alleviate the usage
of labelled samples, but only effective on relatively small
databases [21], [22]. At present, some CNN-based methods
are developed for unsupervised person re-identification on
large-scale databases. These methods are roughly divided into
two categories. On one hand, some methods [23], [24] treat
person re-identification as unsupervised domain adaptation
which transfers the information from labelled source domain to
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unlabelled target domain. On the other hand, some researchers
propose to assign pseudo labels to unlabelled samples for
training CNN [25]–[27]. For example, Fan et al. [25] perform
k-means clustering [28] on CNN-based features in an iterative
way, and then assign labels according to clustering centers.
However, k-means clustering is directly utilized in the original
feature space for label prediction which is suboptimal for clus-
tering as shown in Fig. 1 (a). In addition, k-means clustering
only assigns each pedestrian image to one cluster (one-hot
label), which easily results in over-fitting for unsupervised
person re-identification.

In this paper, we propose a novel method named fuzzy
multilayer clustering (FMC) for unsupervised person re-
identification, which learns a suitable feature space for clus-
tering using a multilayer perceptron and meanwhile produces
fuzzy labels for unlabelled pedestrian images to reduce the risk
of over-fitting as shown in Fig. 1 (b). Specifically, we first
utilize irrelevant labelled pedestrian images to initialize the
CNN model and then extract features from the CNN for unla-
belled training pedestrian images. These pedestrian images are
extremely complex due to changes in pedestrian appearances,
illumination, captured views and so on. This results in a highly
non-linear and inseparability feature space, and therefore it is
hard to cluster them in the original feature space. To overcome
this limitation, the proposed FMC first maps the features into
a new feature space using a multilayer perceptron. As a result,
the learned feature space is beneficial for clustering and label
assignment. Afterwards, the proposed FMC assigns the fuzzy
label to each pedestrian image in the learned feature space.
The fuzzy label simultaneously considers the membership
degree and the similarity between the sample and each cluster.
Furthermore, we propose the fuzzy label regularization (FLR)
to train the CNN using pedestrian images with fuzzy labels
in a supervised manner, which could regularize the learning
process of CNN and reduce the risk of over-fitting. Our method
is an iterative process between clustering with FMC and the
CNN training with fuzzy labels.

The contributions of this paper are summarized as follows:
1) The proposed FMC learns a new feature space for

complex pedestrian images, and meanwhile assigns fuzzy
labels to unlabelled samples.

2) The proposed FLR utilizes pedestrian images with fuzzy
labels to train the CNN in a supervised manner, which could
regularize the CNN learning process, while reducing the risk
of over-fitting.

3) Experiments on three large-scale databases show that our
method outperforms the state-of-the-art methods for unsuper-
vised person re-identification.

II. RELATED WORK

A. Fuzzy Clustering and Deep Clustering

Clustering collects samples with homogeneous features into
the same cluster and distinguishes different clusters with
heterogeneous features. k-means clustering [28] is one of the
commonest clustering algorithms for unsupervised learning,
and it assigns the one-hot label for each sample. Unlike k-
means clustering, fuzzy c-means clustering [29], as one kind

of fuzzy clustering, assigns soft labels for samples. Each
element in the soft label represents the membership degree
belonging to a certain cluster. There are many variants of
fuzzy c-means clustering [30]–[34]. For example, Hathaway
et al. [32] develop the generalized extensible fast fuzzy c-
means algorithm (geFFCM), which focuses on the overall
property of large database using statistics-based progressive
sampling. In [33], the bit-reduced FCM (brFCM) adopts a
binning strategy to accelerate fuzzy clustering. Havens et
al. [34] propose the approximate kernel FCM (akFCM) which
applies the sampled rows of the kernel matrix to constrain
cluster centers to be linear combinations for fuzzy clustering.

Recently, deep clustering methods emerge for unsupervised
learning. Tian et al. [35] utilize the stacked autoencoder to
learn non-linear features for original graphs, and then perform
k-means algorithm on them. Furthermore, Peng et al. [36]
employ the autoencoder with sparsity prior to transform data
into a non-linear latent space to adapt the local and global
subspace structure for clustering. Chen et al. [37] develop
a deep belief network (DBN) with nonparametric maximum
margin clustering (NMMC) to obtain a discriminative clus-
tering for deep features. In [38], Yang et al. learn latent
representations from three deep networks and adopt k-means
clustering on latent representations. Xie et al. [39] propose
deep embedded clustering (DEC) to transform unlabelled data
into a feature space with a deep network. Based on DEC, Guo
et al. [40] take data structure into consideration by combining
the clustering loss and deep network loss. Bhatia et al. [41]
present a fuzzy graph clustering model by borrowing the idea
from deep learning pipelines. However, there is no clustering
algorithm to develop for unsupervised person re-identification
which is expected to generate appropriate labels for unlabelled
pedestrian images.

B. Unsupervised Person Re-Identification

Recently, unsupervised learning for person re-identification
attracts more and more attention as it is closer to the real
scenario. Hand-craft features can be directly deployed for
unsupervised person re-identification because they do not need
learning processing. Typical hand-crafted features including
LOMO [42], SDALF [43] and ELF [44] are targeted at
designing robust features for person re-identification. These
features ignore the sample distribution of database. Some other
methods for unsupervised person re-identification focus on
salience learning. Zhao et al. [18] propose an unsupervised
framework where salience detection in patch level is used
to extract distinctive features without identity labels. Wang
et al. [45] employ the generative probabilistic topic model
to simultaneously discover salient image patches of person
foreground appearance and remove background clutters sur-
rounding the pedestrian. However, these methods are less
effective for large-scale databases.

Inspired by the notable success of deep learning, some
current works utilize deep features to represent unlabelled
pedestrian images. They are mainly divided into two groups.
The first group learns deep features from source and target
databases using unsupervised domain adaptation technique,
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and the second group predicts pseudo labels for unlabelled
samples. For the first group, Wang et al. [46] propose a
transferable model to learn the attribute-semantic and identity-
discriminative feature spaces for the target domain. In [23], the
similarity preserving generative adversarial network (SPGAN)
is proposed to translate persons from the labelled source
domain to the unlabelled target domain. Zhong et al. [24]
simultaneously take camera invariance and domain connect-
edness into consideration for learning more generalized deep
features on the target domain.

For the second group, Liu et al. [27] utilize the reciprocal
nearest neighbor to learn cross-camera tracklet association and
deep features for unsupervised video person re-identification.
Wu et al. [26] present a dynamic sampling strategy to grad-
ually estimate labels for relabelling samples and meanwhile
update the deep model for one-shot person re-identification.
Fan et al. [25] alternatively optimize the k-means clustering
for label assignment and the CNN model on the unseen
domain. Considering that k-means clustering in the original
feature space can not perform well for unsupervised person re-
identification, we aim to transfer the original feature space to
a new one and generate fuzzy labels for unlabelled pedestrian
images to reduce the risk of over-fitting.

Fig. 2. The structure of the multilayer perceptron in FMC.

III. FUZZY MULTILAYER CLUSTERING

Many existing methods for person re-identification [24]–
[26] perform clustering on the original feature space. However,
features in the original feature space is of highly non-linear
and inseparability due to complex pedestrian images. It often
results in suboptimal clustering and inaccurate label assign-
ment. To overcome the drawback, the proposed FMC utilizes
a multilayer perceptron to learn a new feature space where
the features are easily separated and are assigned appropriate
labels. Afterwards, the proposed FMC assigns fuzzy labels
for unlabelled samples to consider the membership degree and
the similarity between sample and each cluster simultaneously.
The proposed FMC iteratively optimizes the feature space and
the fuzzy assignment using the following three steps. They
are (1) to learn a mapping that transforms features into a new
feature space; (2) to obtain the fuzzy assignment using learned
features and cluster centers; (3) to compute the clustering
loss for optimizing the feature mapping and cluster centers
simultaneously.

A. Learning a New Feature Space

The proposed FMC first learns a new feature space using
a multilayer perceptron. The structure of the multilayer per-
ceptron in FMC is shown in Fig. 2, and it contains five fully-
connected layers with 2048, 512, 512, 1024, and 256 neurons
respectively. Let denote {zi}Ni=1 as the features of unlabelled
training pedestrian images in the original feature space, where
N is the number of unlabelled training pedestrian images. The
dimension of zi is 2,048. Note that we obtain zi from a CNN
model and we will introduce it in Section IV-A. We learn the
multilayer perceptron in order to map zi into a new feature
space:

xi = φθ(zi) (1)

where xi is the feature of the i-th pedestrian image in the new
feature space, and θ is the parameters of the multilayer per-
ceptron. The learned feature xi is the output of the multilayer
perceptron, and therefore the dimension is 256.

B. Fuzzy Assignment

We employ the fuzzy c-means clustering [29] to cluster
the learned features {xi}Ni=1. The fuzzy c-means clustering
assigns xi to each cluster with a certain membership degree
by minimizing the following objective function:

N∑
i=1

K∑
j=1

amij ||xi − cj ||2

s.t.

K∑
j=1

aij = 1

(2)

where K is the pre-defined number of clusters, m > 0 is the
fuzzy coefficient, cj is the feature vector of the j-th cluster
center, and aij represents the membership degree of the i-th
pedestrian image belonging to the j-th cluster. The constraint
indicates the sum of membership degree for each sample to
all clusters is equal to 1. Here, we empirically set m to 2 in
all experiments. aij and cj are iteratively updated to optimize
the objective function:

aij =

[
K∑
k=1

(
||xi − cj ||
||xi − ck||

) 2
m−1

]−1

(3)

cj =

∑N
i=1 a

m
ijxi∑N

i=1 a
m
ij

(4)

In order to consider the membership degree and the simi-
larity between pedestrian images and clusters, we propose the
fuzzy assignment by modifying the t-distribution [59]. The
fuzzy assignment of xi to cj is defined as:

fij =
aij(1 + ||xi − cj ||2/β)−

β+1
2∑K

k=1 aik(1 + ||xi − ck||2/β)−
β+1
2

(5)

where β is the degree of freedom. Here, we empirically set
β = 1 in all experiments. The fuzzy assignment considers both
the membership degree and the similarity of the pedestrian
image to each cluster.
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From Eq. (5), we derive that fij ∈ [0, 1] and
∑K
j=1 fij = 1.

Hence, we regard the fuzzy assignment as the label distribution
for unlabelled pedestrian images and define fij as the fuzzy
label of the i-th pedestrian image belonging to the j-th identity.
We utilize the fuzzy label instead of the one-hot label to
generate pseudo labels for the subsequent supervised learning
in Section IV-A.

C. Clustering Loss

We utilize a target distribution [39] to iteratively refine
cluster centers according to high confidence assignments. The
target distribution is defined as:

tij =
f2ij/uj∑K
k=1 f

2
ik/uk

(6)

where uj =
∑
i fij is the j-th cluster frequency. In order to

jointly learn the multilayer perceptron and cluster centers, we
match the fuzzy assignment fij to the target distribution tij .
We utilize the KL divergence as the loss function:

L = KL(T ||F ) =
N∑
i=1

K∑
j=1

tij log
tij
fij

(7)

where T and F are discrete probability distributions of tij and
fij , respectively.

The proposed FMC learns the feature mapping and the
cluster centers in a unified framework, which improves the
accuracy of label assignment in the learned feature space. FMC
jointly optimizes the membership degree, cluster centers and
parameters of the multilayer perceptron as follows.

Step 1: We initialize the multilayer perceptron in FMC
with the stacked autoencoder (SAE) and utilize the initialized
multilayer perceptron to extract features {xi}Ni=1 in the new
feature space. The fuzzy c-means clustering is utilized to
cluster {xi}Ni=1 in order to initialize the membership degree
aij and cluster centers {cj}Kj=1. Afterwards, we compute fij
in Eq. (5) using initialized aij and {cj}Kj=1.

Step 2: After obtaining fij , we compute the loss in Eq. (7),
and utilize the mini-batch stochastic gradient descent (SGD)
to update parameters of the multilayer perceptron in FMC.
With the updated multilayer perceptron, we traverse all the
unlabeled pedestrian images and obtain the features {xi}Ni=1.

Step 3: We employ the fuzzy c-means clustering to cluster
the features {xi}Ni=1 extracted from the updated multilayer
perceptron to update the membership degree aij and cluster
centers {cj}Kj=1 using Eq. (3) and Eq. (4). When ||AM −
AM−1|| < η, the iteration stops, where A = [aij ] ∈ RN×K , η
is a small positive number, and M is the number of iterations.
The updated aij and {cj}Kj=1 are used to compute fij using
Eq. (5).

Step 4: We repeat Step 2 and Step 3 to optimize the
membership degree, cluster centers and parameters of the
multilayer perceptron in a unified framework. The iterations
stop until the index change of all samples is less than a
threshold between two consecutive updates, i.e.,

∑
i

(l(xi)old 6=

l(xi))/N < σ, which can ensure the algorithm convergence.
Here, l(xi) = argmax

j
fij indicates the maximum index of

the fuzzy assignment for the i-th sample, N is the number of
samples and σ is the threshold.

In practice, the termination condition of FMC can ensure the
algorithm convergence. When satisfying the termination con-
dition, the fuzzy assignment and parameters of the multilayer
perceptron almost remain unchanged and the FMC converges.

TABLE I
THE STRUCTURE OF RESNET-50.

Name Filters Padding Output Size

Conv 1
[
7× 7, 64

]
× 1, stride 2 (3,3) 128× 64× 64

Max Pooling 3× 3, stride 2 (1,1) 64× 32× 64

Conv 2


1× 1, 64

3× 3, 64

1× 1, 256

× 3, stride 1


(0, 0)

(1, 1)

(0, 0)

 64× 32× 256

Conv 3


1× 1, 128

3× 3, 128

1× 1, 512

× 4, stride 2


(0, 0)

(1, 1)

(0, 0)

 32× 16× 512

Conv 4


1× 1, 256

3× 3, 256

1× 1, 1024

× 6, stride 2


(0, 0)

(1, 1)

(0, 0)

 16× 8× 1024

Conv 5


1× 1, 512

3× 3, 512

1× 1, 2048

× 3, stride 1


(0, 0)

(1, 1)

(0, 0)

 16× 8× 2048

Average Pooling

FC, 2, 048-dim

Softmax

IV. UNSUPERVISED PERSON RE-IDENTIFICATION USING
FMC

A. Fuzzy Label Regularization

The flowchart for our method is shown in Fig. 3. We firstly
initialize the CNN model using irrelevant labelled pedestrian
images, where we treat the widely-used ResNet-50 [47] as CN-
N. The structure of ResNet-50 is illustrated in Table I. Conv 1
is a convolutional layer with the filter size of 7× 7 followed
by a max pooling with the size of 3 × 3. Conv 2-Conv 5
represent filter banks consisting of convolutional layers, and
the number of filter banks are 3, 4, 6, 3, respectively. Suppose
there are N unlabelled pedestrian images in the training set,
and they are fed into ResNet-50. We extract features {zi}Ni=1

from the last fully-connected layer of ResNet-50 where the
dimension of zi is 2,048. Then, we utilize the proposed FMC
to cluster {zi}Ni=1 and generate fuzzy labels for unlabelled
pedestrian images. Afterwards, we select reliable samples with
high confidence as the training samples. Finally, we propose
FLR to train ResNet-50 using reliable samples with fuzzy
labels in a supervised manner, which could regularize the
learning process of ResNet-50 and reduce the risk of over-
fitting.
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Fig. 3. The flowchart of our method for unsupervised person re-identification.

We employ the cross entropy as the loss function of ResNet-
50:

Loss = −
N∑
i=1

K∑
j=1

pij log qij (8)

where qij ∈ [0, 1] indicates the predicted probability of the
i-th pedestrian image belonging to the j-th identity, and
pij indicates the ground-truth identity of the i-th pedestrian
image. Note that since the number of identities is unknown
in unsupervised person re-identification, the proposed FMC
assigns unlabelled pedestrian images into K clusters using
fuzzy labels, where each cluster indicates one identity. Hence,
K also represents the number of identities. qij is deduced from
the Softmax function that is utilized to normalize the output
of the fully-connected layer, and it can be directly outputted
by ResNet-50. When we confirm the ground-truth identity of
the i-th pedestrian image, pij can be written as:

pij =

{
0, j 6= s
1, j = s

(9)

where s is the ground-truth identity. From Eq. (9), we can see
that the value of the cross-entropy loss only depends on the
predicted probability of the ground-truth identity. However, the
ground-truth label distribution is unknown for unsupervised
person re-identification. Hence, we propose FLR to utilize
fuzzy labels generated by FMC to optimize ResNet-50. Based
on Eq. (5) and Eq. (8), the loss function in our method evolves
to:

Loss = −
N∑
i=1

K∑
j=1

fij log qij (10)

The proposed FLR pays attention to all clusters/identities
by using fuzzy labels in cross-entropy loss, which could
regularize the ResNet-50 training process and reduce the risk
of over-fitting.

Since there are some noise or outliers in clustering results,
ResNet-50 is likely to get trapped in a local optimization
or oscillation. To alleviate this problem, we select reliable
samples to train ResNet-50 rather than considering all training
samples. Specifically, according to the fuzzy label, we first
compute the index of the i-th pedestrian image:

l(xi) = argmax
j
fij j ∈ {1, 2, . . . ,K} (11)

Then, we introduce a selection vector r = [r1, r2, . . . , rN ]. If
the i-th pedestrian image is chosen, ri is equal to 1, otherwise,

equal to 0. We formulate the selection criterion as:

min
r

K∑
j=1

∑
l(xi)=j

ri||xi − cj || − ξ||ri||1

s.t. ri ∈ {0, 1};
∑

l(xi)=j

ri ≥ 1, ∀j
(12)

where ξ is a positive number. The constraint
∑
l(xi)=j

ri ≥ 1
is to guarantee that each cluster includes at least one reliable
sample. From Eq. (12), the pedestrian images are selected as
reliable samples when they are closer to the cluster centers.
In other words, if the distance between the feature and its
corresponding cluster center is less than ξ, this pedestrian
image is selected as the reliable sample, otherwise discarded.
With alternately updating between ResNet-50 and FMC, more
reliable samples will be selected.

We can easily extend our method to semi-supervised learn-
ing for person re-identification. In order to integrate labelled
pedestrian images into ResNet-50 training process, we directly
add labelled pedestrian images into selected reliable samples
in each iteration. The performance of semi-supervised learning
for person re-identification will be analyzed in Section V-E.

B. Optimization Procedure

Our method is an iterative process between ResNet-50
training and FMC learning. The ResNet-50 is deployed to
extract features {zi}Ni=1 for unlabelled pedestrian images.
Then, the features {zi}Ni=1 are fed into the proposed FMC
in order to generate fuzzy labels for the unlabelled pedestrian
images. Note that we stop the FMC iteration when the label
assignment change is less than a threshold σ between two con-
secutive updates. After selecting reliable samples, the proposed
FLR utilizes them with fuzzy labels to train ResNet-50 in a
supervised manner. The optimization procedure is presented
in Alg. 1.

In practice, we first select the closest feature to the cor-
responding cluster center as the center feature, and then the
cosine distance is employed to measure the similarity between
features and center features in the new feature space. Hence,
we are able to guarantee that each cluster contains at least
one pedestrian image. The training process of ResNet-50 will
converge until selected samples are saturated.
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Algorithm 1: FMC for Unsupervised Person Re-
identification
Input: Unlabelled pedestrian images;

Initialized ResNet-50;
Initialized multilayer perceptron with SAE;
Number of clusters: K;
Stopping threshold of FMC: σ;
Reliable sample selection threshold: ξ;
Initialized cluster centers {cj}Kj=1 and the
membership degree aij .

Output: ResNet-50.
while not convergence do

Extract features for unlabelled pedestrian images
using ResNet-50: {zi}Ni=1;
FMC
while not convergence do

(1) Compute the features {xi}Ni=1 using Eq. (1);
(2) Update the multilayer perceptron in FMC
using Eq. (7);
(3) Cluster {xi}Ni=1 to update cluster centers
{cj}Kj=1 and the membership degree aij using
Eq. (3)-Eq. (4);
(4) Obtain the index of the i-th pedestrian image
l(xi) using Eq. (11)
if
∑
i

(l(xi)old 6= l(xi))/N < σ then
stop

end
end
Select reliable samples using Eq. (12);
Train ResNet-50 using reliable samples with FLR.

end

TABLE II
THE STATISTICS FOR MARKET [48], DUKE [49] AND CUHK03 [4].

Databases Cams
Training Test

IDs Images Gallery Query
IDs Images IDs Images

Market 6 751 12,936 750 19,732 750 3,368
Duke 8 702 16,522 1,110 17,661 702 2,228

CUHK03 2 767 7,365 700 5,332 700 1,400

Fig. 4. Some pedestrian images from Market, Duke and CUHK03.

V. EXPERIMENTS

A. Databases and Settings

We evaluate our method on three large-scale person re-
identification databases, i.e., Market-1501 [48], DukeMTMC-

reID [49], and CUHK03 [4].
Market-1501 [48] includes 32,668 annotated pedestrian

images of 1,501 identities captured from 6 different view
points. All pedestrian images in Market-1501 are automatically
cropped by the Deformable Part Model (DPM) [50], and are
resized to 128×64. The database is partitioned into three parts:
751 identities with 12,936 pedestrian images in the training set,
750 identities with 19,732 pedestrian images in gallery, and
750 identities with another 3,368 pedestrian images in query.
Note that the gallery and the query have the same identities
but different images, and we retrieve the ground-truth images
for each query from the gallery. For simplicity, we utilize
“Market” to express the database.

DukeMTMC-reID [49] is a subset of DukeMTMC
database [51], which contains 36,411 pedestrian images be-
longing to 1,812 identities which are collected by 8 disjoint
cameras. This database is divided into three parts, i.e., training
set, gallery set and query set. The training set includes 16,522
pedestrian images of 702 identities, and the gallery set contains
17,661 pedestrian images of the remaining 1,110 identities.
The query set consists of 2,228 pedestrian images of the same
702 identities with the gallery. The pedestrian images in this
database vary in size. For simplicity, we utilize “Duke” to
express the database.

CUHK03 [4] contains 1,467 identities with 14,097 pedestri-
an images, and each identity is captured by two cameras. There
are an average of 9.6 images for each identity. This database
offers both manually labelled and DPM-detected bounding
boxes. We evaluate on DPM-detected bounding boxes which
are closer to the real scene. For fair comparison, we adopt
the train/test protocol as [52]–[54]: 767 identities with 7,365
pedestrian images for training, 700 identities with 5,332 pedes-
trian images for gallery and the same 700 gallery identities
with 1,400 pedestrian images for query. The pedestrian images
in CUHK03 also vary in size.

The statistics and some pedestrian images are listed in
Table II and Fig. 4. The query and gallery in Market and
CUHK03 share the identities. In Duke, apart from the shared
702 identities, the gallery includes another 408 identities. We
utilize the single query for all experiments and report rank-
1, 5, 10, 20 accuracy and mean average precision (mAP) for
three databases.

B. Implementation Details and Convergence analysis

According to the clustering loss, FMC is optimized by
alternately updating the multilayer perceptron and cluster
centers. We initialize the multilayer perceptron in FMC with
the stacked autoencoder (SAE) which includes the greedy
layer-wise pre-training and entire deep autoencoder training.
Concretely, in the process of greedy layer-wise pre-training,
the parameters are initialized by a zero-mean Gaussian distri-
bution with a standard deviation of 0.01. Each fully-connected
layer is pre-trained for 30,000 iterations with a dropout rate
of 0.2. During the entire deep autoencoder training, we train
the deep autoencoder for 60,000 iterations without dropout.
For both layer-wise pre-training and entire deep autoencoder
training, the batch size is set to 64, and the learning rate is
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TABLE III
RANK-1, 5, 10, 20 ACCURACY (%) AND MAP (%) OF BASELINES. NOTE THAT ( . ) DENOTES THE IRRELEVANT DATABASE FOR RESNET-50

INITIALIZATION.

Methods Market Duke CUHK03
rank-1 rank-5 rank-10 rank-20 mAP rank-1 rank-5 rank-10 rank-20 mAP rank-1 rank-5 rank-10 rank-20 mAP

ResNet (Market) - - - - - 32.5 49.1 55.0 61.9 16.7 11.2 16.6 20.1 25.7 10.0
k-means+CEL (Market) - - - - - 39.4 53.2 59.3 65.3 20.4 12.9 18.8 22.1 29.4 12.3

Fuzzy+FLR (Market) - - - - - 41.9 56.3 62.3 68.4 23.0 14.7 21.0 25.4 32.2 14.1
MD (Market) - - - - - 45.9 59.5 65.6 71.0 25.8 16.5 23.3 27.5 34.6 16.4

FMC+CEL (Market) - - - - - 46.6 60.1 66.0 71.5 26.2 17.1 23.7 27.9 35.1 16.8
Ours (Market) - - - - - 48.0 62.3 68.1 73.3 27.8 19.1 25.7 30.1 37.4 18.6
ResNet (Duke) 44.3 62.3 69.1 76.8 20.3 - - - - - 9.6 14.7 18.8 25.0 8.8

k-means+CEL (Duke) 52.4 69.0 75.1 80.2 24.3 - - - - - 10.4 15.7 20.0 26.1 9.6
Fuzzy+FLR (Duke) 56.1 72.3 78.3 83.4 26.5 - - - - - 11.7 16.9 21.7 28.7 11.0

MD (Duke) 60.1 76.4 81.9 86.4 29.8 - - - - - 15.0 20.3 25.1 32.6 14.1
FMC+CEL (Duke) 60.8 77.2 82.8 87.3 30.4 - - - - - 15.4 20.8 25.5 32.9 14.5

Ours (Duke) 63.4 79.5 84.8 89.2 32.4 - - - - - 16.7 22.0 26.7 34.5 15.9
ResNet (CUHK03) 41.8 58.9 66.3 74.0 19.9 24.2 37.8 45.1 51.7 12.4 - - - - -

k-means+CEL (CUHK03) 46.7 64.2 70.8 76.5 21.8 31.9 45.8 53.0 58.9 15.1 - - - - -
Fuzzy+FLR (CUHK03) 50.2 67.9 74.5 80.1 24.1 35.7 49.7 56.8 62.4 17.4 - - - - -

MD (CUHK03) 55.0 72.8 79.4 84.7 28.0 40.4 55.3 61.8 67.0 21.4 - - - - -
FMC+CEL (CUHK03) 55.4 73.3 79.8 85.2 28.4 41.0 55.8 62.4 67.5 21.9 - - - - -

Ours (CUHK03) 57.9 75.9 82.3 87.5 30.4 43.6 58.7 65.2 69.9 24.0 - - - - -

initialized as 0.1 and decays by a factor of 0.1 every 20,000
iterations. We utilize the trained encoder to initialize the
multilayer perceptron in FMC. In the learning phase of FMC,
the stochastic gradient descent (SGD) approach is employed
to update parameters, and the learning rate is fixed to 0.01.
The stopping threshold σ is set to 0.001. The features are
normalized by l2 norm before reliable sample selection. The
threshold of reliable sample selection ξ is set to 0.85 for
three databases. There are 751, 702, 767 training identities
in Market, Duke and CUHK03 respectively, and therefore we
set the number of clusters K to 750 for Market and CUHK03,
and 700 for Duke.

ResNet-50 is trained for 30 epoches with the proposed FLR.
We modify the fully-connected layer for adapting to different
databases. All pedestrian images are resized to 256 × 128,
and the batch size is set to 32. For data augmentation, we
adopt random horizontal flipping and cropping. In the training
process, SGD is exploited with a momentum of 0.9, and the
learning rate is set to 0.001 without any decay. In the test
stage, we utilize the last fully-connected layer of ResNet-50
as the feature representation for each pedestrian image.

We implement our algorithm based on the PyTorch deep
learning platform. The main hardware environment is two
NVIDIA TITAN XP GPUs with 12Gbytes memory and an
4-core Intel Xeon(R) CPU E5-1620 v4. In the training stage,
our algorithm requires about 9 hours on Market. In the test
stage, the proposed algorithm requires 3min21s and therefore
the processing time for each pedestrian image is only about
60ms.

Rather than considering all samples simultaneously, our
algorithm is implemented iteratively with the reliable samples
in a meaningful order that facilitates learning. The meaningful
order is determined by the confidence embed into learning.
Therefore, the learning process of our method can be regarded
as the self-paced learning (SPL). The SPL [56]–[58] could
prevent latent variable models from getting stuck in a bad point
and accelerate the speed of convergence. Our method selects
reliable samples to fine tune ResNet-50, and more samples
with high confidence are selected as the training samples. We
consider the fuzzy labels of the unlabelled samples as the
latent variables, and therefore our method belongs to latent

variable model. Hence, our method could converge quickly.
In practice, our method converges after 20 iterations.

C. Comparison with Baselines

Table III represents the results of baselines and our method.
ResNet denotes that ResNet-50 is initialized on one of databas-
es and directly tested on another database. k-means+CEL
adopts the k-means clustering in the original feature space
and assigns the one-hot label to the unlabelled pedestrian
image. The samples with one-hot labels are then utilized to
train ResNet-50 using the cross-entropy loss. In Fuzzy+FLR,
we perform the fuzzy c-means clustering to cluster features
in the original feature space and utilize the proposed FLR
to train ResNet-50. MD utilizes the membership degree aij
instead of fij to train ResNet-50. In FMC+CEL, we use the
proposed FMC to learn cluster features and obtain one-hot
labels according to Eq. (11). Then, we train ResNet-50 with
the cross-entropy loss. From Table III, five conclusions can be
made.

Firstly, our method is far superior to ResNet. For example,
when ResNet-50 is initialized on Duke and tested on Market,
our method yields +19.1% and +12.1% improvement in rank-
1 accuracy and mAP. Due to the data distribution bias between
different databases, ResNet-50 only initialized with the irrel-
evant database is not perform well on the other database.

Secondly, compared with k-means+CEL, our method no-
tably improves the accuracy of unsupervised person re-
identification. For example, when tested on Market and initial-
ized on Duke and CUHK03, we observe the improvements of
+11.0% and +11.2% in rank-1 accuracy, respectively. Hence,
compared with the one-hot label, the fuzzy label could reduce
the over-fitting.

Thirdly, it is obviously indicated that our method signifi-
cantly improves Fuzzy+FLR on all three databases. For in-
stance, our method improves the rank-1 accuracy from 50.2%
to 57.9% on Market and 35.7% to 43.6% on Duke when
initialized on CUHK03. This is because our method learns a
new feature space using a multilayer perceptron for clustering,
rather than clustering features in the original feature space. The
results indicate that learning a new feature space is effective
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TABLE IV
THE PERFORMANCE OF OUR METHOD COMPARED WITH THE STATE-OF-THE-ART METHODS FOR UNSUPERVISED PERSON RE-IDENTIFICATION WHEN

INITIALIZED ON MARKET/DUKE AND TESTED ON MARKET/DUKE, RESPECTIVELY.

Methods Market → Duke Duke → Market
rank-1 rank-5 rank-10 mAP rank-1 rank-5 rank-10 mAP

LOMO [42] 12.3 21.3 26.6 4.8 27.2 41.6 49.1 8.0
BoW [48] 17.1 28.8 34.9 8.3 35.8 52.4 60.3 14.8

UMDL [17] 18.5 31.4 37.6 7.3 34.5 52.6 59.6 12.4
PTGAN [55] 27.4 - 50.7 - 38.6 - 66.1 -

PUL [25] 30.4 44.5 50.7 16.4 44.7 59.1 65.5 20.1
SPGAN [23] 41.1 56.6 63.0 22.3 51.5 70.1 76.8 22.8
TJ-AIDL [46] 44.3 59.6 65.0 23.0 58.2 74.8 81.1 26.5

HHL [24] 46.9 61.0 66.7 27.2 62.2 78.8 84.0 31.4
Ours 48.0 62.3 68.1 27.8 63.4 79.5 84.8 32.4

TABLE V
THE PERFORMANCE OF OUR METHOD COMPARED WITH THE STATE-OF-THE-ART METHODS FOR UNSUPERVISED PERSON RE-IDENTIFICATION WHEN

INITIALIZED ON CUHK03 AND TESTED ON MARKET/DUKE, RESPECTIVELY.

Methods CUHK03 → Market CUHK03 → Duke
rank-1 rank-5 rank-10 rank-20 mAP rank-1 rank-5 rank-10 rank-20 mAP

PTGAN [55] 31.5 - 60.2 - - 17.6 - 38.5 - -
PUL [25] 41.9 57.3 64.3 70.5 18.0 23.0 34.0 39.5 44.2 12.0
HHL [24] 56.8 74.7 81.4 86.3 29.8 42.7 57.5 64.2 69.1 23.4

Ours 57.9 75.9 82.3 87.5 30.4 43.6 58.7 65.2 69.9 24.0

to deal with complex pedestrian features and therefore the
learned features are suitable for clustering.

Fourthly, MD drops from 63.4% to 60.1% in rank-1 ac-
curacy and from 32.4% to 29.8% in mAP when initialized
on Duke and tested on Market. When tested on Duke and
CUHK03, MD is still inferior to our method. In a word, the
fuzzy assignment fij is superior to the membership degree aij
for unsupervised person re-identification.

Fifthly, compared with FMC+CEL, the performance of
our method is consistently improved. When initialized on
CUHK03, our method leads to an improvement of +2.5% in
rank-1 accuracy and +2.0% in mAP on Market, and +2.6%
in rank-1 accuracy and +2.1% in mAP on Duke. Similar
conclusion is drawn when conducting tests on CUHK03.
Different from FMC+CEL, our method proposes the FLR to
train ResNet-50, which utilizes fuzzy labels to regularize the
training process of ResNet-50 so as to reduce the risk of over-
fitting.

D. Comparison with Unsupervised Person Re-identification

We compare our method with the state-of-the-art methods
for unsupervised person re-identification. The results of these
methods tested on Market and Duke are detailed in Table IV.
We first compare our method with two hand-crafted features,
i.e., Local Maximal Occurrence (LOMO) [42] and Bag-of-
Words (BoW) [48]. The two hand-crafted features are directly
applied on the test set without any training process. From
Table IV, we can see that they both achieve poor performance.
We also compare our method with the existing unsupervised
learning methods, including UMDL [17], PTGAN [55], SP-
GAN [23], TJ-AIDL [46] and HHL [24]. It is clear that our
method outperforms the existing methods for unsupervised
person re-identification, achieving a new state of the art.
Specifically, when tested on Market, our method is higher than
all competing methods, achieving 63.4% rank-1 accuracy and

32.4% mAP. When tested on Duke, our method yields the
rank-1 accuracy of 48.0% and the mAP of 27.8%, surpassing
other unsupervised learning methods as well. Table V presents
the results when initialized on CUHK03, and our method
achieves the best results once again.

In order to provide experimental explanation about different
initializations, the experiments initialized on Duke and tested
on Market are implemented 20 times. The mean and standard
deviation of rank-1 accuracy are 0.6343 and 0.0028. The mean
and standard deviation of mAP are 0.3239 and 0.0023. The
rank-1 accuracy and mAP of the second best method are 0.622
and 0.314 as shown in Table IV. We employ the t-test to verify
the statistical significance of our methods, and the results show
that both rank-1 accuracy (p-value=4.75 × 10−14) and mAP
(p-value=9.98× 10−14) of our method are significantly better
than other methods. Hence, our method can obtain very stable
results and converge to reliable results when given various
kinds of initializations.

E. Semi-supervised Person Re-identification

We briefly introduce the semi-supervised learning for person
re-identification in Section IV-A. For the semi-supervised
learning, the labelled pedestrian images of H identities are
used for ResNet-50 training when selecting reliable samples.
We set H to 25 and 50, respectively. The semi-supervised
learning results are presented in Table VI, from which two
major observations can be drawn.

Firstly, comparison to the unsupervised learning, the semi-
supervised learning that adds 25 or 50 identities as supervised
information for ResNet-50 training consistently improves the
accuracy of person re-identification. When tested on Duke, the
semi-supervised learning with 25 identities surpasses the unsu-
pervised learning by +2.8% in rank-1 accuracy and +2.4% in
mAP. Similarly, the semi-supervised learning obtains +2.3%
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TABLE VI
THE PERFORMANCE OF SEMI-SUPERVISED LEARNING FOR PERSON RE-IDENTIFICATION.

Semi-supervised Market → Duke Duke → Market
rank-1 rank-5 rank-10 rank-20 mAP rank-1 rank-5 rank-10 rank-20 mAP

Ours 48.0 62.3 68.1 73.3 27.8 63.4 79.5 84.8 89.2 32.4
Ours (25ID) 50.8 62.7 72.7 78.5 30.2 65.7 82.5 87.4 92.2 34.1
Ours (50ID) 54.6 72.6 77.5 83.9 32.8 68.9 85.4 90.7 94.8 36.6

and +1.7% improvement in rank-1 accuracy and mAP when
tested on Market with 25 identities as supervised information.

Secondly, we can observe that utilizing more identities leads
to better performance for semi-supervised learning. When
tested on Duke, utilizing 50 identities is +3.8% and +2.6%
higher than utilizing 25 identities in rank-1 accuracy and
mAP. On the Market test set, the improvement brought by
50 identities is +3.2% in rank-1 accuracy and +2.5% in
mAP higher than 25 identities. These results indicate that the
performance of semi-supervised learning will increase with
more labelled training pedestrian images but at the cost of
expensive labelling process.

F. Important Parameters

There are three important parameters in our method, i.e., the
feature dimension d of the output of the multilayer perceptron
in FMC, the pre-defined number of clusters K and the reliable
sample selection threshold ξ. We analyze results with 25 whole
iterations.

Firstly, d is the feature dimension of the output of the
multilayer perceptron in FMC. In order to choose the op-
timal d, we test on Market and initialize on Duke and
CUHK03, respectively. The value of d is chosen from
{64, 128, 256, 512, 1024}, and the results are shown in Fig. 5.
From Fig. 5, d = 256 achieves the best results and the
conclusions can be generalized to other databases.

Secondly, we evaluate the influence of K. Fig. 6 shows
the rank-1 accuracy and mAP with different K when tested
on one database and initialized on the other two databases,
respectively. According to Fig. 6, the number of clusters K
is determined by the one achieving the best performance and
therefore we set the number of clusters K to 750 for Market
and CUHK03, and 700 for Duke. Since we do not know
the number of identities in practice, the number of clusters
is always different from but approximates the number of
identities. For instance, Market includes 751 training identities,
as we expect, the rank-1 accuracy and mAP yield the best
results when K = 750.

Fig. 5. Rank-1 accuracy and mAP vary with different d.

Fig. 6. Rank-1 accuracy and mAP with different K when tested on one
database and initialized on the other two databases, respectively.

Fig. 7. The proportion of selected reliable samples in the first whole iteration
with different ξ.

Thirdly, we evaluate the influence of ξ. ResNet-50 is ini-
tialized on Duke and tested on Market. The cosine distance
is utilized to measure the similarity between two features,
and therefore ξ belongs to [−1, 1]. Since ResNet-50 employs
rectified linear unit (ReLU) with the value range from 0 to 1 as
the activation function, the range of ξ is changed to [0, 1]. The
smaller the value of ξ, the more reliable samples are selected.
Fig. 7 shows the proportions of selected reliable samples with
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TABLE VII
RANK-1 ACCURACY (%) AND MAP (%) ON THREE DATABASES WITHOUT RELIABLE SAMPLE SELECTION.

Accuracy Market → Duke Market → CUHK03 Duke → Market Duke → CUHK03 CUHK03 → Market CUHK03 → Duke
rank-1 42.5 15.2 57.2 12.7 51.3 37.5
mAP 23.6 14.5 27.1 12.2 24.9 18.9

TABLE VIII
RANK-1 ACCURACY (%) AND MAP (%) ON THREE DATABASES BY COMPUTING tij WITHOUT fij SQUARE.

Accuracy Market → Duke Market → CUHK03 Duke → Market Duke → CUHK03 CUHK03 → Market CUHK03 → Duke
rank-1 46.1 17.4 61.3 15.2 56.0 41.6
mAP 26.1 16.9 31.1 14.4 29.2 22.7

different ξ in the first whole iteration. We can observe that
nearly all training pedestrian images are selected as reliable
samples when ξ < 0.7. Therefore, we narrow the range of
ξ and choose the value ξ from {0.70, 0.75, 0.80, 0.85, 0.90}.
Fig. 8 and Fig. 9 represent the performance under different
ξ. Generally, performance improves with increasing iterations,
which verifies the effectiveness of our method for unsupervised
person re-identification. Especially, ξ = 0.85 achieves the best
performance.

Fig. 8. Rank-1 accuracy with different ξ during 25 whole iterations (d=256,
K=750).

Fig. 9. mAP with different ξ during 25 whole iterations (d=256, K=750).

Furthermore, we discuss the situation when ξ = 0. That
is, we train ResNet-50 without reliable sample selection.
The results are presented in Table VII. Comparison with
our method in Table III, the performance without reliable

sample selection drops on three databases. For example, when
initialized on Duke and tested on Market, our method yields
the rank-1 accuracy of 63.4% and mAP of 32.4%, but our
method drops to 57.2% in rank-1 accuracy and 27.1% in mAP
without reliable sample selection. Hence, the reliable sample
selection could exclude some noise in the clustering results.

In addition, we conduct experiments on three databases to
validate the superiority of computing the target distribution
tij in Eq. (6) with fij square to computing tij without fij
square. The results of computing tij without fij are presented
in Table VIII. Compared with our method in Table III, our
method improves 1.5% ∼ 2.1% in rank-1 accuracy and
1.2% ∼ 1.7% in mAP on three databases than computing
tij without fij square. This is because computing tij with fij
square makes samples with higher confidence close to cluster
centers, while makes samples with lower confidence far away
from cluster centers. As a result, the target distribution pays
more attention to samples with high confidence. Hence, tij in
Eq. (6) needs fij square.

G. Discussion on the Structure of the Multilayer Perceptron

We conduct several experiments with different structures of
multilayer perceptron to detail the determination of the number
of fully-connected layers and the pattern of hidden layer sizes.

Firstly, we discuss the number of fully-connected layers.
The number of neurons in the first and last layers remains 2048
and 256. In the experiments, the number of fully-connected
layers is set to 3, 4, 5, 6, 7, respectively, and the corresponding
neuron number of layers is set to {2048, 512, 256}, {2048,
512, 1024, 256}, {2048, 512, 512, 1024, 256}, {2048, 512,
512, 1024, 1024, 256} and {2048, 512, 512, 1024, 1024, 256,
256}. We present the experimental results tested on Market
and initialized on Duke in Table IX. From Table IX, when
the number of fully-connected layer is equal to 5, the results
achieve best and the conclusions can be generalized to other
databases. Note that in our experiments, we test many kinds
of multilayer perceptron structures, and only report the results
of several representative ones.

Secondly, we fix the number of fully-connected layers to
5 and analyze the pattern of hidden layer sizes except for
the feature dimension of the final output. We list six kinds of
multilayer perceptron structures which are {2048, 1024, 1024,
512, 256}, {2048, 1024, 512, 512, 256}, {2048, 1024, 512,
256, 256}, {2048, 512, 512, 1024, 256}, {2048, 512, 1024,
1024, 256} and {2048, 512, 1024, 256, 256}. Table X shows
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TABLE IX
RANK-1 ACCURACY (%) AND MAP (%) TESTED ON MARKET AND INITIALIZED ON DUKE WITH DIFFERENT NUMBERS OF FULLY-CONNECTED LAYERS

(FC).

FC 3 4 5 6 7
{2048, 512, 256} {2048, 512, 1024, 256} {2048, 512, 512, 1024, 256} {2048, 512, 512, 1024, 1024, 256} {2048, 512, 512, 1024, 1024, 256, 256}

rank-1 54.3 57.6 63.4 60.2 58.9
mAP 27.6 29.3 32.4 30.7 29.8

TABLE X
RANK-1 ACCURACY (%) AND MAP (%) TESTED ON MARKET AND INITIALIZED ON DUKE WITH DIFFERENT PATTERNS OF HIDDEN LAYER SIZES.

Accuracy {2048, 1024, 1024, 512, 256} {2048, 1024, 512, 512, 256} {2048, 1024, 512, 256, 256} {2048, 512, 512, 1024, 256} {2048, 512, 1024, 1024, 256} {2048, 512, 1024, 256, 256}
rank-1 57.2 59.3 57.8 63.4 61.1 58.7
mAP 28.9 30.2 29.3 32.4 31.2 29.8

the rank-1 accuracy and mAP tested on Market and initialized
on Duke with different patterns of hidden layer sizes. The
structure of the multilayer perceptron with {2048, 512, 512,
1024, 256} yields the best results. Hence, we choose the
multilayer perceptron containing five fully-connected layers
with 2048, 512, 512, 1024 and 256 neurons respectively. Note
that in our experiments, we test many kinds of multilayer
perceptron structures with 5 layers, and only report the results
of several representative ones.

VI. CONCLUSION

In this paper, we have proposed a novel method termed
FMC for unsupervised person re-identification. The proposed
FMC possesses two advantages. Firstly, to alleviate the in-
fluence of complex pedestrian images, FMC utilizes a mul-
tilayer perceptron to map features into a new feature space
which is beneficial for clustering. Secondly, FMC assigns
fuzzy labels for unlabelled pedestrian images instead of one-
hot labels, which could simultaneously consider the mem-
bership degree and the similarity between the sample and
each cluster. Afterwards, the proposed FLR utilizes pedestrian
images with fuzzy labels to train ResNet-50, which regularizes
ResNet-50 learning process and meanwhile reduces the risk
of over-fitting. Experiments on three benchmark person re-
identification databases demonstrate that our method achieves
a new state of the art.
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