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Abstract 

Predictive process monitoring aims to accurately predict a variable of interest (e.g. 
remaining time) or the future state of the process instance (e.g. outcome or next step). 
Various studies have been explored to develop models with higher predictive power. 
However, comparing the various studies is difficult as different datasets, parameters and 
evaluation measures have been used. This paper seeks to address this problem with a focus 
on studies that adopt a clustering-based approach to predict the remaining time to the end 
of the process instance.  

A systematic literature review is undertaken to identify existing studies which adopt a 
clustering-based remaining-time predictive process monitoring approach and performs a 
comparative analysis to compare and benchmark the output of the identified studies using 5 
real-life event logs 

 

Keywords: operational business process management, process monitoring, remaining-time 
predictive modelling. 

1 Introduction 
Predictive process monitoring has gained traction as a research field over the last decade, 

as evidenced by the steady increase in the number of related papers. (See Fig. 1). 
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Figure 1 –Predictive Process Monitoring Papers by Publication Year 

It is also an important topic from a practitioner perspective. For example, [17] proposed four 
determinants of service excellence. It could be argued that two of these four – ‘delivering the 
promise’ and ‘dealing well with problems and queries’ are related to accurate remaining time 
prediction. It is common to provide customers with an estimate of the average time to 
complete a case combined with a margin of error [27]. However, the path taken by the case 
may lead to it deviating from the average (e.g. as a result of rework loops or exception 
processing), rendering the estimate inaccurate. The service excellence determinant around 
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‘dealing well with problems and queries’ suggests that even when problems occur with 
service provision, providing accurate estimates regarding process completion time is 
positively correlated to increasing customer satisfaction. Accurate process prediction is also 
an essential enabler for production planning (e.g. Just-In-Time production), resource 
planning (e.g. to determine when to hire resources to support the process), amongst others. 

The widespread adoption of Process-Aware Information Systems (PAIS) which “record 
information about …processes in event logs” has provided “a means to support, control and 
monitor operational business processes” [22]. The availability of event log data, amongst 
others, has enabled the development of new and novel approaches to tackle the predictive 
process monitoring problems (see[8], [20]). 

A critical step in the predictive process monitoring workflow is ‘bucketing’ (see Fig. 2) which 
assigns the traces in an event log into buckets and trains a predictive model for each bucket. 
A common approach that has been utilised for this step is the ‘cluster bucketing’ approach, 
where traces are assigned to buckets based on a clustering algorithm (see [26], [28]).  
However, as yet, there has been no published attempt to evaluate the effect of the clustering 
approach on the performance of the predictive model. This study aims to close the gap by (i) 
undertaking a systematic literature review to identify existing clustering-based remaining-
time predictive process mining approaches (ii) detailing how these approaches have been 
evaluated and (iii) performing a comparative analysis to compare and benchmark these 
approaches. Besides, it contributes to the systematic literature review methodology by 
describing the implementation and execution of a systematic pre-review map (SPRM) step 
designed to ensure that a systematic literature review is not duplicative. 

 

Figure 2 – Predictive Process Mining Monitoring Workflow 

The remainder of the paper is structured as follows: Section 2 details preceding papers 
which have provided the motivation and methodological basis for this study. Section 3 
defines key terms which will be built on throughout the paper. Section 4 describes the search 
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methodology, including the inclusion/exclusion criteria. Section 5 details the clustering-
based remaining-time predictive process mining approaches identified. Section 6 outlines 
the results of the comparative analysis. The penultimate section describes the threats to the 
validity of the study whilst the final section summarises the findings and proposes further 
research areas for extending these. 

2 Related Works 

In terms of predictive process monitoring, [26] provided the main inspiration for this review. 
That study performed a systematic literature review of outcome-oriented predictive process 
monitoring approaches, including a comparative experimental evaluation. It followed the 
methodology proposed by [18] and demonstrated the practical application of the procedure. 
However, the focus of that paper was on evaluating outcome-based predictive monitoring 
approaches. A similar paper (see [28]) undertook a similar study with a focus on remaining-
time predictive approaches. That study performed a cross-platform analysis across all 
remaining-time predictive monitoring approaches (e.g. it only implemented a single 
clustering-based approach) whilst this study focuses on all existing clustering-based 
approaches. In other words, whilst that study has a broader focus, this one has a deeper and 
narrower focus. 

[19] provided an overview of predictive process monitoring approaches. The scope of their 
review included all prediction targets (remaining time, outcome-oriented and next-step) and 
proposes a taxonomy for these approaches. However, their paper does not perform a 
comparative analysis of these approaches. [21] details an exhaustive review of predictive 
process mining approaches. However, the focus of this review is deadline violation (a sub-
set of outcome-based prediction) as opposed to remaining time prediction. [25] also 
reviewed various predictive process mining approaches (outcome-based, next step and 
remaining time). Whilst it does not explicitly state the study’s inclusion/exclusion criteria 
and its search strategy does not appear exhaustive (e.g. it only mentions three remaining 
time-based approaches), the main contribution it makes is the implementation of a web-
based tool to compare different approaches 

3 Background 

3.1 Definitions 

Several key terms which will be built on throughout this review are formally defined: 
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1. Event: An event e is a tuple (#case_identifier(e), #activity(e), #time(e), 
#attribute1(e)…..#attributen(e)). The elements of the tuple represent the attributes 
associated with the event. Though an event is minimally defined by the triplet 
((#case_identifier(e), #activity(e), #time(e)), it is common and desirable to have 
additional attributes such as #resource(e) indicating the resource associated with the 
event and #trans(e) indicating the transaction type associated with the event, amongst 
others.  

An event is often identified by the activity label (#activity(e)) which describes the 
work performed on a process instance (or case) that transforms input(s) to output(s) 

i. Start event: Given a set of events E with a common case identifier, 
∃1 𝑒1: min (#𝑡𝑖𝑚𝑒(𝐸)). This event indicates the commencement of the process 
instance 

ii. Terminal event: Start event: Given a set of events E with a common case identifier, 
∃1 𝑒𝑛: max (#𝑡𝑖𝑚𝑒(𝐸)). Given a set of valid terminal activity labels T, en is a valid 
terminal event if #activity_label(en) ∈ 𝑇. This event indicates a ‘clean’ completion of 
the process instance. Otherwise, the process instance is still in-flight or abandoned 

 

2. Trace: Trace: A (time-increasing) ordered set of events, σ ∈ E∗. It describes the path a 
process instance takes (ideally) commencing with a start event.  

i. Partial: A trace (σp) that commences with a start event but has a non-valid terminal 
event as the final state. It indicates an in-flight (pre-mortem) process instance 

ii. Full (or Completed): A trace (σf) that commences with a start event and ends with a 
terminal event. It details the journey through the value chain that the particular 
process instance followed and indicates a completed (post-mortem) process instance.   

iii. Completion time: The time associated with the terminal event (# time(en)). 

 

3. Event log: A superset of all the traces (full and partial) for a particular process. A 
superset of all the traces (full and partial) for a particular process. It often contains 
events and associated attributes (e.g. time, resource, etc.) related to these events 

4. Remaining time: Let σp represent a full trace, τ.en represent the completion time of a 
process instance, and t represents the prediction point. For t < τ.en ,the remaining time 
τrem = t - τ.en. It indicates the remaining time to completion of case/process instance. 
Note that predicting at or after the completion time (i.e. t ≥ τ.en) is pointless. 

5. Elapsed time: Let σp represent a full trace, τ.e1 represent the start time of a process 
instance, and t represents the prediction point. For t > τ.e1 , the elapsed time τela  = τ.e1 
– t. It indicates the elapsed time from the start of case/process instance to current time 
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6. Sojourn time: Sojourn time: Given an event e with start time τ.e1 and end time τ.en, the 
sojourn time τsoj = τ.e1 – τ.en.  It indicates the time taken to complete that particular 
event. 

 

To illustrate the terms above, consider a process for reporting and remediating defects to 
public goods, e.g. potholes, street light outages, etc. An event in this process would be any 
from the valid set: {‘Create Service Request', ‘Initial Review', ‘Assign Service Request', 
‘Assign Crew', ‘Contact Citizen', 'Put Service Request On Hold', ‘Close Service Request'}. 
Each of these will be associated with a start and end time as well as the resource who 
performed the activity amongst others. An example of a full trace for a process instance 
would be {‘Create Service Request', ‘Review', ‘Assign Service Request', ‘Assign Crew', 
‘Contact Citizen', ‘Close Service Request'}. Note that ‘Create Service Request' and ‘Close 
Service Request' are the start and terminal events, respectively. An example of a partial 
trace for a process instance would be {‘Create Service Request', ‘Initial View', ‘Assign 
Service Request'}. Note the absence of a valid terminal event indicating that the process is 
in-flight. 

4 Search Methodology  

 

This review adopts a combination of the procedure proposed by [18] and the enhanced 
procedure (see [5]). If a recommended step in the procedure is omitted, justification will be 
provided for the omission. 

4.1 Specify Research Questions 

Given the stated scope of the review, the following research questions are proposed: 

RQ1: Given an event log of post mortem data, what are the current clustering-based 
remaining-time predictive process mining approaches?  

RQ2: How have these approaches been evaluated in the existing literature?  

RQ3: What is the relative performance of these approaches? 

[5] recommends completing a systematic pre-review map early in the process. It 
recommends that this step is performed rapidly for a large number of studies to determine 
whether or not previous reviews have adequately answered the proposed review question; 
in essence to confirm that the proposed systematic literature review is not duplicative. 
Besides, it should provide valuable insight into methodologies, tools and techniques 
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researchers addressing similar questions have utilised. Finally, it recommends that the 
research questions are revisited at the conclusion to consider whether they require 
revision. 

 
Figure 3 - Systematic Pre-Review Mapping (SPRM) Process 

 

Figure 3 above diagrammatically details the systematic pre-review mapping (subsequently 
referred to as SPRM) process that was followed to determine the degree of overlap 
between existing studies and this review. Executing the search strategy (see Section 4.2) 
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returned a set of papers which formed the input for the SPRM sub-process. Each paper in 
this list was assessed (by reviewing the title and abstract) to determine whether it was a 
systematic literature review (SLR) or included a significant literature review element. If it 
was determined that it did, the full article was reviewed to determine the inclusion and 
exclusion criteria (explicitly stated or implied). If no more than one inclusion criteria were 
identical, the paper was adjudged to be a ‘minor overlap’. Where more than one inclusion 
criteria were identical, the paper was assessed as a ‘major overlap’. These studies were 
critically examined to ensure that this review does not duplicate their scope and adds a 
significant contribution to knowledge. Besides, these studies were reviewed for 
methodological tips and hints that could potentially be leveraged in this study. Where all 
the inclusion and exclusion criteria identical, then the systematic literature review is 
deemed to have an identical scope and is highly likely to be duplicative. 

Twenty-four papers were identified as SLRs or including a significant literature reviews 
element. Of these, five were adjudged to have an overlap, though none were identical in 
scope (see http://bit.ly/RelatedPapers for the list of overlap papers, inclusion/exclusion 
criteria and justification). However, as the write-up for the review report was being 
finalised, a paper with an identical scope that had been recently submitted but not yet 
published was identified (see [28]) 

The review questions were revisited as suggested after completion of the SPRM. However, 
the decision was taken not to amend them as they were deemed to adequately capture the 
scope of the study. 

4.2 Identify Relevant Research 

Though [5] recommends searching through different electronic sources, the decision was 
made to use Google Scholar as the sole search tool as it aggregates papers from multiple 
databases “in all fields of research… all countries, and overall time periods” provided they 
meet essential inclusion criteria (see [26]; [14]). The main advantage of using Google 
Scholar is that its search results include the grey literature, i.e. work in progress and 
unpublished papers. This decision is supported by [15]which compared twelve of the most 
commonly used academic search engines and bibliographic databases (ASEBDs) and 
concluded that "Google Scholar...is currently the most comprehensive academic search 
engine". Other studies show Google Scholar performs as well or outperforms popular 
academic search engines (see [2], [12], [13]). 

The initial search results returned papers from leading Computing Science databases such 
as Springer (269), IEEEXplore (115) and ACM (27) amongst others. 

http://bit.ly/RelatedPapers
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A complex boolean search string was constructed as follows: “business process prediction” 
“business process” AND “prediction OR remaining time” OR “predictive process 
monitoring” OR “predictive business process monitoring” OR “business process 
prediction”. The decision was taken not to include “clustering” in the keywords to obtain an 
exhaustive list of predictive processing mining approaches which could be narrowed down 
to include the clustering-based approaches 

This phrase was iteratively developed and settled on as it captured an adequate number of 
relevant in-scope papers  

4.2.1 Study Retrieval 
The initial search was executed in January 2018 and returned a total of 989 papers. A further 

search was executed on October 2019 to identify any papers which may have been subsequently 

published. This last search returned 28 papers resulting in a cumulative total of 1,017 papers 

(see http://bit.ly/FullSearchResults for the full list of papers). An adequacy check was performed 

to confirm that the primary papers that the study authors were aware of were captured by the 

search. Besides, a sample of the papers retrieved was checked against in-scope papers in 

literature reviews with some degree of overlap 

 

As discussed in Section 4.1, the initial step after executing the search was to complete the 

SPRM. After removing the twenty-six literature review papers and twenty-three duplicates, the 

remaining 968 were reviewed as subsequently described. 

4.2.2 Study Selection 

Each of the 968 papers was reviewed based on the title and abstract against the study 
inclusion and exclusion criteria. 117 papers were adjudged in-scope based on this 
assessment. Full copies of these papers were obtained. A more detailed review of 
incorporating the conclusion was performed to identify potential primary papers. As a 
result of the detailed review, twenty-seven papers were identified as potential primary 
papers. A further review of these papers against the inclusion and exclusion criteria 
identified five primary paper (see http://bit.ly/PrimaryPaperSelection for selection 
justification). 

Inclusion Criteria 

▪ Clustering-Based Bucketing Approach 

▪ Remaining Time Prediction in the context of operational business processes 

Exclusion Criteria  

http://bit.ly/FullSearchResults
http://bit.ly/PrimaryPaperSelection
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▪ Not remaining time prediction  

▪ Not a clustering-based approach 

▪ Not take event log as input  

▪ Not propose a clustering-based remaining time predictive process monitoring 
approach  

▪ Not in English 

The justification for the selection of these criteria is self-evident based on the stated scope 
of the study. However, it is worth mentioning an inclusion criterion that was considered 
but rejected. [26] and [19] both included a citation threshold of 5 (or more) as an inclusion 
criterion. However, given that most of the papers in scope were completed in the last year 
or so, a significant risk exists that valuable paper may be excluded as a result of this 
threshold. [19] attempt to address this risk by relaxing this constraint for papers published 
between 2015 and 2017; however, the authors took a decision was taken not to include a 
citation threshold to eliminate this risk 

4.2.3 Select Primary Studies 

  [18] recommends classifying papers into primary and secondary papers. Individual 
studies which “contribute” to the review are classified as primary, whilst other literature or 
systematic reviews are deemed secondary studies. [26] on the other hand, applied the 
concept of primary and subsumed studies where “a study is considered subsumed if there 
exists a more recent and/or more extensive version of the study from the same authors, 
does not propose a substantial improvement / modification over a method that is 
documented in an earlier paper by other authors, or the main contribution of the paper is a 
case study or a tool implementation, rather than the predictive process monitoring method 
itself” 

The author decided to adopt the same approach as [18] as there were several challenges 
with implementing the approach adopted in [26]. For example, the judgment as to whether 
a paper’s contribution was a ‘substantial improvement/modification’ over an existing 
method is subjective and difficult to assess. Hence all 5 papers were retained and analysed. 
Figure 4 shows a PRISMA Flow Diagram which depicts the flow of information through the 
different phases of the systematic literature review. 
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Figure 4 – PRISMA Flow Diagram 
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4.2.4 Extract Required Data 
For all 5 primary papers, the following data fields were extracted:  

• ID (Concatenation of Primary author and publication year)  
• Full author list  
• Journal name  
• Publication year  
• Encoding  
• Abstraction  
• Required Input  
• Process Awareness (Y/N) 
 • Method  
• Implementation (Y/N) 

See http://bit.ly/PrimaryPapers for the data collected on each paper in scope 

4.2.5 Synthesis data 

  [18] recommends meta-analysis on the extracted data utilizing, amongst others, statistical 
methods. One of the critical problems with conducting this analysis as highlighted by [19], 
is the difficulty in comparing the performance of various predictive monitoring approaches 
as this depends on the data used, input features of algorithms, amongst others. [26] also 
calls out this problem and addresses it by implementing an evaluation tool against which 
11 outcome-based prediction approaches. A similar resource for evaluating remaining-time 
clustering-based approaches was implemented in R. The results of the evaluation are 
detailed in Section 6. 

4.2.6 Assess Study Quality 

[18] also recommends assessing study quality (i.e. threats to validity). This is a two-step 
sub-process which involves developing suitable quality criteria and subsequently applying 
these to each primary paper. The main area of validity of crucial concern is external validity 
(or generalisability) which assesses how well the results of a study can be generalised. In 
this setting, it measures how well the predictive model will work on different data sets. As 
this assessment is best done experimentally, the external validity of papers in scope will be 
assessed and published in Section 6. 

Whilst it is possible (and desirable) to assess representation (or internal) validity (“the 
extent to which the research methodology, design, methods and techniques used to collect 
data actually measure what they are supposed to” – see [30]), by evaluating criteria such as 
the number of data sets utilized, the nature of the data (synthetic or real), sample size and 

http://bit.ly/PrimaryPapers
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whether data quality checks/cleansing performed, etc., most of the papers in scope do not 
report this information making it difficult to assess quality using these criteria. 

Section 6 discusses threats to the predictive process modelling validity in additional detail. 

5 DISCUSSION  

As earlier mentioned in Section 4.2.3, the systematic review revealed five clustering-based 
remaining time predictive process monitoring papers in scope. Table 1 provides a list of the 
five approaches, which are subsequently described.  

An examination of the five papers reveals four clustering approaches utilised: centroid-
based, hierarchical, distribution-based and association rules (see Table 1) 

 

Clustering Approach Short Title Reference 

Centroid-based 
context-aware [9] 

low-level logs [10] 

Hierarchical  fix-time [11] 

Distribution-based cloud-based [6] 

Association Rules data-driven [3] 

Table 1 - List of the clustering-based remaining time predictive process monitoring 
approaches 

Two papers [9] and [10] adopt the centroid-based approach.  

[9] was the pioneering study in clustering-based predictive process monitoring. It adopts 
an approach which assigns traces into clusters based on internal and external contextual 
factors; prediction functions are then built for each cluster using regression models. The 
resulting predictive models were capable of adapting to context changes. However, the 
approach omitted certain contextual factors (e.g. environmental factors) nor did it deal 
with concurrent behaviour effectively 
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[10] constructs a PPM in 3 steps. Firstly, events are classified, assigning low-level events to 
event classes (activity type). Secondly, a trace classification function is applied to the event 
classes to distinguish process variants. Finally, a state-aware model predicts the remaining 
time for each process variant. This approach addresses the issue of overfitting models 
common to low-level event logs. 

 [11] utilises a hierarchical clustering approach. It implements a fix-time prediction model 
(FTPM) which enhances the semi-structured event logs into a process-oriented view via a 
“series of modular and flexible data transformations”. The traces in the refined event log 
are subsequently clustered, and a regression model applied to each cluster. Whilst this 
approach enables predictive models to be built from semi-structured event logs, it does not 
contribute a novel clustering-based predictive process monitoring approach. 

In the approach proposed by [6] which adopts a distribution-based clustering method, 
traces are clustered utilising a probabilistic clustering algorithm. A nonparametric 
regression function is applied to each cluster to predict the remaining time of process 
instance. This approach offers the advantage of scaling well over large logs to reduce the 
risk of obtaining “lowly accurate cluster predictors”. On the other hand, the approximate 
computation of trace clusters for efficiency reasons results in lower quality clusters 

Finally, [3] utilises the association rules approach, which is not considered a 'traditional' 
clustering approach to identify patterns in the event log. It builds a PPM (predictive process 
model) using a two-phase approach. The first phase involves computing the structural 
patterns in the log, which summarize the behaviours of traces in log utilizing suitable 
pattern mining techniques such as association rules mining. In the second phase, these 
patterns are clustered, and a suitable regression method is applied to each cluster to 
predict the remaining time. The main advantage proffered by this approach is the 
elimination of the “burden of explicitly setting the abstraction level”. 

6 BENCHMARK 

6.1 Data Sets 

Five real-life event logs from the Business Process Intelligence Challenge (BPIC) were used 

for the experiments. The logs were from a variety of domains covering diverse processes. 

In order to manage memory requirements, a subset of each event log (except for BPIC 2012 

where the entire log was used) was selected for the analysis. The number of events ranged 

from 252190 to 335526. See Table 1 for a summary of the logs used for the experiments. 
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As it lacked any numeric case variables (or features), BPIC 2014 was enhanced to pull in 

additional features from a supplementary log. Besides, basic feature engineering was 

performed to add required features such as trace length, elapsed time & remaining time to 

each log. 

 

BPI Challenge 
2012 

BPI Challenge 
2014 

BPI Challenge 
2017 

BPI Challenge 
2018 

BPI Challenge 
2019 

# of events 262200 252190 281281 253071 335526 

# of cases 13087 23308 15755 4381 15269 

# of traces 3792 11180 3858 3390 4909 

# of distinct 
activities 

36 38 25 155 39 

Mean trace 
length (days) 

20.04 10.82 17.85 57.77 21.97 

Mean 
throughput 
time (days)  

8.62 7.13 21.96 333.63 92.24 

Throughput 
time - SD (days)  

12.13 23.13 12.94 156.32 161.28 

Domain 
Financial 
services 

Financial 
services 

Financial 
services 

Public Admin Manufacturing 

Process 
Loan 

Application 
IT Service 

Management 
Loan 

Application 
Payments P2P 

Table 2 – Event Log Overview 
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6.2 Experimental Setup 
 

Four of the five approaches were implemented in R. [11] was not implemented as the approach 

is primarily concerned with transforming semi-structured event logs before modelling, which 

was not a requirement for any of the logs used for the experiment.  

  

For the centroid- and distribution-based clustering algorithms, for each event log, the numeric 

case variable with the highest relative importance for predicting the remaining time and 

the Elapsed Time were used as the basis for clustering. The approach for selecting the numeric 

case variable borrows from the “wrapper approach” for feature selection (see [1]). For the 

association rule method, the cumulative activity variable was used as the clustering variable.  

Each event log was split into test and training sets (80:20 split, respectively). The training set 

was used to build regression models for each cluster using the Random Forest algorithm which is 

suited to natively handle both feature interactions and non-linear relationships (see [4]) 

As with the methodology used in [28], the training & test set were not temporally disjoint 

6.2.1 Accuracy  
 

A more extensive survey of remaining-time predictive process mining approaches (see 
[23]) revealed a variety of measures that assesses how accurate or effective the approach 
performed compared to specific benchmarks. Table 3 shows the distribution of the 
assessment measures utilised by the papers. 

Assessment Measure Count of papers 

RSME/MAE 5 

MAE only 4 

MAPE/RMSPE 3 

RMSE/MAE/ MAPE 3 

MAE/MSE/RMSE 2 

RMSE only 2 

MAE/RSME 1 

MSE only 1 

 

Table 3 – Effectiveness Assessment Measures 
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The most common assessment measure is RSME (Root Mean Square Error), which is the 
squared difference between the actual time and the predicted value.  

Let yi be the actual completion time, �̂�𝑖 be the predicted completion time, and N be the 
number of cases. The RSME is defined as  

𝑅𝑆𝑀𝐸 =
1

𝑁
 ∑(𝑦𝑖 − �̂�𝑖)2

𝑁

𝑖=1

 

The RMSE quantifies the error in the time units of the original measurements. As the RSME 
is susceptible to outliers, it is common to also report the MAE (Mean Absolute Error), 
which is known to be more robust (see [24]). The Mean Absolute Error (MAE) is defined as: 
 

𝑀𝐴𝐸 =  
1

𝑁
 ∑ |𝑦𝑖 −  �̂�𝑖

𝑛

𝑖=0
| 

Another popular measure in the literature MAPE would be skewed towards the end of a 
case where remaining time tends towards zero (see [28]). As such, the decision was taken 
to use MAE as the sole measure of accuracy. This mirrors the evaluation approach adopted 
in similar studies (see [24], [28]) 

 

6.2.2 Earliness 
 

Unlike the approach used by [28], we used all the trace length for training the prediction 
models. As the log was truncated, the issue raised with regards to lengthy training time did 
not arise. The potential risk of model bias was mitigated by building multiple models (one 
for each cluster) with each cluster contained a mixture of traces of different lengths. As 
with [28], we measured both dimensions of accuracy & earliness 

 

6.3 Hyperparameter Optimisation 
 

In order to achieve the best performance from both the clustering and regression models, the 

relevant model hyperparameters were tuned.  
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For the centroid-based clustering methods, the numbers of clusters, k, was estimated empirically 

from each dataset using the elbow method (see [29]). For distribution-based clustering, the 

clustering model, which minimized the Bayesian information criterion (BIC), was selected.  

For the Random Forest regression model, the training data was split into multiple train-validate 

pairs and iterated over each fold & mtry parameter. The value of mtry , which yielded the lowest 

MAE, was determined and used to build the model for the training set. This approach enabled 

multiple iterations of model performance for the training dataset and cater to the natural variation 

in data (see [7]). 

6.4 Results  
 

Table 3 details the global MAE and Standard Deviation (SD) for each dataset/algorithm 
pair. Figure 5 displays the average ranking of each algorithm over the datasets with 
associated error bars. Over the 5 datasets, data-driven performs best followed by context-
aware with cloud-based & low-level logs tied in joint 4th (though cloud-based has a greater 
error).  

 

BPI 
Challenge 

2012 

BPI 
Challenge 

2014 

BPI 
Challenge 

2017 

BPI 
Challenge 

2018 

BPI 
Challenge 

2019 

context-aware 5.71 ± 0.98 6.45 ± 7.99 4.33 ± 0.21 79.7 ± 53.1 27.5 ± 0.82 

low-level logs 6.92 ± 1.13 6.86 ± 13.7 4.37 ± 0.43 69.5 ± 71.5 34.7 ± 23.7 

cloud-based 9.59 ± 1.95 7.8 ± 3.2 4.52 ± 0.79 52.7 ± 31.5 47 ± 15.9 

data-driven 5.54 ± 1.79 4.46 ± 1.18 3.87 ± 0.70 54.5 ± 1.55 29.4 ± 9.27 

Table 4 - Global MAE ± SD 
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Figure 5 - Average Algorithm Ranking with associated error bars. 

Figs 6 shows the aggregated error values obtained by dividing the Global MAE and SD by the 

average throughput time for each event log. Normalising these values enables them to be directly 

comparable (see [28]). data-driven has the lowest normalised MAE (39%), which varies between 

0.16 & 0.64. The next best performing algorithm (context-aware) has a normalised MAE of 46% 

with a range of 0.19 & 0.92.  

This confirms the better performance of the data-driven algorithm. It is the only algorithm that 

clustered traces based on activities (similar to state-based clustering), and this appears to indicate 

that this approach yields better results than clustering based on some other features in the dataset. 

The non-parametric Friedman test was performed on the ranked data to determine whether there 

was a significant difference between the algorithms. The conclusion was that there was 

insufficient evidence to reject the null hypothesis at 95% confidence level. 
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(a)       
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(b)  

Figure 6– Average Normalised MAE (a) and standard deviation(b) 

With regards to earliness, Fig 7 displays the average MAE for each trace length up to trace 
length, l=50. The plot does not show a significant decrease in average MAE as the trace 
length increases. This is confirmed by the weak positive Pearson product-moment 
correlation coefficient (r= 0.03) between these variables. This weak appears to be 
consistent across algorithms though context-aware does display a weak negative 
correlation (see Table 5) 
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context-aware low-level logs cloud-based data-driven 

-0.043 0.084 0.057 0.009 

 

Table 5 - Pearson product-moment correlation coefficient between trace length and MAE 

 

Figure 7 – Average MAE per Trace length 
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7 Threats to Validity 
 

As mention earlier in Section 4.2.6, external validity (or generalisability) assesses how well the 

results of a study can be generalised. In this setting, it measures how well the predictive model 

will work on different data sets. A threat to the validity of the study exists as the various 

algorithms were executed on a limited number of datasets. As such, different datasets may 

produce different results. However, efforts were made to mitigate this by maintaining 

consistency across the datasets used across algorithms. Besides, the software framework 

implemented to run the various experiments is available on request. 

The threat to representation validity was addressed by leveraging the methodology used by 

existing studies (e.g.[28]) and thoroughly describing the data and experimental setup for 

evaluation by the research community. A different dimension of this threat was that, as only 

clustering algorithms that were implemented in existing papers were implemented, the results 

were non-exhaustive. In other words, a clustering algorithm that was not implemented (e.g. 

density-based clustering) may produce better results 

The final threat is the potential for selection bias in literature and subjectivity in applying the 

inclusion and exclusion criteria. This threat was mitigated by carefully following the 

methodology proposed by [5] and [18] (see Section 4) and fully documenting the approach. 

Besides, the initial literature base is made available for review and assessment  

8 Conclusion and Future Work 

This study has reviewed the predictive process mining literature to identify existing 
clustering-based remaining-time predictive process mining approaches. It identified five 
approaches and performed a comparative analysis to compare and benchmark four of 
these approaches. It found that that the approach that clustered traces based on activities 
yielded the best result.  

Further work is planned to explore novel clustering approaches that are expected to 
improve the predictive power of the model. Besides, approaches that incorporate 
additional contextual factors, e.g. external and social context are an additional area of 
research that will be explored   
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