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Abstract.  Different aspects of noise in X-ray computed tomography (XCT) for industrial 
purposes are examined. An overview of the most common noise metrics is given, together with 
a description of XCT noise influence quantities. We address the current state of the art in 
understanding the contribution of noise to XCT measurement uncertainty, giving a 
chronological view of the different attempts that have been made to account for the 
contribution from noise to XCT measurement uncertainty. We conclude that approaches to 
 estimating the contribution of noise to XCT measurement uncertainty that account for not only 
noise, but also other factors that affect image quality (e.g., scattering, beam hardening and 
blurring) are preferable to approaches that only account for noise. 

1. Introduction 
 
X-ray computed tomography (XCT) is an image acquisition technique based on the interaction of 
radiation and matter [1]. XCT uses the information provided by the attenuation of X-rays through an 
object to reconstruct a two- or three-dimensional (2D or 3D, depending on the specific XCT system) 
representation of the object being measured [2–4]. XCT was introduced for medical imaging purposes 
in the early 1970s [5] and, although some attempts to apply this technology for non-destructive-testing 
[6] and dimensional measurements [7,8] were performed at the end of the last century, XCT has only 
been considered a viable tool for these purposes in the last ten years [2,9]. The introduction of XCT 
into the field of metrology is justified by the advantages it brings compared to other types of 
coordinate measuring systems (CMSs), such as tactile or optical CMSs. XCT offers a high measurement 
point density and is the only CMS capable of non-destructively determining the external and internal 
geometries of an object, as well as distinguishing between different materials. As such, XCT is now 
considered a multi-purpose non-destructive testing and measurement technique that allows for 
simultaneous material testing and dimensional quality control.  
 
One of the main issues with using XCT for dimensional measurements in industry and research is the 
evaluation of measurement uncertainty [2,10–12]. The difficulties of XCT measurement uncertainty 
evaluation arise from its plethora of error sources, relating not only to the system itself, but to the 
operator settings, the object, the data processing and the environmental conditions during the scan 
[13]. To apply XCT in dimensional quality control scenarios [14], with applications in aerospace [15], 
automotive [16] and medical [17] industries, traceability of measurements to the SI unit of length (i.e. 
the metre) is required [18]; thus, evaluation of the uncertainty of XCT measurements is required. 
Although many attempts have been made to find a method to evaluate XCT measurement uncertainty 
[19–30], a definitive, standardised method, applicable in measurement laboratories and industrial 
environments, has not yet been established. The closest a document has achieved so far is VDI/VDE 
2630-2.1 [25] – while many consider this document to be  a standard, the VDI/VDE documents are 
intended to act as guidelines, as opposed to explicit standards. The uncertainty evaluation methods 



used most widely in the literature are the analytical approach stated in the Guide to the Expression of 
Uncertainty in Measurement (GUM) [31],the GUM simulation approach using Monte Carlo methods 
[32] and the so-called substitution method. The substitution method is used to estimate the bias 
contribution of XCT (or indeed any CMS) measurement uncertainty using reference objects that are 
geometrically and materially similar to the object being measured and have previously been calibrated 
e.g. by a tactile CMS [22]. Calibration uncertainty is evaluated, and then combined with other influence 
quantities (e.g. repeatability, thermal effects) to provide the measurement uncertainty. Generic details 
of the substitution method are addressed in ISO 15530-3 [33] and guidance for its implementation to 
XCT measurements is given in VDI/VDE 2630-2.1 [25]. However, the substitution method is not 
generalizable to dissimilar workpieces due to the stringent similarity conditions with respect to the 
calibrated reference.  
 
One of the XCT measurement uncertainty influence quantities is noise [34]. Thus, when following GUM 
methods, the contribution of noise to measurement uncertainty must be considered,  estimated and 
then combined with the other influence quantities to form an overall evaluation of uncertainty and 
ultimately achieve traceability. In the early stages of XCT research, noise was defined as “everything 
that is unwanted in the image” [35]. However, it is now considered that imaging artefacts are 
everything unwanted in the image, and noise is but one of these imaging artefacts. Other examples of 
imaging artefacts include ring artefacts, cone-beam artefacts or artefacts produced by beam hardening 
and scattering [2]. Noise is currently defined in several publications as unwanted variation of intensity 
across an X-ray projection [34] and arises from the finite number of detected photons, the object 
characteristics (e.g. attenuation coefficient and penetration lengths) and the instrumentation and 
measurement setup used  (e.g. X-ray settings, averaging and filtering) [36,37].  
 
In this review, the state of the art in understanding the contribution of noise to XCT measurement 
uncertainty is summarised. Noise metrics used in dimensional XCT are explained (see section 2) as are 
the influence quantities that contribute to noise (see section 3). In section 4, an overview of research 
that has studied the noise contribution to XCT measurement uncertainty is presented. A discussion of 
the contributions of this research is provided in section 5, together with our perspective. In section 6, 
the conclusions of the review are presented.  
 
In this review, investigations carried out with the aim of calculating the overall XCT measurement 
uncertainty [19–30] are not covered, with the exception of those that have directly addressed the 
contribution from noise. Additionally, while the purpose of the majority of publications related to noise 
in XCT images is to reduce noise so as to achieve better image quality [38–40], examination of this 
topic is beyond the scope of this review.  
 
2. Noise measurements 
 
Appropriate metrics for measuring noise in XCT acquisitions have been discussed widely since the 
introduction of XCT in medicine [35,41–44]. Despite the long duration of this discussion, no definitive 
metric has emerged in either the medical or the industrial XCT communities. However, while no 
consensus has been formed, many such metrics have been proposed. In this section, we present and 
compare the most common and promising noise metrics. 
 
It is worth mentioning that noise can be measured at various points during an XCT measurement: in 
the 2D projections taken by the XCT system, in the 3D reconstructed volume or in a 2D slice of the 
reconstructed volume (often called XCT image). In the first case, the projections are comprised of 2D 



pixels, and in the other two cases, the reconstructed volumes and the images are comprised of 3D 
voxels. 
 
 
2.1 Signal-to-noise and contrast-to-noise ratios 
 
Signal-to-noise ratio (SNR) and contrast-to-noise ratio (CNR) are the most frequent image quality 
indicators used in signal processing. Definitions for each are provided in numerous books and 
specification standards  [1,45–47] and, although they have multiple definitions, the most common are 
presented below. 
 
The SNR is defined as the ratio between image signal and image noise [45,47], and is given by 
 

 𝑆𝑁𝑅 =
�̅�𝑜𝑏𝑗𝑒𝑐𝑡

𝜎𝑜𝑏𝑗𝑒𝑐𝑡
 (1) 

 
while the separation of the object from the background is assessed using the CNR [45], given by 
 

 𝐶𝑁𝑅 =
�̅�𝑜𝑏𝑗𝑒𝑐𝑡 − �̅�𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

𝜎𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
 (2) 

 
In both equations, �̅�𝑜𝑏𝑗𝑒𝑐𝑡 and �̅�𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 represent the mean grey level of two regions of interest 

(ROIs) chosen inside and outside the object respectively, and 𝜎𝑜𝑏𝑗𝑒𝑐𝑡 and 𝜎𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 are the standard 

deviations over the same ROIs. 
 
Both SNR and CNR have been widely used to quantify, optimise and simulate noise in industrial XCT 
measurements [47–55]. CNR is suggested as a method of quantifying optimal scan settings in ISO 
15708-2 [45]. In this standard, selection of scan parameters according to a minimal X-ray transmission 
of 14% during the scan is suggested. Transmission is defined as the ratio between the radiation 
intensity before an attenuation and the intensity after that absorption [45]. 
 
In practice, the use of user-defined ROIs often requires expert knowledge to avoid misleading results 
due to imaging artefacts [56], and assumes that the signal is constant in the chosen ROI. Additionally, 
SNR and CNR do not completely characterise noise, as neither metric is able to account for the spatial 
frequency distribution of the noise [57]. Figure 1 shows two images with the same SNR, but which have 
different spatial frequency distributions [58], and thus, appear completely different to the observer. 
As such, other metrics have been developed for the purposes of eliminating the two main drawbacks 
of SNR and CNR: ROI dependence and noise spatial frequency distribution independence.  

 
Figure 1: XCT images with same SNR but different noise spatial frequency distribution. 



 
2.2 Noise power spectrum 
 
The noise power spectrum (NPS) describes the noise response of a system as a function of its spatial 
frequency [42]. The NPS is evaluated over N ROIs and is given by  
 

 
NPS =

1

𝑁
∑|𝐹[𝐼𝑖(𝑥, 𝑦, 𝑧) − 𝐼�̅�]|2

∆𝑥∆𝑦∆𝑧

𝑁𝑥𝑁𝑦𝑁𝑧

𝑁

𝑖=1

 (3) 

 
where 𝐼𝑖 is the grey value of each voxel in the ROI 𝑖, 𝐼�̅� is the mean signal in that ROI, 𝐹 is the Fourier 
transform operator, ∆𝑥,𝑦,𝑧 are the voxel dimensions in directions 𝑥, 𝑦 and 𝑧, and 𝑁𝑥,𝑦,𝑧 are the 

dimensions of each ROI in voxels [57]. Equation (3) can be normalised to obtain the normalised NPS, 
which has units of metres squared.  
 
In the medical literature, the NPS is evaluated by scanning a homogeneous part, which is typically a 
water or polymer ‘phantom’ (a specially designed object that is scanned to evaluate and analyse the 
performance of imaging systems) [59,60]. NPS has been used to characterise the noise behaviour of 
XCT systems for different dosimetric quantities (a measure of the ionising radiation absorbed by a 
body), reconstruction kernels (a process applied to modify the frequency of projection data before 
image reconstruction [61]) and numbers of projections [57,61]. NPS has also been used to study the 
dependence of noise on detector characteristics [62] and to compare different XCT systems [63]. 
However, the NPS, as a Fourier-based method, assumes statistical stationarity. This assumption is 
violated in real XCT systems, as it is known that noise is not statistically spatially constant across an 
image (see section 3.1), so some residual systematic errors are to be expected. Some studies have 
been carried out with the aim of quantifying the non-stationarity of XCT systems and some alternative 
metrics, such as a spatial approach based on the object transfer matrix and the covariance matrix, have 
been proposed [64]. However, the use of such metrics is not as common as the use of the NPS. 
 
Due to the non-stationarity of XCT noise, there is an ongoing discussion about the use of local or global 
NPS to measure image quality (see Hiller et al. [65], who used aluminium cylinders to demonstrate that 
the NPS and, therefore, the noise level, changes along the rotation axis). This topic will be further 
discussed in section 3.1 
 
2.3 Full-reference metrics 
 
For some specific studies, where the aim is to compare an XCT image to a reference image of higher 
quality, techniques known as full-reference metrics have been used [66]. The main parameters used 
for this purpose are the root-mean-square error (RMSE), the peak SNR (PSNR) and the structural 
similarity index (SSI). These three metrics were used, e.g., by Villarraga-Gómez to study the effect of 
the number of projections on XCT image quality [67]; the conclusions of this investigation are discussed 
in section 3.6.  
 
2.3.1 Root-mean-square error 
 
The RMSE is the square root of the mean of the squared signal intensity difference between each voxel 
in the test image and its equivalent in the reference image, given by                                                                                                                                                                                                                                                                                                                                                                                                                     
 



 

RMSE = √
1

𝑀𝑁
∑ ∑(𝑥(𝑖, 𝑗) − 𝑦(𝑖, 𝑗))

2
𝑁

𝑗=1

𝑀

𝑖=1

 (4) 

 
where 𝑥(𝑖, 𝑗) represents the grey level of a specific voxel in the reference image and 𝑦(𝑖, 𝑗) represents 
the grey level of the same voxel in the test image. 𝑀 and 𝑁 are the total number of voxels in the 
horizontal and vertical directions respectively. If the RMSE is zero, the test image and the reference 
image are identical, so a higher value of the RMSE means greater discrepancy.  
 
RMSE has some attractive features: it is simple, it allows for consistent and direct interpretations of 
similarity and it has a clear physical meaning [68]. Nevertheless, it appears not to behave well when 
the RMSE is used to predict human perception of image quality. Images with very similar RMSE values 
can present quite different visual quality, and images that have slight geometrical deviations (e.g. 
spatial shifts, rotations) have large RMSE values but present acceptable image quality to humans 
[68,69]. 
 
2.3.2 Peak signal-to-noise ratio 
 
The PSNR is used when the images being compared have different dynamic ranges. PSNR is given by 
 

 PSNR = 10 · log10

𝑚

MSE
 (5) 

 
where 𝑚 is the maximum value of the signal in the test image and MSE is the mean square error 
(MSE = RMSE2). The higher the PSNR, the greater the similarity between the two images being 
compared. The ideal case would be represented by a PSNR value of 100 dB, but typically the PSNR lies 
between 30 dB and 40 dB  [66,69–71]. The PSNR metric has the same benefits and limitations as RMSE. 
 
2.3.3 Structural similarity index 
 
Due to the limitations of the RMSE given in section 2.3.1, the SSI was proposed [72] and later formally 
developed into an alternative metric [69,73]. The SSI represents image quality by combining three 
factors: luminance distortion, contrast distortion and loss of correlation [73]. Detailing the maths to 
describe SSI requires extensive discussion and is beyond the scope of this publication, but such a 
discussion can be found elsewhere [69,73]. The SSI is evaluated using a sliding window that moves 
voxel by voxel. A metric for the overall image quality is then obtained by calculating the mean of the 
voxel-by-voxel SSI values (MSSI). If the test image is identical to the reference image, the MSSI is equal 
to unity. 
 
Studies have shown that the SSI metric is more capable of providing a value which represents the 
human perception of image quality when compared to MSE and PSNR; while MSE and PSNR can have 
very similar values for very different visual qualities, SSI shows an agreement between its value and 
the visual quality of the studied images [68,74]. However, it has also been demonstrated that the SSI 
is highly sensitive to alignment errors (i.e. relative translation, scaling and rotation) of images [68]. 
 
2.4 Other metrics 
 



Other, less commonly used metrics have been proposed to quantify noise in XCT images. Reiter et al. 
[56] proposed a histogram-based image quality metric Q aimed at eliminating the user dependence of 
other metrics, such as SNR or CNR. Q is a measure of the degree of separation of the different material 
classes in the grey value histogram of the image, and is given by  
 

 𝑄 =
|𝜇2 − 𝜇1|

√𝜎1
2 + 𝜎2

2
 (6) 

 
where 𝜇1,2 are the mean values of the background and material peaks in the grey value histogram (of 

a single material scan) and 𝜎1,2 are their standard deviations. 

 
Further information regarding the calculation of Q can be found in [56], where its sensitivity to noise, 
imaging artefacts, blurring levels and correction techniques is studied. 
 
Schielein et al. [75] performed a quantitative evaluation of the image quality of XCT images using 
Shannon entropy (SE), defined as 
 

 𝐻 = (−1) ∑ 𝑝𝑖 log2 𝑝𝑖

𝑁

𝑖

 (7) 

 
where 𝑝𝑖  are the normalised histogram values of an XCT image with N different grey values. 
 
The SE is a measure of information disorder; a lower value indicates a higher image quality, which 
implies lower noise. Schielein et al. showed that SE is a more reliable indicator of imaging artefacts 
compared to SNR, since SE shows a clear relationship to the prefiltration and the source current, while 
SNR does not [71]. 
 
Noise metrics are often combined with resolution metrics to create parameters capable of defining 
image quality. This approach is justified by the fact that it is problematic to compare noise metrics 
across images with different spatial resolutions. Gang et al. [76] proposed the use of a detectability 
index, which combines the NPS with the modulation transfer function (MTF). The MTF is a resolution 
metric that describes how the amplitude of a sinewave is reproduced in an imaging system, with 
respect to the spatial frequency of the sinewave [77]. For an incoherent imaging system, the MTF is 
given by the Fourier transform of the point spread function. Gang et al. [73] used the detectability 
index to study the non-stationary aspects of signal and noise transfer characteristics in XCT images for 
different reconstruction algorithms [76]. The detectability index was later used by Fischer et al. [78] as 
a tool to optimise object-specific trajectories. 
 
Other type of image quality metrics are the so-called model observers. Model observers have been 
used to optimise and assess XCT systems, among other imaging devices [79]. These methods define 
image quality in terms of how well the information of interest can be extracted from the image 
according to a specific observer (either a human or a mathematical model) [80]. Among them, it is 
worth highlighting the ideal observer (IO) model and the pre-whitening (PW) observer model.  
 
In the IO model, the IO is defined as “the observer that utilises all statistical information available 
regarding the task to maximise task performance as measured by Bayes risk or some other related 



measures of performance” [81]. This model uses the likelihood ratio (LR) of the raw data as a decision 
variable between two hypotheses. The LR is defined as  
 

 Λ(𝒈) =
𝑓(𝒈|𝐻1)

𝑓(𝒈|𝐻0)
 (8) 

 
where 𝒈 is the raw data vector and 𝑓(𝒈|𝐻𝑖) is the probability density function of the image vector 
under the 𝑖th hypothesis [79]. This parameter offers an upper bound against which other observers can 
be compared. The use of this model implies a high computational burden, which is a significant 
drawback. 
 
The PW observer conducts the detection by cross-correlation of the image data and a template. The 
template spatial function allows simultaneous compensation for noise correlations and signal 
detection [82]. The observer performance is characterised by the detectability index, defined as 
 

 (𝑑′)2 = ∫
𝑆2(𝑓)

NPS2(𝑓)
𝑓𝑑𝑓 (9) 

 
where 𝑓 is the signal, 𝑆(𝑓) its amplitude spectrum and NPS(𝑓) its noise power spectrum [83]. 
 
3. Influence quantities 
 
Noise in XCT images is influenced by a large number of quantities relating to the scan settings, the X-
ray detector, the object being measured, the reconstruction method and the data processing 
employed. The main influence quantities are presented in Figure 2 and described in the following 
sections. 
 
 
   
 



 
Figure 2 Main influence quantities of XCT image noise. 

 
3.1 Number of detected photons 
 
One of the contributions to the image noise is the shot noise (or quantum noise). The shot noise arises 
from the quantum nature of the X-ray beam: it consists of individual photons that are spatially 
distributed according to the Poisson law. This distribution implies fluctuations in the number of 
photons reaching different regions of the detector, generating a ‘graininess’ in the image. The 
quantum noise (𝜎) is inversely proportional to the square root of the number of photons 𝑁[84]: 

 

 𝜎 ∝ 1
√𝑁

⁄  (10) 

 
Thus, factors that alter the number of detected photons influence the quantum noise by extension. 
These factors are: 
 

• Source current: in the X-ray source of a conventional X-ray tube, a cathode is heated by some 
electrical current. Due to the thermoelectric effect, electrons exit from the cathode. The number 
of exiting electrons is proportional to the current: the higher the current, the higher the number 
of electrons. These electrons are then used to generate X-rays: the higher the number of electrons, 
the higher the number of photons [1]. Therefore, higher source currents imply a greater number 
of detected photons. As the number of photons is linearly related to the current, increasing the 

current reduces image noise by an amount proportional to 1/√𝐼, where 𝐼 is the current [85]. 

• Source voltage: the source voltage accelerates electrons exiting from the cathode, increasing their 
energy. The energy of the electrons that generate photons in the anode is directly related to the 
peak energy of the generated photons. Photons with higher energy are more likely to penetrate 
the object [1]. Therefore, higher voltages should increase the number of detected photons. 
However, the photon generation efficiency in the anode also depends on the voltage, and the 
detection efficiency decreases with increasing photon energy, giving rise to a complex relationship 
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between source voltage and noise level. Increasing the voltage reduces image noise by an amount 
proportional to ~𝑉1.3, where 𝑉 is the voltage [86]. 

• Exposure time: increasing the exposure time will increase the number of detected photons per 
pixel. [25] Given the direct equivalence of both current and exposure time with the number of 
photons, the current-time product is often used as an indicator of image quality [87,88]. As the 
number of detected photons is linearly related to the exposure time, the exposure time improves 

image noise by an amount proportional to 1/√𝑡, where 𝑡 is the exposure time [85]. 

• Pre-filtration: physical filters are normally used to decrease beam hardening artefacts. Most 
commonly, pre-filters consist of a few tenths of a millimetre to a few millimetres of copper or 
aluminium, placed between the X-ray source and the scanned object [34]. This kind of filtration 
absorbs photons with lower energies to transform the X-ray spectrum. However, as the number 
of photons is reduced, the noise is increased [13]. The relationship between number of detected 
photons and noise is given by equation (10), and the number of photons not attenuated by the 
filter is given by the Beer-Lambert equation 
 

 𝑁 = 𝑁0𝑒−𝜇𝑙 (11) 

 
where 𝑁0 is the number of incident photons, 𝜇 is the attenuation coefficient of the filter and 𝑙 is 
the length travelled through the material (in this case, the filter thickness). 

• Object attenuation coefficient: the linear attenuation coefficient of any particular material μ is a 
constant that describes the fraction of attenuated photons in a monoenergetic beam per unit 
thickness of a specific material [89]. A higher attenuation coefficient implies a higher fraction of 
attenuated photons and a lower fraction of detected photons, so scans of objects with high μ are 
noisier than scans of objects with low μ, under the same scan settings. The μ of a specific material 
decreases with the photon energy, so, as explained above, increasing source voltage will decrease 
noise level, but at the expense of lowering contrast. The relationship between attenuation 
coefficient and number of non-attenuated photons is given by equation (11), so decreasing the 

attenuation coefficient decreases the noise level by an amount proportional to ~1/ √𝑒−𝜇𝑙, where 
𝑙 is the object penetration length. 

• Object penetration length: the attenuation of a photon beam exponentially depends on the length 
travelled through the attenuating material – see equation (11) [89]. Thus, the longer the distance 
travelled through the object, the more photons are attenuated, and the greater the resulting noise. 
Reiter et al. [90] studied both SNR and CNR for the different penetration lengths of an aluminium 
step cylinder, showing the dependence between travelled length and noise. The dependence 
between penetration length and noise level implies that, for this reason alone, noise will vary 
spatially across a volume [91], giving rise to the non-stationarity of noise (see section 2.2). 
Stationarity is normally used for the temporal domain; however, the term non-stationarity has 
been widely used in the literature to name the spatial variation of noise across XCT images [90,92–
94], and so is used here. The non-stationarity noise characteristics of XCT images have been known 
since the end of the 20th century [92]. While well studied, non-stationarity is still a major challenge 
in the assessment of image quality [76]. Local NPS has been used to study noise non-stationarity 
dependencies [93,94]. Noise varies systematically throughout the axial plane according to changes 
in the number of detected photons and the finite number of projections. Figure 3 represents the 
dependence of the axial NPS on the distance from a water cylinder centre. In Figure 3, it is shown 
that NPS decreases with the radius due to a higher number of detected photons [93]. Other 
dependencies, such as the tilt angle of the X-rays through the local volume, can be found elsewhere 



[94]. To account for these noise variations, the use of local instead of global NPS is suggested [94]. 

Decreasing penetration length decreases noise level by an amount proportional to ~1/ √𝑒−𝜇𝑙.  
 

 
Figure 3 Changes in the axial NPS for different radial distances from the image centre for a water 

cylinder, showing that the NPS amplitude decreases as a function of radius. Reproduced with 
permission from [93]. 

 
3.2 Detector characteristics 
 
XCT detector characteristics affect both quantum and electronic noise. As quantum noise depends on 
the number of detected photons per pixel, the larger the pixel, the lower the noise. However, 
increasing the pixel size compromises other image quality indicators, such as the spatial resolution 
[86]. 
 
The detector itself also adds some noise to the final image, as it does not detect every photon. In XCT, 
two metrics are used to measure the influence of the detector on the overall noise: noise-equivalent 
quanta (NEQ) and detective quantum efficiency (DQE). NEQ represents the number of photons at each 
spatial frequency for which an ideal detector would produce the same NPS, and the DQE describes this 
value as a fraction of the number of incident photons [95,96]. DQE is also often defined as a measure 
of the transfer of SNR from the input to the output of the detector [97]62]. There are three main types 
of detectors: counting-type detectors, scintillation-type (or ‘indirect’) detectors and ionisation-type 
detectors. Counting-type detectors provide a response proportional to the number of detected 
photons and independent to their energy. The output of scintillator-type detectors is proportional to 
the energy of the detected photons, while ionisation-type detectors measure energy deposition per 
unit mass [2]. The most widely used XCT detectors are scintillation-type. The scintillators convert the 
X-ray photons into visible photons, that are detected, in turn, by amorphous silicon photodiode arrays 
[98]. One of the major factors influencing the DQE is the converter material used (i.e. the component 
of some type of detectors that convert X-ray photons into visible photons) [65] 
 
The DQE is the most commonly used metric to describe the overall SNR of a detector system. Methods 
for calculating the DQE of a detector system can be found elsewhere [97,99,100]. DQE is defined as a 
function of spatial frequency 𝜐 as: 
 



 DQE(𝜐) =
MTF2 · 𝜙

NPS(𝜐)
 (12) 

 
where 𝜙 is the X-ray quanta per area in units of photons per metre [65]. 
 
It has been demonstrated that the SNR is significantly affected by the energy dependence of the DQE 
[100,101] and that the DQE of indirect detectors is much less dependent on spatial frequency 
compared to the other detector types. Unlike counting-type detectors, no uniform dependency of DQE 
on exposure level has been observed [100]. It has also been shown that the use of detectors with 
integrated electronics, instead of distributed electronics, substantially reduces the level of electronic 
noise [102]. 
 
3.3 Reconstruction algorithms 
 
The noise in XCT is significantly affected by the chosen reconstruction algorithm [84,86,103]. Some 
researchers have studied the influence of the use of filtered back projection (FBP) or iterative ordered 
subsets convex (OSC) maximum-likelihood algorithms on the noise of the reconstructed images. These 
researchers showed that the OSC method achieves a lower level of noise than the FBP at the same 
resolution [104,105]. It has also been demonstrated that the reconstruction algorithm affects the non-
stationarity of XCT noise (see section 3.1) [34,76]. Noise level is also influenced by some reconstruction 
algorithm settings, such as the reconstruction kernel or the voxel grid spacing [106,107]. However, 
these parameters cannot be chosen based only on  a desire to decrease noise level, as such choices 
will likely compromise spatial resolution. 
 
3.4 Filtering 
 
Filtering in XCT is a general term for any kind of operation applied to pixels in the projections or voxels 
in the reconstructed image (not including pre-filter, as defined in section 3.1) [34]. One of the most 
common uses of image filtering is noise suppression [108]. The low pass filters are an example of filters 
used for this purpose. These filters allow passing signals with frequencies lower than a selected value 
and attenuate signals with higher frequencies [34]. There is a trade-off between high spatial resolution 
and noise suppression, since  filters that only supress very high-frequency signals, will improve spatial 
resolution, but have a minimal effect on noise, while filters that supress a wider range of frequencies, 
will decrease noise but deteriorate the spatial resolution [109]. A large number of filters used with the 
aim of reducing noise can be found in the literature (e.g. Hanning filter [38], median filter with small 
convolution matrices [110] and neighbourhood sliding filter [111]). The selection of filter type and its 
parameters has a specific impact on the noise level and its frequency distribution. Studies on how the 
use of different filters and parameters affects image noise can be found elsewhere [108,112]. 
 
3.5 Object placement 
 
Both magnification and workpiece orientation affect image quality and measurement accuracy [2,34]. 
Theoretically, higher magnifications improve the spatial resolution; however, with increasing 
magnification the image becomes more blurred. [13]. Object placement also affects penetration 
length, which is closely related to noise (see section 3.1). 
 



Some studies have focused on determining the optimal object placement, using image quality metrics 
as indicators [48,113,114]. Amirkhanov et al. [113] developed a method for determining the optimal 
object orientation in terms of noise. This method is based on the optimisation of penetration lengths 
and placement stability using a 3D model of the object as an input to estimate imaging artefacts. 
Grozmani et al. [48] proposed a method for optimising magnification and object orientation for single 
and multi-material objects. Their algorithm calculates the minimum required photon energy for each 
orientation by maximising the CNR, to find the placement that minimises the attenuation power of the 
object. 
 
3.6 Number of projections 
 
It has been demonstrated that noise depends on the number of projections used to reconstruct the 
XCT image [61,67]. Villarraga-Gómez [67] used full-reference metrics (section 2.3) to study the 
dependence between image quality and number of projections in simulated and real data. Villarraga-
Gómez concluded that, for the workpieces studied, if less than 600 projections are used to reconstruct 
the image, strong image distortions are to be expected, and that the image quality measures (RMSE, 
PSNR and MSSI) improve monotonically until 1000 projections is reached [67]. 
 
3.7 Averaging 
 
In industrial XCT systems, it is common to have the option to choose the number of images that the 
XCT scan takes per projection. The number of images taken for a single projection can be averaged and 
the resultant image is used in the reconstruction process. This technique is based on the fact that shot 
noise is randomly spatially distributed across the detector pixels, so, by averaging similar images, 
random fluctuation can be reduced by the square root of the number of images averaged. This 
technique requires the images being averaged to be acquired under the same conditions (e.g. 
temperature or X-ray source voltage). Generally, the images being averaged are acquired 
consecutively. This technique offers better results for well-exposed images, however, for low photon 
counts, averaging does not offer an advantage, given the output deterioration due to electronic noise. 
 
 
4. Uncertainty and noise 
 
Although methods to measure and reduce noise in XCT measurements have been investigated, studies 
into the relationship between noise and measurement uncertainty for typical measurements 
performed using industrial XCT systems (e.g. lengths, diameters, wall thicknesses, form 
measurements) are scarce. However, some researchers have proposed different methods to account 
for the noise contribution in the measurement uncertainty. 
 
Müller et al. [50] studied the influence of image quality (spatial resolution and voxel noise) in XCT 
measurement uncertainty. They expressed the noise of the voxels of a 2D slice of the reconstructed 
volume as  
 

  𝜎𝑝𝑛 =
𝑘 · 𝜋

𝑠 · √𝑉
·

1

√𝐼 ∙ 𝑡 ∙ 𝑖
 (13) 

 
where 𝑘 is a constant depending on the back-projection filter type, 𝑠 is the voxel size of the 2D slice of 
the reconstructed volume, 𝑉 represents the number of projections, 𝐼 is the X-ray source current, 𝑡 is 



the integration time of the detector and 𝑖 the number of averaged images [115,116]. Müller et al. 
measure sphere-to-sphere distances on an XCT ball plate and conclude that noise appears not to be 
significant for the standard deviation of this type of length measurement, while the spatial resolution 
is the dominant factor. Additionally, they validated the theoretical formulation of voxel noise by 
analysing the SNR of the images and showed that higher noise values correspond to lower SNR values. 
 
Cuadra et al. [19,117] proposed a method to evaluate XCT measurement uncertainty for a single voxel 
of a reconstructed image using a measurement model which quantified the dominant error sources at 
each step of the scan process, particularly: X-ray generation, transmission, detection and acquisition. 
This type of approach is called a cascaded system. In this work, eight different sources of noise were 
characterised by their power spectral density functions: emission variation, current, angular variation, 
pixel solid angle variation, voltage, attenuation term, intrinsic efficiency of the detector and detector 
counts. Preliminary results of the model [19] were implemented using theoretical noise inputs from 
reference [118]. In the latter publication, Cuadra et al. proposed a method for measuring acquisition-
specific noise parameters [117]. This model requires seven experimental measurements: 
characterising the X-ray source intensity, dark field counting noise, temperature fluctuation, electrical 
potential and current fluctuations; scattering measurements, pixel dynamics parameters and 
mechanical vibration. Currently, only methods for the characterisation of the X-ray source, thermal 
sensitivity and mechanical vibration have been presented. These authors suggested that, in the future, 
methods to perform the other experimental measurements and an extension of the uncertainty model 
from 0D to higher dimensions should be studied.  
 
Lifton et al. [55] showed that, with knowledge of the point spread function and the CNR of an image, 
it is possible to estimate surface determination uncertainty for 2D images. Although they considered 
that extending the method to 3D should be straightforward, no further research for this method has 
been found.  
 
Kiekens [21] studied the measurement uncertainty using XCT systems using two contributions: 
uncertainty in the voxel size and uncertainty in the number of voxels. Each of these contributions is in 
turn divided into a series of sub-contributions. In Kiekens’ model, the noise is accounted for in the 
random error sub-contribution for the uncertainty in the number of voxels. The dependence of this 
parameter on the amount of surrounding material, the use of beam hardening correction filters, the 
orientation of the studied feature and its location (internal or external) was studied. Kiekens 
demonstrated that uncertainty due to random errors during calculation is negligible in some cases but 
can increase to more than 100 μm for some features and scan conditions [21]. 
 
4.1 Recent work on uncertainty and noise 
 
In the past year, a number of studies regarding uncertainty and noise for dimensional XCT have been 
published. The relationship between image quality and form error has been studied by Matern et al. 
[51], who examined the relationship between probing error, MTF and NPS for simulated and real scans. 
The image quality measurements were calculated according to ASTM-E1441-11 and ASTM-E1695-
95[119,120]. No correlation was found between form error and NPS (neither for simulated nor for real 
scans), while larger probing errors were found for lower MTF values. As such, the relationship between 
resolution and probing error can be predicted but establishing a predictable relationship between 
probing errors and noise is more complex. 
  



Muller et al. [121] developed a method to assess the surface point quality (SPQ) of XCT measurements 
without requiring a CAD model. The basic principle for this method was previously published elsewhere 
[122,123]. The method is based on the calculation of different quality parameters for each discrete 
point of the determined surface. The outcome is an SPQ, which depends on the influence of noise, 
blurring, artefacts (e.g. beam hardening or cone beam artefacts) and scattering at this specific point. 
It was shown that the method can be used to detect the SPQ of objects, such as an aluminium hole 
plate and two touching steel spheres. Additionally, a qualitative correlation between the SPQ and the 
random measurement error was demonstrated. These authors determined that the main challenges 
are the abstract nature of the studied quality parameters and the arbitrary scale of the SPQ values, 
which does not allow for comparability between measurements [121]. 
 
Lifton et al. [124] proposed a method to evaluate the standard measurement uncertainty resulting 
from a specific surface determination method (ISO-50). The ISO-50 surface determination method is 
the first segmentation algorithm implemented in dimensional XCT and is based on the establishment 
of the peak voxel grey value of the background and material in the XCT histogram [125]. The ISO-50 
threshold is then the half-way mark between these two peaks, i.e. the 50% interval between the 
background and the material. While often employed in industry, this surface determination algorithm 
has major drawbacks, such as low accuracy compared to other surface determination methods or the 
fact that it is highly influenced by imaging artefacts [126], and by the volume of background in the 
analysed volume. The presence of noise, beam hardening, scattering and imaging artefacts implies that 
neither background nor object have a constant grey value, but a range of grey values (see Figure 4). 
Lifton et al. [124] used the standard deviation of both material and background grey levels to evaluate 
the standard uncertainty due to the surface determination using the ISO-50 algorithm for both 
Gaussian and non-Gaussian peak fits. This technique is an alternative method for assessing the 
contribution from noise (as well as other imaging artefacts) to XCT measurement uncertainty without 
calculating noise specifically. The method was verified numerically and demonstrated using real scans 
of three workpieces. Additionally, Lifton et al. showed that the measurement uncertainty due to 
surface determination is negligible for unidirectional measurements (e.g. sphere centre-to-centre) and 
an important contribution for the often-called bidirectional measurements (e.g. wall thicknesses or 
radius) [34].  
 

 
Figure 4 Grey value histogram for a mono-material object. 𝑀𝑎 and 𝑀𝑚 are the background and 

material modal grey value, respectively; 𝑇, the ISO-50 threshold and 𝜎𝑥, the standard deviation for 
the three distributions. Reproduced with permission from [124]. 



 
 
5. Discussion 
 
Noise is one of the most investigated topics in industrial XCT research. However, the majority of 
research has focused on methods for measuring and decreasing noise, and there has been little 
research regarding the contribution of noise to measurement uncertainty. Although the volume of 
research is small, some researchers have studied how noise affects uncertainty of different type of 
measurements and proposed different ways to estimate its contribution [21,50,51,55,117,121,124].  
 
On the topic of the influence of noise in different types of measurements, it is well known that 
unidirectional measurements are minimally affected by noise [127,128]. This minimal effect is due to 
the fact that a large number of points are used to calculate such measures, and that sphere centre-to-
centre distance measurements are largely independent of the surface determination method used, 
although they can be affected by non-stationarity. Conversely, there has been a long-standing 
assumption that probing errors were more influenced by noise [127], but the authors of a recent 
publication [51] showed that there is no predictable relationship between probing error and NPS, while 
a clear relationship can be found between probing error and MTF. 
 
Hence, it is difficult to establish a direct relationship between noise and its corresponding influence on 
measurement uncertainty for the most common types of measurements carried out in dimensional 
XCT. 
 
Initial attempts to account for the contribution of noise to XCT measurement uncertainty used 
analytical expressions or cascaded systems [50,117], but a complete method to evaluate XCT 
measurement uncertainty due to noise has not yet been developed. Conversely, the latest 
developments in XCT noise research have been focused on the study of metrics that account not only 
for noise but also other factors that influence the image quality (e.g. beam hardening, scattering and 
blurring). The surface point quality metric developed by Muller et al.  [121] or the method to evaluate 
measurement uncertainty due to the ISO-50 surface determination algorithm proposed by Lifton et al. 
[124] are examples of this trend. Due to the complexity of the relationship between noise and 
uncertainty of XCT measurements, we consider that such approaches are more suitable for addressing 
the assessment of noise contribution to XCT uncertainty than methods that attempt to estimate noise 
contribution alone. However, these approaches have a variety of limitations, mainly due to the fact 
that they are relatively new, so more research is required to establish a widely-agreed method of 
calculating XCT measurement uncertainty, which includes its noise contribution. 
 
6. Conclusions 
 
In this paper, we have reviewed the state of the art in noise in dimensional XCT measurements and its 
contribution to the measurement uncertainty. The main conclusions of this review are: 
 

• A standard metric to measure and study noise in XCT images has not yet been agreed. Classical 
metrics (e.g. SNR and CNR) have been widely used but found insufficient. Other metrics (e.g. NPS) 
have been used and shown to be useful in a high number of studies. New metrics that do not have 
some of the SNR/CNR limitations have been proposed, such as the histogram-based image quality 
measure (Q). 



• Noise in XCT measurements is influenced by many factors relating to scan settings, scanned object, 
X-ray detector, image reconstruction algorithm and data post-processing. Each influence factor 
has been discussed and the importance of the non-stationary noise characteristic has been 
highlighted.  

• A limited number of studies into the contribution of noise to XCT measurement uncertainty have 
been published, though there are a small number of relevant publications. The first studies 
attempted to model noise using analytical expressions or cascaded systems, but as far as we are 
aware, no authors have yet proposed a complete method to estimate XCT measurement 
uncertainty due to noise. Recently, a shift in the way noise contribution is addressed has been 
found: with the knowledge that noise does not significantly affect unidirectional measurements 
(e.g. sphere centre-to-centre) and that there is not a predictable trend between noise level and 
probing errors, methods that study noise contribution together with other image quality 
parameters (e.g. blurring and imaging artefacts) are considered to be more promising than 
methods that attempt to estimate the noise contribution to XCT measurement uncertainty alone. 
 

This review justifies the necessity for further research into the noise contribution to XCT measurement 
uncertainty, as an essential step to achieve traceability of XCT measurements.  
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