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Abstract. A compressible 3D in-house flow solver with temporal nanosecond resolution
is coupled to a simple material erosion model for ductile materials. Due to limited spatial
resolution, not all details of collapsing wall adjacent single bubbles can be resolved, and thus a
collapse detection algorithm based on the mass flux divergence is applied. Load collectives are
statistically evaluated by the multitude of detected collapses and serve as input for the material
model. Grid dependence is carefully assessed. Since the physical simulation time is much shorter
than the realistic exposure time, a method for the time extrapolation of the wall load to capture
realistic time scales together with a step-by-step implementation is presented. The simulation
method is applied on an impinging water jet test case as well as on an ultrasound cavitation case.
A validation on temporally highly-resolved pressure measurement data is performed. Limitations
of the particular material model are pointed out. The coupled CFD – material model comprises
one model parameter, in terms of the cell size of a reference computational grid to handle grid
dependence, that needs to be case-dependently fixed e.g. on measurement data. We conclude,
that for a more predictive method, the detailed spatial resolution of single bubble collapses
seems indispensable.

1 INTRODUCTION

Hydrodynamic cavitation is the development of voids in liquids by local depressurization
below a critical pressure [1], e.g. induced by flow acceleration at propellers. As the ambient
liquid pressure around the voids increases again further downstream, re-condensation leads to
violent void collapses resulting in shock waves. In wall-adjacent flow regions, micro-jets in the
collapsing bubbles act on the wall and induce high peak loads that may lead to material failure
after a certain time. Besides vibration and noise it is cavitation erosion that causes serious issues
in marine engineering applications and may limit the lifetime of ship propulsion units.
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The damage potential of cavitation has been well recognized by both physicians and engineers,
so that significant efforts have been made for the assessment of erosion sensitive wall zones by
CFD methods. Besides the qualitative prediction of flow aggressiveness and erosion sensitive
wall zones, it is of increasing interest for the design of propulsion units to determine the temporal
evolution of erosion-induced damage and to assess the time to failure, i.e. the incubation time,
what is the aim of the present study.

The cavitating flow in propulsion units can be approximated by simplified geometries, which
can be better controlled in a lab environment than rotating propellers. This study focuses
therefore on two standardized test cases, an axisymmetric nozzle as well as an ultrasonic horn
test facility. In the axisymmetric nozzle, a jet impinges a wall and is accelerated and radially
redirected, leading to cyclic shedding ring-shaped cavitation clouds and a ring-shaped erosion
pattern [2–4]. Different CFD methods have been employed for the assessment of the flow aggres-
siveness on that test case. Mihatsch et al. [5–7] presented the assessment of erosion sensitive wall
zones by a compressible CFD method and a collapse detection algorithm. Mottyll [8] has repro-
duced these results by our in-house implementation of essentially the same numerical scheme.
Additionally, Mottyll [8] has assessed erosion sensitive wall zones by a more simple method as
proposed by Skoda et al. [9]: By counting events exceeding threshold values for wall pressure
and void collapse rate, erosion indicators and a map of dimensionless erosion probability are
obtained. Koukouvinis et al. [10] are considering the temporal derivative of the void fraction to
introduce erosion indices for the assessment of erosion sensitive wall zones. Peters et al. [11] de-
duced a dimensionless erosion intensity from a micro-jet model, validated it on the axisymmetric
nozzle case and applied this method to a ship propeller [12].

The ultrasound cavitation test case is standardized for material erosion resistance tests ac-
cording to ASTMG32 (American Society for Testing and Materials) [13]. Cavitation is generated
by an oscillation horn tip at fdrive ≈ 20 kHz and shows void dynamics similar to hydrodynamic
cavitation [14, 15]. The ring-shaped erosion sensitive wall zones are well predicted by [15, 16],
and different erosion mechanisms at horn tip and stationary specimen are revealed [15]. Besides
the common incubation time measurements [17], a direct assessment of flow aggressiveness by
pressure measurements has been presented by Paepenmöller et al. [18].

In these exemplary cited studies a good prediction of erosion sensitive wall zones as a qual-
itative measure of cavitation erosion could be obtained. However, no parameters of the solid
material have been considered in these simulations. For the incubation time assessment as a
quantitative measure, a model for the material response to cavitation impacts needs to be consid-
ered. For the axisymmetric nozzle test case, Mihatsch et al. [7,19] have presented an assessment
of the incubation time by a coupling of their CFD code with a simple material model [2]. We
adopt that procedure in the present study and evaluate its applicability for an ultrasonic horn
test case. We present a method for the time extrapolation of the wall load to capture realistic
time scales. Furthermore, we provide a step-by-step implementation of the coupling of the CFD
code, i.e. collapse load collectives deduced from the flow solution, with the material model.
The coupled CFD method and material model is referred to as erosion model in what follows.
Additionally specific limitations of the material model are pointed out.

The paper is organized as follows. In section 2, the flow solution method together with the
numerical setups as well as the evaluation of single collapses and collapse load collectives are
presented. In section 3, we present the flow solver validation on pressure measurement data. In
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section 4, the material model and its coupling to the flow solver by collapse load collectives is
illustrated. Results in terms of incubation time are discussed for the axisymmetric nozzle and
ultrasonic horn test cases. Our conclusions in regard of future marine applications and model
improvements are drawn in section 5.

2 METHODOLOGY

2.1 Flow Solver

For the resolution of void collapses, a compressible flow solver and a time resolution in
the range of nanoseconds needs to be employed. Thus, the density-based low Mach number
consistent Godunov-type numerical scheme by [20, 21] has been adopted, that was designed
for resolving pressure wave dynamics and shocks in cavitating flows. We perform an explicit
Runge-Kutta time integration and a finite volume discretization of the Euler equations for an
inviscid fluid, coupled with an isentropic barotropic equation of state neglecting non-dissolved
gas. A homogeneous mixture of liquid and vapor at thermodynamic equilibrium within each
cell is assumed.

Details of the flow solver and our native in-house block-structured implementation hydRUB

can be found in [8,15,22]. Results of the present study have been obtained with our unstructured
OpenFOAM implementation of the solver, referred to as hydRUBFoam [18, 23]. For density, the
MINMOD reconstruction scheme [24] is employed, while for velocity the GammaV scheme [25]
is utilized to provide 2nd order accuracy. Further details on the flow solver can be found
in [8, 15, 18, 22, 23].

2.2 Test Cases and Numerical Setup

The axisymmetric radial nozzle test case is sketched in Fig. 1a, together with the numerical
setup. The nozzle flow strikes onto a target disc (i.e. the lower wall) and is redirected radially
outward into the small gap between upper and lower wall. A ring-shaped erosive zone occurs at
the target disc within a radius range of about r ≈ 19...27mm [26]. Measured incubation times
are taken from [2, 7]. The numerical setup has been adopted from [6, 7] and is summarized in
Table 1, together with the operation conditions. A grid study is performed with a refinement
of the inner grid region (referred to as analysis domain in Fig. 1a), while the outer grid is left
unchanged and connected by non-matching interfaces, i.e. hanging nodes.
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a) axisymmetric nozzle

b) ultrasonic horn
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Figure 1: Illustration of the axisymmetric nozzle and the ultrasonic horn test case with the
numerical setups

The ultrasonic horn test case (see Fig. 1b) is operated at 19.8 kHz horn driving frequency and
40.9µm peak-to-peak amplitude. The horn tip is immersed into distilled water at equilibrium air
saturation, kept at 20◦C by an actively controlled indirect cooling circuit. The gap width between
horn tip and the stationary specimen equals 0.5mm. The numerical setup has been adopted
from [15, 18, 22] and is summarized in Table 1. Two spatial resolutions have been employed for
a grid study. The computational grids G1 and G2 with hanging-node configuration are depicted
in Fig. 1b.

Table 1: Operation and setup parameters of the axisymmetric nozzle and the ultrasonic horn
test case

axisymmetric nozzle

inlet pressure 40 bar

outlet pressure 18.9 bar

inlet velocity 1.37 m·s-1
grid G1 G2

total numb. of cells [-] 382 000 2 393 000

numb. cells in gap [-] 12 24

num. time step [ns] 30.2 19.1

sim. phys. time [ms] ∼ 359 ∼ 86

ultrasonic horn

peak-to-peak amplitude 40.9µm

frequency 19.8 kHz

gap width 0.5 mm

grid G1 G2

total numb. of cells [-] 105 000 329 000

numb. cells in gap [-] 8 16

num. time step [ns] 16.8 8.1

sim. phys. time [ms] ∼ 163 ∼ 85
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2.3 Collapse Detection and Load Collectives

The flow solver (see section 2.1) has been shown to reproduce the dynamics of collapsing
wall adjacent single bubbles, i.e. micro-jet formation and torus-shaped shock wave, given that
the spatial resolution is sufficiently high [27, 28]. For the simulation of macroscopic test cases
as the axisymmetric nozzle and the ultrasonic horn, such a bubble-resolving spatial resolution
is not feasible due to tremendous computational effort. Thus, we account for collapses and
peak pressures of distinct voids in a certain vicinity of the wall by a mass flux divergence
criterion proposed by Mihatsch et al. [5, 6]. Albeit we may not resolve the collapse of each
microscopic bubble, we resolve void collapses down to a scale that is just in the range of our
spatial resolution, and we refer to that procedure as meso-scale simulation. In order to cope
with the limited spatial resolution, grid dependence is treated by the projection of the collapse
pressure pcoll to a reference grid with yet arbitrary reference cell length xref [6], and a corrected
collapse pressure pcorr is obtained according to eq. 1.

pcorr =
3
√
Vcell

xref
pcoll (1)

The occurrence of collapses in terms of the cumulated collapse rate ccr is corrected by eq. 2 and
the introduction of the empirical parameter κ = 3/2 [6].

ccrcorr =

(
3
√
Vcell

xref

)κ

ccr (2)

By a statistical evaluation of a multitude of collapses, collapse load collectives are obtained in
terms of the cumulated collapse rate ccr vs. collapse pressure pcoll. Details of this evaluation
method are described in [15]. Exemplary collapse load collectives are illustrated in Fig. 2 for
the erosion-prone wall region of the axisymmetric nozzle, defined as a somewhat arbitrary wall
adjacent layer dzwall < 500µm normal to the bottom wall and a ring segment of ∆r = 19...32mm.
According to Schmidt et al. [29], a void collapse that occurs within the fluid domain in a certain
distance from the wall, emits a pressure wave that reaches the wall, and the resulting maximum
wall pressure is essentially grid-independent. Nevertheless, according to [15], we do not perform a
projection of detected collapses to the wall, since it is the collapses that occur in the immediately
wall-adjacent cell layer that primary contribute to high wall loads. As this wall-adjacent cell layer
on the fine computational grid is not present on the coarse grid, a significant grid dependence
remains after wall projection of the collapse pressure [15]. Thus, all collapse events within
the erosion-prone wall region are considered to be representative for the wall load, without
projection to the wall. This procedure is equivalent to the assumption that the pressure peak of
each detected collapse acts immediately on the wall, irrespective of its actual wall distance. It
is noteworthy that this procedure slightly deviates from the one by [7], who introduced a wall
projection of collapse pressure with the maximum value of either xref or the wall distance of
a collapse occurrence. As can be seen in Fig. 2, the grid dependence of the uncorrected load
collectives (no corr.) is effectively compensated by the projection to a reference grid xref (eq. 1)
and by the rate correction (eq. 2). After correction, the load collectives of both grids essentially
match and can be approximated by a trendline for each value of xref. An appropriate value of
xref is yet undetermined, a fact that will be addressed in section 4.3.
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Figure 2: Exemplary collapse load collectives for the axisymmetric nozzle without correction
(no corr.) and with correction according to eqs. 1 and 2 with different scaling parameters xref

3 VALIDATION BY PRESSURE MEASUREMENTS

In a proceeding study [18] we performed temporally high-resolved wall load measurements
with Ø5.0mm polyvinylidene fluordide (PVDF) pressure sensors flush-mounted in the erosion
sensitive wall region of the stationary specimen. Due to the relatively large sensor size, we label
the load as force instead of pressure. We evaluated the results statistically in terms of force load
collectives, i.e. cumulative force rate cfr vs. measured sensor force (not to be confused with
collapse load collectives in terms of ccr vs. collapse pressure, see Fig. 2) and compared CFD
results by a virtual sensor to the measurements. The force load collectives in the simulation
were essentially grid-independent and matched the measured force load collectives with a very
good accuracy for different gap widths [18].

Regarding the axisymmetric nozzle test case, Franc et al. [4] performed wall pressure mea-
surements by a commercial piezoelectric sensor with Ø3.6mm in the erosion sensitive ring-shape
zone at the target disc. In their simulations, Mihatsch et al. [6] reproduced this experiment by
a virtual pressure sensor, found a significant grid dependence of the sensor force load collectives
and performed an analogous projection to a reference grid as has been proposed for the col-
lapse load collective by eq. 2. By matching their virtual sensor results to measured force load
collectives, the value of xref has been fixed to a value of 181µm. This value of xref has subse-
quently been applied also to the collapse load collective. Thus, xref is fixed by this calibration
procedure. We could reproduce the procedure by Mihatsch et al. [6] with our in-house solver
implementations hydRUB [8] as well as hydRUBFoam and ended up at essentially the same value
of xref = 181µm. The corresponding collapse load collective is also depicted in Fig.2.

Obviously, the grid dependence of force load collectives at the axisymmetric nozzle test case
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plays a decisive role for the fixing of xref. As stated above we did not observe an appreciable
grid dependence in our ultrasonic horn simulations [18], where larger sensors Ø5mm have been
used. Therefore, we systematically vary the sensor size of the axisymmetric nozzle case by
splitting a ring-shaped virtual sensor in circumferential portions as illustrated in Fig. 3a. It is
noteworthy that the simplification of the sensor geometry from circular shape to a ring segment is
without any significance, since in radial sensor extent direction a statistically homogeneous load
is present [8]. The resulting force load collectives in Fig. 3b indicate that the grid dependence is in
fact decreasing for larger sensor areas. For a sensor area of about Asensor = 18.5mm2 and larger,
the force load collective is essentially grid independent. We made an equivalent observation in
preliminary ultrasonic horn simulations, where we successively scaled-down the virtual sensor
and observed an increasing grid dependence towards smaller virtual sensors. It can be concluded
that for increasing sensor area size, the single punctual peak loads are increasingly averaged out
over more cell faces, leading to an increasing grid-independence. It is also noteworthy that
for their xref fixing on a Ø3.6mm sensor, Mihatsch et al. [6] applied grid resolutions with cell
face numbers that correspond to our Asensor = 10mm2, where we still observe a significant grid
dependence according to Fig 3b. It will be interesting to see whether for finer grids, the grid
dependence will diminish for the Ø3.6mm sensor. That will be investigated in further studies.

The sensor size variation reveals that the grid dependence of force load collective and thus
the fixing of xref are significantly affected by the sensor size. We therefore prefer to immediately
determine xref by incubation time measurements as will be discussed in what follows.

a) Numerical sensors
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Figure 3: Size variation of exemplary virtual sensors (a) with resulting force load collectives (b)
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4 ASSESSMENT OF INCUBATION TIME

4.1 Material Model

Franc et al. [2] proposed a simple one-dimensional erosion material model for ductile steels.
The erosion process is based on the accumulation of plastic material deformation and successive
work hardening up to material failure, determining the incubation time. The key assumption of
the model involves, that the absorbed energy can be successively accumulated for each collapse
impact until fracture limit at the ultimate strain is reached [30]. Strain rate effects and loads
below the yield strength of the material are neglected. In the original intention of the material
model [2], flow aggressiveness is evaluated by statistical analyses of experimental pitting results
in terms of impact rate, mean load and mean impact area, which serve as input data for the
material model. Further model approaches e.g. [31, 32] assume a ductile deterioration of the
material by micro cavities and creeping. Hattori et al. [17, 33, 34] proposed a material model
accounting for high cycle fatigue mechanisms. Although these exemplary cited material models
comprise physically sound assumptions, we prefer in a first step to couple the ductile model by
Franc et al. [2] to the CFD code due to its plainness and because the flow-induced load can be
prescribed in a straightforward way, which is presented in the subsequent section.

4.2 Coupling of Load Collectives and Material Model

We start with a brief summary of the material model, details can be found in [2]. It is
assumed that the material response to a specified load follows the stress-strain relationship of
Ludwig-type:

σ(ε) = σY +K εn (3)

The yield stress σY, strength index K and strain hardening exponent n are specific for each ma-
terial and obtained by tensile tests. For successive impacts and a progressive surface hardening,
the resulting one-dimensional strain profile is approximated by a one-dimensional power law:

ε(x) = ε0

(

1− x

l

)θ
(4)

ε0 is the strain at the surface (x = 0) and x the distance to the surface. l is the thickness of the
hardened layer, which progressively increases with exposure time, until it reaches a maximum
thickness L. The metallurgical parameters L and the shape factor Θ are determined from micro-
hardness measurements in a cross-section of an eroded sample. The energy that is absorbed for
a strain εi can be formulated as:

W (εi) =

∫ l

x=0

[
∫ ε(x)

ε=0
σ dε

]

S̄ dx = εi S̄ L

(
εi
εU

)1/θ σY + β Kεni
1 + θ

(5)

with: β =
1 + θ

(1 + n)(1 + θ + nθ)

S̄ is the mean impact area and has been obtained by a statistical pit analysis in the experi-
ment [2], together with a mean load σ̄ and a mean impact rate Ṅ . In our CFD approach, no
mean value of σ̄, but the entire spectrum of collapses is taken into account for the evaluation of
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W (σi). First, W (σi) is obtained from W (εi) by inserting eq. 3 into eq. 5. W (σi) is the absorbed
energy given by a stress σi. The basic idea is, that, as soon as the accumulated energy (obtained
by summing up the distinct values of W (σi)) exceeds the fraction energy W (σU), the incubation
time has been achieved. σU is the ultimate strength of the material and obtained from tensile
tests. The spectrum of σi is obtained from our CFD collapse load collectives. In what follows,
we provide a summarized step-by-step algorithm. The steps are illustrated in Fig. 4.

(1) The radial direction is discretized into ring zones with radial position rpos and a radial
width ∆rring. The distinct rings may overlap. In order to provide a radial variation of col-
lapse load collectives, the detected collapses are filtered so that they are located within the
radial ring zone. Only collapses in a certain wall vicinity < dzwall are taken into account.
∆rring must be chosen large enough to provide a sufficient statistic of collapses. A further
constraint that requires rather small values of dzwall is to represent a certain wall vicinity.
Values of ∆rring and dzwall are provided further below when the results are discussed.

(2) The collapse load collectives are projected to a reference grid xref according to eqs. 1 and 2.

(3) Frequent collapses with low pressure and seldom collapses with high pressure are sorted
out to provide a unique trendline (step 4). A minimum pressure level pmin and a minimum
rate countmin are empirically prescribed. Values of pmin and countmin are provided in the
result section. Note that countmin is applied to the total number of collapse occurrences
in the simulation time interval and is not concerned by the projection to the reference grid
xref. countmin is applied to the rate before the rate correction in terms of eq. 2. On the
other hand, pmin is applied to the corrected pressure pcorr, i.e. after evaluation of eq. 1.

(4) By the filtered collapse load collectives according to step 3, a linear regression is obtained
for each radial zone with the fitting parameters A and B:

ccrcorr(pcorr) [1/(s · cm2)] =
[
(10A)pcorr · 10B] (6)

ccrcorr(pcorr) represents a rate of collapses per unit surface area and unit time.

(5) Each single impact affects only a small area Aimpact. We assume the ccrcorr(pcorr) occurs
with the same probability within each ring zone and set Aimpact = S̄. According to [19],
we set S̄ in eq. 5 equal to the surface of a reference cell x2ref. Thus, we obtain the collapse
rate for one uniform covering of a complete ring zone surface ccr′(pcorr):

ccr′(pcorr)[s−1] = x2ref · ccrcorr(pcorr) (7)

(6) ccr′(pcorr) is temporally extrapolated to the number of collapses ccr′′(pcorr, T ) for a time
interval T :

ccr′′(pcorr, T ) [−] = ccr′(pcorr) [s−1] · T = x2ref · T · ccrcorr(pcorr) [1/(s · cm2)]. (8)

The dimensionless measure ccr′′(pcorr, T ) represents the cumulative collapse rate for a
specified physical time T acting on the impact area S̄.

(7) Discrete loads i.e. pi = p1, p2, ..., pm are obtained by regarding pcorr at integral values of
ccr′′ = 1, 2, ...,m. Since the ductile material model accounts only for loads above the yield
strength and loads that occur at least once per covering, the discrete loads are filtered
with pi ≥ σY and min(ccr′′) = 1.

9
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These discrete loads pi correspond to σi and serve as input for the material model. The energy
absorbed by the material is accumulated for all loads occurring within a time interval T:

Wtot(T ) =
m∑

i=1

W (σi) (9)

When Wtot(T ) approaches the fracture energy W (σU), then T approaches the incubation time
tinc. The condition

W (σU)−Wtot(tinc) = 0 (10)

is numerically solved for tinc by a bisection method.

(1)

(2)

(5)

(6)
(7)

(3)
(4)

Figure 4: Schematic illustration of the load approximation from CFD results that serve as input
for the material model

4.3 Results

4.3.1 Axisymmetric Nozzle

Based on preliminary studies [6–8, 19] we choose a range within r = 20...41mm for the
discretization of radial zones with ∆rring = 4mm and dzwall = 500µm. The resulting collapse
load collectives are depicted in Fig. 5a for three exemplary radial positions. Collapse pressure
and rate have been projected to a reference grid xref = 245µm (this value will be explained
further below) according to eqs. 1 and 2. As expected, the grid dependence could be effectively
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minimized, so that a unique trendline in terms of a linear regression according to eq. 6 can
be introduced. Seldom occurring collapses are marked by circles in Fig. 5a and have been
selected out by choosing the threshold value countmin = 6. pmin equals 50 bar. Based on these
load collectives, the incubation time is assessed for the stainless steel SS-A2205 and a Nickel
Aluminum Bronze alloy NAB. The material properties are summarized in Table 2.

In Fig. 5b, the radial distribution of the incubation time is depicted. The positions of the
exemplary load collectives (Fig 5a) are marked by lines, so that the association between flow
aggressiveness in terms of collapse load collectives and the incubation time gets obvious. Note
that the load collective at r = 26mm (red line) comprises a higher rate in terms of ccrcorr than
the load collective at r = 34mm (green line), but at the same time shows a slightly flatter slope.
The latter might result in less violent collapses after temporal extrapolation according to eq. 8.
Since the incubation time for r = 26mm is lower than for r = 34mm, it can be concluded that
both load collectives cross only at very high loads (not shown here) close to the fracture stress
and the higher rate dominates over the lower slope resulting in a more aggressive flow situation
at r = 26mm than at the location r = 34mm. For a comparison with the measured incubation
time, the radially minimum value of the simulation results is evaluated. The reference grid
parameter xref is chosen in a way that it matches the measured incubation time for SS-A2205,
tinc = 35h [7], resulting in xref = 245µm. Thus per definition, tinc matches the measured value
at r = 27mm for SS-A2205.
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Figure 5: Collapse load collectives for exemplary radial positions for two grids G1 and G2 with
regression according to eq. 6 (a) and the radial distribution of incubation time for two materi-
als (b). The experimental incubation times are obtained from [7] and depicted as dashed lines.
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According to the measurements by Chahine et al. [26], the erosion sensitive wall zones are
located in a range of about r ≈ 19...27mm. While the minimum value of tinc occurs at r = 27mm
and is thus located just within that range, the region of high flow aggressiveness is predicted
rather in a range of about r = 25...34mm and is thus shifted to higher radii. It is important to
note that preliminary studies [7,8] on a different operation point (pin = 21.3 bar) have revealed an
even more pronounced shift of low incubation time to a too large radial position. Mottyll [8] has
evaluated the flow aggressiveness by erosion indicators [9] and found the same region of high flow
aggressiveness r = 21...28mm compared to Koukouvinis et al. [10], although the incubation has
been predicted too far downstream. By applying the erosion indicator method [9] by preliminary
simulations in the present study, we could also confirm for pin = 40bar the correct location of
high flow aggressiveness. Thus, the downstream shift of low incubation time can be attributed
to the erosion modelling and not to shortcomings of the flow simulation: By the temporal
extrapolation of the collapse load collective regressions from short simulated physical time (less
than one second) to long incubation time (several hours), seldom occurring collapses with high
collapse pressure might be artificially overvalued. This overvaluing of high-pressure collapses is
further increased, since solely loads that exceed the material yield strength are considered by the
ductile material model and thus loads in the macroscopic elastic region are a priori neglected.
High cycle fatigue, however, may also contribute significantly to material failure [17, 34] and is
completely neglected in our study by the use of a purely ductile material model [2].

In spite of these significant assumptions, we applied the material model to a second material
in terms of NAB, also shown in Fig. 5b. Note that it is the same load collectives that enter the
material model for both materials, only the material parameters according to Table 2 change.
The incubation time for NAB is lower by a factor ∼ 2 than for SS-A2205, which corresponds to
the experimentally achieved ratio. Thus, the erosion model shows the proper qualitative answer
to material properties.

Finally, it is noteworthy that a different reference grid size xref = 181µm, that has been
proposed by [6,7,19] for the operation point pin = 21.3 bar, yields an incubation time one order
of magnitude too low in our present investigation of pin = 40bar. This makes the universal
validity of the value of xref questionable, a conclusion that will be further supported by our
ultrasound test case investigations that are presented in the subsequent subsection.

Table 2: Material parameters from tensile [3] and micro-hardness tests [26]

Material σY σU K n L θ

SS-A2205 230 MPa 790 MPa 910 MPa 1/3.2 1.25 mm 2.2

NAB 355 MPa 683 MPa 1210 MPa 1/2.07 1.07 mm 2.8

316L 400 MPa 1020 MPa 900 MPa 1/2 0.2 mm 5

4.3.2 Ultrasonic Horn

The entire radial extent of the stationary specimen is discretized with ∆rring = 2.5mm
and dzwall = 200µm. As for the axisymmetric nozzle, countmin = 6 and pmin = 50bar have
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been chosen. Stainless steel 316L is considered and the material parameters are summarized in
Table 2. In Fig. 6, the radial distribution of the incubation time is depicted. The incubation
time continuously increases towards larger radial locations and has its minimum in the specimen
center, which is in agreement with radial distribution of flow aggressiveness, either evaluated
by erosion indicators or a zonal evaluation of collapse load collectives [15]. The reference grid
parameter xref is chosen in a way that it matches the measured incubation time tinc = 2.25 h [18]
for a zone with Ø5mm in the specimen center, resulting in xref = 60µm. Note that in Fig. 6,
the ring-shape discretization with the ring width of ∆rring = 2.5mm (as exemplary shown in
blue) is resulting in a Ø5mm area for the radial position r = 1.25mm (red), as each radial
position is defining the center of inner and outer radius of the ring-segments. Summarizing, the
reference grid xref = 60µm for the ultrasonic test case deviates significantly from the values that
have been obtained for the axisymmetric nozzle, xref = 181µm and xref = 245µm and is thus
case-dependent.
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Figure 6: The radial distribution of the incubation time for the stationary specimen compared
to the experimental value tinc = 2.25 h (dashed line) measured by [18]. The exemplary ring
width ∆rring = 2.5mm is shown in blue, resulting in a Ø5mm area for r = 1.25mm (red).

5 CONCLUSION AND OUTLOOK

A method for the coupling of CFD collapse load collectives with a simple material model was
presented and applied for the assessment of incubation time on two standardized test cases. We
presented a method for the time extrapolation of the wall load to capture realistic time scales
together with a step-by-step implementation guideline. We also pointed out limitations of the
particular material model such as the neglect of loads below the materials yield strength and
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suggest to consider material models that also take into account high-cycle fatigue mechanisms
as well as strain-rate dependence of the material properties in further studies.

The scaling of collapse load collectives to a referenced grid showed that the reference grid
parameter xref is case-dependent. A calibration of xref as proposed by [6], by pressure mea-
surements and the exploitation of the grid dependence of the virtual sensor results, depends on
the sensor size and does not seem to be generally valid. We conclude that the erosion model,
i.e. coupled CFD – material model, comprises at least one model parameter that needs to be
case-dependently fixed on measurement data. Thus, we suggest to consider a wider range of
operation conditions and test cases in order to further figure out the significance of the model
parameter xref.

For a more predictive method, the detailed spatial resolution of the multitude of single bubble
collapses seems to be indispensable.
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