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Abstract. Since 1996 CERFACS has been developing the PALM parallel coupler, which is 

currently used for more than 50 research and industrial projects ranging from operational data 

assimilation to multi-physics modelling, from climate change impact assessment to fluid and 

structure interactions. It can be defined a dynamic coupler for its ability to deal with situations 

where the component execution scheduling and the data exchange patterns cannot be entirely 

defined before execution. Under the name O-PALM, it is now open source (LGPL license). 

This  document  provides  some  highlights  on  the  design  of  PALM  and  on  the  main 

implementation choices and a brief description of some representative applications.

1 INTRODUCTION

CERFACS has a long and well established experience in parallel computing and in model 

coupling.  In  particular,  the  OASIS  coupler  [1]  is  a  reference  tool  for  coupled  climate 

simulations [2,3] since the 90's. For this reason, CERFACS was chosen by the MERCATOR 

operational oceanography French project [4] for the set-up of the software framework to be 

used  for  the  implementation  of  a  new  operational  data  assimilation  suite  as  a  coupling 

between existing and under development models and tools.

Section 2 will detail the rationale for the design and implementation of a dynamic parallel  

coupler  to  answer  this  commitment  and  will  introduce  other  applications  that  in  turns 

benefited from the use of a dynamic coupler and contributed to further define the O-PALM 

design.

Section 3 will sketch the main technical choices that were adopted to implement a very 

flexible and  user friendly coupler, still granting high performances and portability.

Section 4 will briefly list the new challenges that a coupler has to face when preparing the 

next generations of coupled models on massively parallel and exascale machines.

Finally, Section 5 will present some representative applications currently using O-PALM 

in research and production.
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2 DESIGN

O-PALM is a dynamic coupler in the sense that it can be used to implement a coupling 

where the component execution scheduling and the data exchange patterns cannot be entirely 

defined before execution.

The  historical  reason  for  this  feature  dates  back  to  1996  when  the  MERCATOR 

operational oceanography project faced the problem to set-up a new operational suite with 

Data Assimilation for research and operations in an evolving configuration.

Data assimilation can be roughly defined as a collection of techniques aiming to improve 

numerical models skills by the use of observational data. They are based on computationally 

expensive algebraic algorithms involving a model, observation treatments, and the statistical 

characterisation of the errors on both sides. At that time, in MERCATOR, the choice of the 

model configuration was not yet finalized, there were several candidate assimilation methods 

to test, there were different kinds of observations to handle and the same system should have 

been  used  for  research  and  operations.  All  these  needs  of  flexibility  lead  to  the 

implementation of the assimilation suite as a coupling between model, observations handling, 

error statistics and algebra instead of hard-coding data assimilation routines in the model, or 

vice-versa [5].

Some data assimilation algorithms are based on an iterative minimization: this implies the 

repeated execution of the tasks and the total number of iterations is not necessarily known 

beforehand.  Moreover,  in  some  configurations  some  tasks  are  activated  only  if  some 

observations are available at run-time. 

This specific  requirement imposed to conceive a coupler  of independent  parallel  codes 

capable  to  deal  with  complex  coupling  algorithms  allowing  for  the  conditional  and/or 

repeated execution of the coupled components. The main goals and constraints were user 

friendliness, modularity, portability and high performances on parallel computers.

Existing couplers were not a suitable choice for the lack of the dynamic aspects. This lead, 

after a thorough feasibility study [6], to the design of a new MPMD dynamic parallel coupler,  

based on the MPI message passing and process management standard library [7,8].

In our definition, a dynamic coupler has to fulfil three main requirements: 

 process  management  :  this  means  that  the  coupler  has  to  be  able  to  start  and 

synchronise the tasks and to handle algorithms with loops and conditional switches

 buffered  communications  :  in  order  to  grant  full  flexibility,  avoiding  deadlocks 

dependencies on the production and reception order, at least the production side of a 

communication has to be non blocking. This requires the explicit handling of a storage 

space for pending communications. This feature allows for some extra possibilities,  

such as the linear combination of cumulated fields and the explicit permanent storage 

of objects that are to be repeatedly received 

 object  versioning  :  the  flexible  use  of  a  temporary  storage  space  for  parallel 

communications  requires  special  care  to  grant  the  coherency  of  the  stored  global 

objects. The Last In Only Out paradigm is adopted: every new version of an object 

replaces the previous ones. Nevertheless, for parallel communications, we count a new 

version of an object only when all the processes of the producing code have provided 
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their  contributions.  For  loosely  synchronised  codes,  it  implies  the  introduction  of 

stamps to keep track of what version of an object new contributions belong to.

The same way, in a parallel coupling, a coupler has to deal with two levels of parallelism:

 concurrent tasks parallelism  : independent tasks can run concurrently on separate sets 

of processes. The coupler has to deal with the concurrent execution, to establish all the 

needed intercommunication contexts and to grant synchronisation.

 distributed coupled codes  : as a second level of parallelism we account for the inner 

parallelism of the coupled codes, mostly related to data distribution. The coupler has 

to grant private and robust intracommunication contexts and, most important, to be 

able to manage the data exchanges between sets of processes, including the remapping 

between codes with different distributions of the same physical objects.

Since one of the main aims of coupling is the reuse of legacy codes, we tried to reduce the 

intrusiveness of the coupling instructions in the source codes. For this reason we adopted the 

so-called  end  point  communication  paradigm:  the  producer  of  an  object  does  not  know 

anything  about  the  recipients  (if  any)  and the  other  way  round.  The  coupler  makes  the 

matching. 

In order, once more, to minimize the interventions in the codes, we defined a  reduced set 

of multi-language API calls, complemented by a very detailed Graphic User Interface: most 

information - such as the coupling algorithm, the communication patterns and the parallel  

distributions  -  is  easily  described in  the graphic interface.  The changes  in  the code have 

minimal impact and, because of the use of the one-sided communications paradigm, they are 

independent of the specific coupling algorithm.

O-PALM can thus be interfaced to F77, F90, C or C++ compiled codes or to the main 

interpreted languages such as Python, Perl, Java, Tcl/Tk, Octave and also to black-box pre-

compiled executables that can be linked at run-time against dynamic libraries.

The last constraints that drove the design of O-PALM are related to its uses and diffusion.  

The operational usage imposes robustness and high performances. This not only determined 

some implementation choices, but it also lead to the integration in O-PALM of a real-time 

monitor, allowing to display in the graphic user interface the status of the execution while 

running  and  of  a  performance  analyser  that  works  on  trace  files  and  helps  tuning  and 

optimising the coupled application. For research applications there are other criteria, such as 

portability, that imposed to rely on standard coding and message passing techniques) and user 

friendliness. The latter not only drove the design of the Graphic User Interface, but it lead also 

the the introduction of an algebra toolbox providing a palette of predefined generic algebraic 

operations ranging from BLAS to parallel linear algebra solvers and minimisers that can be 

coupled to any other user defined code.

Since  then,  the  range  of  O-PALM  applications  has  largely  extended  beyond  data 

assimilation  and it  is  the  coupler  of  choice  in  a  number  of  multi-physics  coupling  when 

dealing with flexible configurations [9]. Most relevant applications are in computational fluid 

dynamics  for  fluid-structure  interactions  modelling  or  for  automatic  shape  optimisation 

computations or in event driven couplings in soil surface modelling [10]. New applications 
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carried  new  requirements  for  the  design  of  O-PALM  future  versions,  but  also  some 

contributed  developments.  For  this  reason,  the  coupler  has  become  open-source  at  the 

beginning of 2011. This is the most suitable environment to deal with the new challenges that  

massively  parallel  machines  and  exascale  computing  will  carry  into  high  performances 

scientific and engineering computing.

3 IMPLEMENTATION

The coupler implementation went through several steps.

At the very beginning of the project, when the MPI2 standard [11] was recently published,  

but hardly any complete and robust implementation was available, we implemented an MPI1 

emulation based on a pool of idle processes, released under the name of PALM_RESEARCH, 

later changed into PALM_SP. It was dedicated to functional tests, but in practice it proved to  

be  very  effective  in  some  cases  and  it  still  used  for  some  full  size  applications.  Some 

interesting features of this first implementation could now be seen as possible optimisations 

under some conditions and will be hopefully reintroduced in the current O-PALM version in a 

near future.

In  2003  we  released  the  first  fully  MPMD  version  of  O-PALM  under  the  name 

PALM_MP. It was based on the MPI2 process management and communication layer. The 

main components of PALM_MP are 

 the scheduler that handles the process management and the execution of the coupled 

components accordingly to the algorithm described in the user interface. PALM can 

schedule several parallel  codes to run concurrently to perform independent tasks if 

enough  resources  are  available.  Since  starting  an  independent  executable  always 

causes  a  overhead,  PALM offers  the option to  merge into a  single executable the 

coupled components that are started in a sequence.

 the optimised communication scheme managed by a driver that takes care of the data 

transfer between parallel programs. This is one of the most evolved components of 

PALM and handles very complex communication patterns with some very practical 

features, such as the remapping of objects exchanged by parallel codes with different 

distributions,  the  selection  of  object  subsets  entirely  from  the  user  interface,  the 

presence of an explicitly managed permanent repository for objects to be repeatedly 

received. 

Since then the coupler has been constantly enhanced and optimised.

With respect to PALM_MP, the current O-PALM release offers 

 the  possibility  to  interface  commercial  black-box  codes  (such  as  Fluent,  Abaqus 

MSC/MARC) by the use of external dynamic libraries and/or a socket based layer 

 the possibility to interface interpreted languages such as 

 the implementation of a simplified working mode entirely compliant with the MPI-1 

library

 the optimisation of repeated well synchronised communications that don't require the 

intervention of the driver

 the  enhancement  of  the  parallel  algebra  toolbox that  is  soon going to  include the 
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CWIPI interpolation library from ONERA for the grid to grid remapping.

 

More technical details on the implementation go beyond the scope of this paper. A detailed 

source of information is the web site dedicated to the O-PALM coupler

http://www.cerfacs.fr/globc/PALM_WEB.

The Graphic User Interface, called PrePALM, is a portable Tcl/Tk application (Fig. 1). It 

deserves some words because it is the part of the coupler that users interact with most of the 

time. The relevant features of the coupled components are described in identity cards that do 

not depend on the specific coupling algorithms. The user describe the execution scheduling, 

the parallel sections, the data exchange patterns and the algebraic treatments, entirely from 

within the user interface. It ends up providing the input file for the coupler executable itself 

and the source code for the wrappers of the coupled component that take entirely care of the 

set-up of the communication context with no need of change in the components sources.

Figure 1: The PrePALM Graphic User Interface

The same graphic tool can be used at run-time to monitor the simulation status, with colour 

codes to distinguish between components running, waiting for resources or not yet scheduled 
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and with counters for the completed executions and the performed data exchanges. The same 

tool again provides post-mortem some statistics on the memory and CPU time resources used 

by the components (Fig. 2.).

Figure 2: The PrePALM Graphic User Interface

4 FUTURE DIRECTIONS

Among the most important technical  challenges  for the evolution of O-PALM towards 

exascale applications, there is the search for the best trade-off between a centralised and a 

fully distributed approach. If on one side process management and monitoring is a key issue 

for dynamic coupling, it imposes an overhead and a risk of bottlenecks for massively parallel  

applications. Optimisations bypassing the O-PALM scheduler and launcher are under study, 

but they have to keep the capability of reorganizing the layout of the application in case, for  

instance, of automatic load balancing or adaptive meshes.

The same considerations apply for the communication handling: to obtain very effective 

parallel  communications  on  massively  parallel  configurations,  we'll  have to  look the best 

compromise between flexibility and monitoring on one side and performances on the other.

Furthermore the new directions in high performances computing introduce some further 

constraints,  such  as  the  capability  to  reorganise  the  coupling  layout  around  self-tuning 

applications,  changing  their  configuration  at  run-time  or  the  capability  to  implement  a 

resilient parallel coupling on a very high number of processors.

Finally, some application domains require specific treatments. It is the case of the physical 
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constraints (e.g. mass or energy conservation) of the grid-to-grid interpolations for climate 

modelling applications.  In  such a case,  the use of  O-PALM and the CWIPI interpolation 

library (with specific enhancements) has to be thoroughly studied and evaluated on test cases 

of increasing complexity and size. 

The  open  source  distribution  of  O-PALM  is  the  most  suitable  environment  to  accept 

collaborations and contributions on the coupler development on all these topics.

5 SOME APPLICATIONS

Current O-PALM applications largely go beyond data assimilation and cover many fields 

of  multi-physics  coupling  ranging  from  oceanography  to  hydraulics,  from  hydrology  to 

agronomy, from aeronautics to space engineering and so on.

Some of them are particularly representative of the advantages coming from the dynamic 

coupling and from the user friendliness of the API's and of the user interface.

For instance we could mention the use of O-PALM for the coupling of an adaptive 2D 

surface biosphere model to different parallel  atmosphere circulation limited area models. In 

such a case,  not  only the dynamic features  of  O-PALM can easily  take into account the 

adaptive model, but also the compact syntax used to describe data exchanges allows for a 

quite generic implementation with different atmosphere models [12].

Some full size, near real time applications, like the operational ocean data assimilation and 

forecast suite of the MERCATOR operational oceanography centre or the air quality data 

assimilation  and  forecasting  system  Valentina,  based  on  the  MOCAGE  chemistry  and 

transport model [13], provide a very satisfactory test bench for the O-PALM performances in 

large scale parallel applications.

We  should  also  mention  the  recent  use  of  O-PALM  for  the  implementation  of  a 

demonstrative  data  assimilation  suite  based  on  a  1D  hydraulic  model  used  in  flood 

forecasting. The graphic algorithm representation proves to be a very useful pedagogical tool. 

Furthermore, the generic formalism allows for the application of the demo suite to real life 

applications with no changes in the code lines [14].

To  give  a  detailed,  application  oriented  example  of  the  use  of  O-PALM  in  real  size 

problems,  we  present  here  a  study  in  a  relevant  computational  fluid  dynamics  research 

domain: the determination of heat loads that is a key issue in gas turbines conception, because 

wall temperatures and heat fluxes are a major constraint in the design of combustors and 

turbine blades. Indeed, the life duration of turbine components directly depends on the wall 

temperature and therefore designers imperatively need an accurate prediction tool. Numerical 

simulations of the thermal interaction between fluid flows and solids is therefore of primary 

interest. The complex flows observed in the turbine environment are much better predicted in 

the Large Eddy Simulations (LES) framework, especially when considering thermal effects.

To simulate  a  cooled  turbine blade  it  is  necessary to  couple  a  LES solver  and a heat 

transfer code within solids [15,16].  The LES solver used is the AVBP code [17,18,19,20], 

which solves the full compressible Navier-Stokes equations on unstructured meshes, using a 
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cell-vertex/finite  element  approximation  and  a  Taylor-Galerkin  weighted  residual  central 

distribution scheme. The calculation of thermal diffusion in solids is performed with the code 

AVTP, solving the classical heat equation [16]. AVTP also uses unstructured meshes and is 

advanced with a first-order explicit forward Euler scheme. 

The study simulates a cooled blade of the T120 cascade, which was designed by Rolls  

Royce Deutschland for the European project AITEB [21]. Experiments were conducted in the 

High-speed Cascade Wind Tunnel  of  the Institute  of  Jet  Propulsion  of Aachen [22].  The 

highly-loaded high-pressure turbine airfoil of the T120 cascade was designed  to have a large 

separation on the pressure side. The blade is operated at a Reynolds number of 3.8 •  105 and a 

Mach number of 0.87, based on the exit velocity and the chord. The film cooling device of the 

T120D blade is composed of three holes located on the pressure side, repeated in the spanwise 

direction  to  form a  pattern  of  jet  rows (Fig.  3-a).  The computational  domain  covers  one 

cooling hole  pattern  in  the  spanwise direction,  with periodicity  boundary conditions.  The 

unstructured mesh is composed of 6.5 millions of tetrahedral elements for the fluid zone, and 

600 000 elements within the solid. The skin meshes are the same for the fluid and the solid so 

that no interpolation error is introduced at this level when CHT is simulated. The converged 

thermal state is obtained in 10 characteristic solid time scale and requires about 4800 CPU 

hours. At the converged state, the net heat flux through the blade reaches zero. Figure 3-b 

shows an instantaneous snapshot of temperature distribution in the fluid and solid domains.

(a)           (b)

Figure 3: Instantaneous snapshot of cooling air distribution (a) and temperature distribution in the fluid and solid 

domains (b).

Figure 4 compares experimental and numerical cooling efficiency fields on a 2D plot over 

the pressure side. 

The computation  matches  the  experimental  visualization  fairly  well  and evidences  the 

thermal effects of the cooling jets on the vane.
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Figure 4: 2D plot of time-averaged cooling efficiency on the pressure side: comparison of experimental results 

and coupled simulation. The scale of θ corresponds only to the LES field.

6 CONCLUSIONS

The O-PALM coupler has reached a high degree of maturity and stability. It is currently 

used  for  more  than  50  research  and  industrial  projects  ranging  from  operational  data 

assimilation to multi-physics modelling, from climate change impact assessment to fluid and 

structure interactions.  It  implements  a  dynamic coupling paradigm based  on portable  and 

effective  technical  solutions.  It  is  well  suited  for  the  evolution  of  the  current  coupling 

technology towards the exaflop machines of next generations and several research centres and 

engineering companies  are attentively  considering  this  issue.  Having become open-source 

since the beginning of 2011, O-PALM is aiming to be a tool of reference for dynamic and 

high performances coupling applications and ongoing researches in coupling technology. 
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