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Abstract. In this work we study the early onset of void growth by dislocation emission
at finite temperature in single crystal of copper under uniaxial loading conditions using
the HotQC method. The results provide a detailed characterization of the cavitation
mechanism, including the geometry of the emitted dislocations, the dislocation reaction
paths and attendant macroscopic quantities of interest such as the cavitation pressure. In
addition, this work shows that as prismatic dislocation loops grow and move away from
the void, the material surrounded by these loops is pushed away from the void surface,
giving rise to a flux of material together with a heat flux through the crystal.

1 INTRODUCTION

Crystal defects play a critical role in determining macroscopic properties of solids, even
when they are presented in small concentrations [1, 2]. Defects such as vacancies and
nanovoids, modify the perfection of the crystal lattice and produce changes in different
scales of length and time. The void nucleation mechanism is usually followed by plastic
cavitation when the void attains the critical size for dislocation emission. Furthermore, the
dissipation of this plastic work generates thermal fields around the nanovoid that fosters
localization of deformation and mass transport by self-diffusion through dislocation cores
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[3]. This coupling between mass transport and heat flux occurs on multiple time and
length scales. As a result, the study of this type of problems must reproduce the coupled
nature of the thermoelastic response of the material as well as their mustiscale nature.

One multiscale approach which enables us to simulate thermomechanical coupled prob-
lems such as void cavitation and crack tip opening, among others, is the Quasicontinuum
method (QC). This method was proposed fifteen years ago [4] as a multiscale modeling
approach for the solution of mechanical problems where atomistic resolution is required in
a localized subset of the domain under analysis. Initially, the QC was applied to the solu-
tion of mechanical problems in solids with defects at 0K. More recently, the method has
been extended to encompass non-equilibrium coupled thermomechanical problems [5, 3],
enabling the full analysis of continuum/atomistic domains at finite temperature and away
from equilibrium. This extension is called HotQC method and has been applied to differ-
ent plasticity problems such as nanoindentation [5] and nanovoid growth under triaxial
load [3]. The development of the HotQC method for non-homogeneous temperature dis-
tributions relies on three main considerations. Firstly, the instantaneous vibrations of
the atoms are eliminated through the use of the Jayne’s principle of maximum entropy
[6], by performing phase averages and formulating a mean field free energy in terms of
the macroscopic atomic variables, i. e., position, temperature and frequency. Secondly,
a variational thermoelastic formulation proposed by Yang et al. [7] is required in order
to describe equilibrium and non-equilibrium processes. Third, a coarse-graining model of
the material allows bridging the continuum and atomistic scales. The method starts with
a small and complete atomistic system around a core defect. One of the main advantages
of the HotQC methodology, is that we can simulate systems in different thermodynamic
states, varying from isothermal to adiabatic states. In this work, we study the evolution
of void growth in copper single crystals at finite temperature under uniaxial load using
the HotQC method.

2 SIMULATION DETAILS

The simulations performed in this work were carried out using the following set up.
The representative volume ΩRV is a cubic box of dimensions (72a0)

3 of Cu simulated
using the EAM-type potential proposed by Mishin et al. [8]. Since the publication of our
preliminary results [9, 10] where we used a different EAM potential, we have observed
that the results present a high dependency on the interatomic potential used to perform
the simulation. Even though this discussion is beyond the scope of this paper, we would
like to mention that it is mostly due to the stacking fault energies predicted by each
interatomic potential. In the center of the volume a full atomistic zone, which is a cube
of dimensions (14a0)

3, is defined. A spherical void of 12a0 diameter is modeled in the
center of ΩRV , by removing atoms from the initial atomistic zone. Away from the full
representative zone we apply systematically coarsening of the sample ΩRV using a set of
representative atoms or nodes. Therefore, a Finite Element (FE) mesh is constructed
using a Delaunay triangulation over the nodes. Previously to loading process the sample
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is allowed to relaxed at an initial temperature T0 = 300K, this is performed by the
minimization of the mean field free energy with respect to nodal positions and frequencies.
For the thermal expansion, the Boundary Conditions (BC) applied to the sample consist
on fixing the normal displacement of the atoms in planes x = 0, y = 0 and z = 0. This
BC ensures isothermal expansion of the crystal without distortion.

After the thermal expansion, the computational cell is deformed applying a homoge-
neous deformation gradient to simulate a uniaxial load in [001] direction, where the de-
formation increment is set as 0.1%. Hence, we impose dilatational displacements on the
external boundaries, i. e., at z = ±36a0 and find the equilibrium positions of the remaining
ones by minimizing the mean field free energy. In every deformation step, an equilibrium
configuration is found using a nonlinear conjugate gradient [11], or alternatively dynamic
relaxation method is used [12, 13, 14] when the computational minimization process dur-
ing a certain loading step becomes very slow. In addition, the temperature is allowed to
change between steps of deformation and its equilibrium value for each atom is reached
by using a nonlinear conjugate gradient algorithm. Finally, in order to capture all the
emitted dislocations surrounding the void, we implement a routine that automatically
remeshes the sample using the second invariant of the deviatoric part of the Lagrangian
strain tensor as adaptivity indicator. In this work, we focus on the detailed analysis of
dislocations patterns emitted from the void surface at high strain rate load, ǫ̇ = 1010s−1,
typical of molecular dynamics calculations, and the evolution of the atomic temperature
during the process.

3 RESULTS

In a previous publication [3], we have estimated the range of strain rates for which
microinertia is expected to play a significant role during void growth. Our findings were
consistent with foregoing continuum analysis and suggested that inertia is negligible for
small enough voids. Based on this, we restrict attention for the present to quasistatic
HotQC calculations.

Figure 1 shows the evolution of the virial stress vs strain, as well as the void frac-
tion (Vvoid/Vsample) for an initial temperature of 300K and strain rate ǫ̇ = 1010s−1. We
distinguish four main stages in the virial stress evolution: i) an initial elastic regimen
up to the cavitation of the void at ǫ = 6.5%, characterized by the elastic expansion of
the void without the emission of dislocations, ii) a second and third plastic stages where
dislocations are emitted from the void surface and which extend up to ǫ = 9.0% and
ǫ = 13.0%, respectively, and finally, iii) a fourth stage characterized by loss of stiffness up
to ductile failure of the crystal. The deformation mechanisms which dominates the void
growth under uniaxial load are revealed in details in the following section.
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Figure 1: Virial stress vs strain and void fraction for single crystal copper predicted by
HotQC using Mishin potential for a simulation sample of size 72a30 and void of radius 2.2
nm.

(a) Shockley partial dislocations at ǫ = 6.8%. (b) Trailing edge dislocations at ǫ = 7.0%.

Figure 2: Dislocations emission from the void surface for uniaxial loading case. (a)
Shockley partial dislocations with Burgers vector 1/6〈211〉 emitted from the void at ǫ =
6.8%. (b) Trailing dislocations of the first ones are emitted at ǫ = 7.0%.
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Figure 3: Lomer-Cottrell dislocations emitted from the void surface at ǫ = 8.5%. (T0 =
300K and ǫ̇ = 1010s−1).

Dislocations Emission

The virial stress vs strain curve (Figure 1) presents a linear behaviour up to ǫ = 6.5%.
Throughout this first stage, the void is mostly deformed along the loading direction and no
significant transversal deformation is observed. However, as the strain attains the value
of 6.6%, the critical stress for cavitation is reached, and therefore, we start observing
dislocation emission from the equator of the void (z = 0). This first set of eight stacking
fault dislocations grow on planes {111} with Burgers vector 1/6�211�. In this sense, due to
its shorter Burgers vector, Shockley partial dislocations are energetically more favourable
than other type of dislocations [15, 16]. The Burgers vectors of the leading Shockley
partial dislocations emitted are

Table 1: Leading dislocations emitted from void surface

z positive axis z negative axis
Z1 : 1/6[112] Z5 : 1/6[112]
Z2 : 1/6[112] Z6 : 1/6[112]
Z3 : 1/6[112] Z7 : 1/6[112]
Z4 : 1/6[112] Z8 : 1/6[112]
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Figure 2a shows the set of leading dislocations emitted at ǫ = 6.8%. As the energy of the
Shockley partial dislocations is lower than any other type of dislocation, the stacking fault
plane expands outward easily. In addition, during this plastic growth regime, a second set
of Shockley partial dislocations is emitted from the void surface, which are the trailing
edge dislocation of the first set, as we can see in Figure 2b. However, the shear stress in the
crystal decreases proportionally to 1/r2 from the void surface [17] and consequently the
driving force needed to move the set of stacking fault planes also decreases. Hence, these
stacking fault planes decelerate giving rise to different dislocation structures. Therefore,
additional shear loops with 1/6�211� Burgers vector are emitted from the void along the
perpendicular direction to the loading direction. These shear loops join at the intersection
of planes x = ±z with x0 = ±R0 and y = ±z with y0 = ±R0 to form a Lomer-Cottrell
dislocation at ǫ = 8.5%. Figure 3 shows the atoms comprising the void surface together
with the Lomer-Cottrell dislocations that remain attached to its surface. For instance,
dislocation reactions on the x = R0 plane might be summarized as

X1 : 1/6[121] + 1/6[121] → 1/3[101] (1)

X2 : 1/6[121] + 1/6[121] → 1/3[101]

X3 : 1/6[121] + 1/6[121] → 1/3[101]

X4 : 1/6[121] + 1/6[121] → 1/3[101]

The Lomer-Cottrell dislocations form a rhombus shape and constitute the starting
point for the emission of four Prismatic Dislocation Loops (PDL) along directions �110�.
The mechanism underlying the emission of the PDLs along the �110� directions is as
follows: first, two shear loops are emitted form the void surface on two different planes,
such as (111) and (111). Following these two shear loops, another two are also emitted
on the same planes to form the rhomboidal shape which characterizes the PDLs (see
Figure4b). The complete reactions for the shear loops into prismatic ones are

1/6[211] + 1/6[211] + 1/6[121] + 1/6[121] → [110] (2)

1/6[211] + 1/6[211] + 1/6[121] + 1/6[121] → [110]

1/6[121] + 1/6[121] + 1/6[211] + 1/6[211] → [110]

1/6[211] + 1/6[121] + 1/6[211] + 1/6[121] → [110]

Figure 4 shows the complete sequence of dislocation patterns, including the emission of
stacking faults and PDLs at different values of deformation. Finally, when the strain
reaches ǫ = 13%, the crystal gradually loss stiffness ending with the ductile failure at
about ǫ = 15%.
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(a) Dislocations at ǫ = 8.0%. (b) Dislocations at ǫ = 9.0%.

(c) Dislocations at ǫ = 10.0%. (d) Dislocations at ǫ = 11.0%.

(e) Dislocations at ǫ = 12.0%. (f) Dislocations at ǫ = 13.0%.

Figure 4: Dislocations emission from the void surface as the deformation increases. The
snapshots are taken for 8.0% to 13.0% at steps of 1.0% of deformation. The load is applied
in the vertical direction. All figures have the same scale. (T0 = 300K and ǫ̇ = 1010s−1).
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Temperature Evolution

Figure 5a shows the time evolution of the temperature at three different points within
the crystal: one point on the surface of the void, a second point near to the void and a
third point far from the void. Before attaining the critical strain for dislocation emission
ǫ = 6.5%, the crystal cools down due to the thermoelastic effect as expected for large strain
rates. This variation in the temperature is clearly linear in consequence with the linear
deformation of the crystal. However, when the deformation within the sample reaches
the critical value for dislocations emission, the temperature in the vicinity of the void
surface increases. The highest temperature is reached at the void surface and the increase
is about 20K. Figure 5b shows the temperature field of plane z = 0 for a deformation
of ǫ = 7.0%. We clearly observe that the temperature field after dislocations emission is
inhomogeneous and varies notably near to the void surface. Figure 5b also shows other
important behaviour in the evolution of the atomic temperatures, showing how the atomic
temperature increases when one PDL is passing through the atom labelled as ”Near to
the void” (located around 5σ0 from void surface in [110] direction). The increment of the
atomic temperature due to dislocations emission indicates that as the PDLs move away
the material surrounded by the dislocation loops is pushed away from the void surface,
giving rise to a flux of material together with a heat flux through the crystal. Finally,
when deformation reaches about 12.0% the temperature homogenizes within the crystal
and continues cooling down up to the end of the simulation.

Void Growth

Figure 6a shows the initial configuration of the void at T0 = 300K. At this point, the
void is a discrete sphere of radius r0 = 6.0a0. When the sample is deformed the void starts
growing elastically in the loading direction up to the first yield point at ǫ = 6.5% and no
transversal growth is observed, as we can see in Figure 6b. After this point, the critical
strain for dislocations emission is reached and dislocations arise from the void surface. A
detailed description of the evolution of the void growth as a function of the applied strain
helps us to understand the mechanism of deformation underlying this loading condition.
In fact, Figure 6c shows that the void grows in the direction perpendicular to the applied
load in order to relax the internal energy of the crystal which causes the emission of
dislocations. This mechanism has been predicted before based on continuum theory of
spherical void growth and is known as prolate-to-oblate transition (see [18] and references
therein). Finally, as deformation increases, the atoms comprising the surface of the void
change their position and the void adopts an octahedral shape (see Figure 6f). This effect
has also been observed in MD simulations performed by [19] where they attribute the
octahedral shape to several factor such as: the low surface energy of the {111} surfaces
common in fcc metals, the high anisotropy of the copper elastic constants and the {111}
dislocation glide systems.
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Figure 5: (a) Temperature evolution at different position within the crystal: void surface,
near to the void surface and far from the void surface. Void fraction is also plotted. (b)
Temperature field for ǫ = 7.0% along the plane z = 0. Results obtained for T0 = 300K
and ǫ̇ = 1010s−1.
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(a) Initial void. (b) Void at ǫ = 6.5%.

(c) Void at ǫ = 6.6%. (d) Void at ǫ = 8.5%.

(e) Void at ǫ = 10.0%. (f) Void at ǫ = 12.0%.

Figure 6: Void growth under uniaxial loading conditions. (T0 = 300K and ǫ̇ = 1010s−1).
All figures have the same scale.
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4 CONCLUSIONS

We have applied the HotQC method [5] to the study of quasistatic void growth in
copper single crystals at finite temperature under uniaxial expansion using the EAM-type
potential proposed by Mishin et al. [8]. We find that, upon the attainment of a critical or
cavitation strain of the order of ǫ = 6.5%, dislocations are abruptly and profusely emitted
from the void surface and the rate of growth of the void increases rapidly in directions
perpendicular to the loading direction. The simulation carried out in this work shows the
emission of four PDLs in 〈110〉 directions. This effect is called prolate to ablate and has
also been observed in MD simulations [19] as well as for void growth using continuum
mechanics [18]. Regarding the temperature field within the sample, prior to cavitation,
the crystal cools down due to the thermoelastic effect. By contrast, dislocations emission
after cavitation causes a rapid local heating in the vicinity of the void, which in turn
sets up a temperature gradient and results in the conduction of heat away from the void.
This result indicates that the problem of void growth at finite temperature need to be
performed using a coupled computational tool, such as HotQC method, which allows us
the study of both thermodynamic and plastic evolution of the crystal.
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[19] E. Seppälä, J. Belak, and R. Rudd, “Effect of stress triaxiality on void growth in
dynamic fracture of metals: A molecular dynamics study,” Physical Review B, vol. 69,
no. 13, p. 134101, 2004.

13

1225




