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Abstract. In this paper, a parallel sampling strategy dedicated to SAO is proposed to enhance 
the competence of exploration and convergence simultaneously in the optimization process. In 
the parallel sampling procedure, new sampling points are identified in the pareto front of the 
multi-objective optimization problem, which is solved with the Normal constraint (NC) method. 
The objectives of the optimization problem are the two indices to represent the competence of 
exploration and convergence, and the sampled points will be evaluated by the true model in a 
parallel way. Furthermore, the proposed methodology is evaluated on two benchmark tests. 
Compared to other optimization algorithms, the PSAO algorithm yields equivalent or better 
objective values while the number of optimization iterations required to find the same global 
optima is reduced by multiple orders of magnitude, which substantially reduce the computing 
costs in the tested structural design optimization tasks, highlighting the applicability of the 
PSAO structural design optimization problems.  

 
 
1 INTRODUCTION 

Structural design optimization remains an important and challenging topic in the engineering 
design of lighter, more effective structures [1]. Design optimization aims to determine the 
optimal shape of a structure by maximizing or minimizing a given criterion, such as stiffness 
or weight, subject to stress or displacement constraints. Over the past decade, a number of 
optimization algorithms have been extensively used in structural optimization tasks, such as 
gradient-based algorithms, evolutionary algorithms (EAs) and approximation-based 
optimization algorithms [2]. Of course, advantages and disadvantages are associated with any 
optimization technique.  

Several examples of gradient-based optimization applied to structural design problems exist 
in the literature [3, 4]. However, gradient-based optimization techniques are extremely sensitive 
to the initial guess and prone to trapping in local optima.  

In the past few decades, structural design optimization problems have been increasingly 
solved by EAs such as the genetic algorithm [5], simulated annealing [6], particle swarm 
optimization [7] and the artificial bee colony algorithm [8]. EAs present several advantages 
over gradient-based methods [9]. Drawbacks of these methods are the huge number of function 
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evaluations required.  
In approximation-based optimization techniques, objective functions are expressed as low 

order polynomial approximations to explicit functions. The accuracy of these techniques is 
acceptable and the computational cost is much reduced. Commonly applied approximation 
techniques include the response surface method [10, 11], neural network [12, 13], polynomial 
regression models [14], Kriging methods [15] and the radial basis function (RBF) [16]. 
However, these techniques introduce error into the meta-model, which reduces their reliability. 

The SAO algorithm has been recognized as one of the most attractive approaches for 
engineering optimization [17]. The success of an SAO algorithm depends chiefly on the 
approximation technique and the sampling strategy. Therefore, this paper focuses on improving 
the sampling strategy to the extent that SAO becomes applicable to structural design 
optimization problems. The paper is structured as follows: Section 2 introduces the general 
formulation of the SAO approach and proposes a parallel sampling strategy. Finally, the 
procedure of the PSAO is presented. Section 3 presents two structural optimization case studies, 
which are used to demonstrate the efficacy of the methodology. Concluding remarks are 
presented in Section 4. 

2 PARALLEL SEQUENTIAL APPROXIMATION OPTIMIZATION 

2.1 General framework of the sequential approximation optimization 
Let us consider a general structural optimization problem with constraints: 
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For most structural design problems, the objective function and constraints are implicit 
functions of design variables, usually obtained by finite element analysis (FEA). Since the 
computational cost for FEA may be high, the number of analyses carried out during the 
optimization has the main impact on the efficiency of the algorithm. This has initiated the 
development of optimization techniques that are suitable for structural design problems [18].  

In the classical approximation-based optimization procedure summarized in [19], the 
accuracy of the surrogate model could be degraded by an ill-chosen initial sample, leading to a 
deceptively positioned optimum. Here we assume that our optimum design is the best result of 
the true function, not that of the surrogate. Results from the surrogate are therefore evaluated 
by comparison with the true function evaluations. Additional calls to the true function are used 
to both validate the surrogate and enhance its accuracy. Thus, as shown in Figure 1, the SAO 
approach selects the new points at which the true function is called. Applying a series of new 
infill points based on some infill criteria (also known as a sampling strategy), the objective 
function is sampled using a constantly changing surrogate model [20]. 
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Figure 1: General framework of the sequential approximation optimization 

The SAO-based structural optimization can be mathematically expressed as: 
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the m-dimensional design variable X is scaled into an m-dimensional unit hypercube x by 
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Here ( ) ( )nf x is the thn approximation of the objective function, ( ) ( )n
ig x and ( ) ( )n

jh x are the

thn approximations of the constraints. In addition, ( ) ( )nS x is a constraint deduced from the 
sampling strategy in the thn iteration. 

2.2 Parallel sampling strategy  
Since its proposal, a number of sampling strategies have been applied to the SAO algorithm 

[21, 22]. These strategies can be roughly divided into three categories: exploitation, exploration 
and balanced exploitation/exploration. The sampling strategies are usually performed by 
infilling the new point sequentially, which imposes restrictions on the capability of exploration 
and convergence. In this section, a parallel sampling strategy is proposed. 

The simplest exploitation sampling strategy for SAO is to find the optimum of the surrogate 
model ( )s x , while exploration maximizes the minimal Euclidean distance between sampling 
points ( )d x , given by  
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 ( ) ( )( ) min( ( ) ( )) ( 1,2, , )n T n n
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where ( )nN is the number of sampling points before the thn sampling. Here we adopt an 
adaptive sampling strategy by solving the multi-objective optimization problem  
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where l is the number of inequality constraints and m is the number of equality constraints of 
original optimization problems, ( ) ( )ns x is the meta-model constructed before the thn sequential 
sampling. Then the optimal solution of (1) together with the real response evaluated by the 
original model will be regarded as new sampling points to update the surrogate model. Solving 
problem (5), the Pareto front is easy to be obtained by Multi-objective Optimization 
Evolutionary Algorithms (MOEAs), such as NSGA or NSGA-II.  

Given the number of parallel sampling points, denoted by k , the procedure of parallel 
sampling is shown as follows: 

Step 1: solve the multi-objective optimization problem (5) to get the Pareto front; 
Step 2: select k points on the Pareto front evenly as the sampling points, which is illustrated 

in Figure 2; 
Step 3: Once these k sampling points are identified, those selected points are evaluated in 

parallel using the true model. 

Pareto front

Sampling points

s(x)

d(x)

 
Figure 2: The illustration on the sampling points on the Pareto front 

2.3 Procedure of the parallel sequential approximation optimization 
Figure 3 presents a detailed flowchart of the PSAO algorithm, which is roughly divided into 

four blocks: the Initial stage, Approximation stage, Termination criteria and Sampling stage. 
Each block is elaborated below: 

(1) Initial stage 
In this stage, the m-dimensional design variable is scaled into an m-dimensional unit 

hypercube, which is then sampled by the Optimal Latin Hypercube Design (OLHD) method. 
The number of sampling points N is generally estimated from the following rule: 
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Finally, the objective function and the constraints of the sampling points are evaluated from 
the true model, and an initial sample set is generated. 

Scaling the m-dimensional design variable into an m-dimensional unit hypercube

Initial sampling using Optimal Latin Hypercube Design method

Evaluating objective function and constraints of the initial sampling points

Termination Criterion Satisfied?

Initial Stage

Approximation Stage

Sampling Stage

Determining the width of each Gaussian basis function based on the local
density of sampling points

Constructing the surrogate model of objective and constraints from sampling points

Solving the multi-objective optimization problem (5) to obtain the pareto front

End

Evaluating the selected points based on the original model

Add new
sampling point

Yes

NO

Solving the approximation-based optimization using PSO algorithm

Selecting k points on the Pareto front evenly as the sampling points

 

Figure 3: Procedure of the PSAO 

(2) Approximation stage 
Based on the sample set, a surrogate model of the objective function and its constraints is 

constructed using the enhanced approximate technique [23], whose kernel widths are obtained 
based on the local density of sampling points. The proposed point-density based estimate of the 
width of basis function demonstrates good performance for both uniform and non-uniform 
sampling points. Finally, the surrogate-based optimization problem is solved by the PSO 
algorithm [7]. 

(3) Termination criteria 
The PSAO is terminated under the following criteria: 
(i) If the relative distance between the optimal solutions of two successive iterations is below 

1%, then evaluate criterion (ii). Otherwise, advance the SAO to the Sampling stage; 
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(ii) If the relative error between the optimal objective functions under the constraints 
imposed by a penalty is less than 1%, then evaluate criterion (iii). Otherwise, advance the PSAO 
to the Sampling stage; 

(iii) If the relative error between the objective functions of the surrogate model and the true 
model in the current iteration is less than 1%, then convergence is reached and the PSAO 
algorithm is terminated. Otherwise, advance the PSAO to the Sampling stage. 

(4) Parallel sampling stage 
The detail of the parallel sampling strategy has been descripted in section 2.2. When 

sampling points are selected, the sampling points together with their responses based on the 
original model are added to the sample set to update the surrogate model in the next iteration. 

3 STRUCTURAL DESIGN OPTIMIZATION CASE STUDIES 
In this section, two case studies from simple to complex are taken from the engineering 

practices to investigate the general-purpose application and advantages of the proposed PSAO. 
The effectiveness and robustness of the proposed PSAO algorithm is validated in comparison 
with other optimization techniques in this section as well. 

3.1 Test case 1 
The first test case is a 72-member space truss with numerous design variables and constraints. 

The geometry and material properties, as well as the node and member numbering system, are 
shown in Figure 4. The optimization objective is to minimize the structural weight. The design 
variables are the cross-sectional areas of the truss members, grouped as shown in Figure 4. This 
grouping reduces the number of design variables to 16 member groups. The area is allowed to 
vary between 0.1 and 2.5 in2. The structure is subject to two loading conditions, as detailed in 
Table 2. The maximum allowable stress (tension or compression) is 25.0 ksi per member group, 
while the maximum allowable planar displacement of each node, in either the x or y direction, 
is ±0.25 in for both loading cases. 

Table 1: 72-bar truss member area groups. 

Area group Truss members Area group Truss members 
A1 1, 2, 3, 4 A9 37, 38, 39, 40 
A2 5, 6, 7, 8, 9, 10, 11, 12 A10 41, 42, 43, 44, 45, 46, 47, 48 
A3 13, 14, 15, 16 A11 49, 50, 51, 52 
A4 17, 18 A12 53, 54 
A5 19, 20, 21, 22 A13 55, 56, 57, 58 

A6 23, 24, 25, 26, 27, 28, 
29, 30 A14 59, 60, 61, 62, 63, 64, 65, 66 

A7 31, 32, 33, 34 A15 67, 68, 69, 70 
A8 35, 36 A16 71, 72 

 

 

Table 2: 72-bar truss loading cases 

Load case Node Fx [kips] Fy [kips] Fz [kips]  
1 1 5.0 5.0 -5.0 
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2 1 0.0 0.0 -5.0 

 2 0.0 0.0 -5.0 
-5.0 

 3 0.0 0.0 -5.0 
-5.0 

 4 0.0 0.0 -5.0 
-5.0 

 
Figure 4: 72-Bar truss geometry 

The optimization problem is solved by the proposed PSAO algorithm for 100 initial 
sampling points. In each iteration, 3 sampling points are selected in parallel. Figure 5 illustrates 
the relative distance and the relative error during the iteration history. The termination criterion 
is satisfied after 102 iterations and the evolution of the objective function is shown in Figure 6. 
The PSAO results are compared against those of recent publications; namely, the original SAO 
[9], penalty based PSO [24], and ant colony algorithms [25]. Table 3 summarizes the previously 
published results for the 72-bar truss problem using the different optimizers. Due to the parallel 
sampling strategy, the capacity of exploration and convergence of the original SAO is greatly 
enhanced. Hence, the number of iteration is reduced. It is noteworthy that the number of 
function evaluations for PSAO (406) is more than that for the original SAO (252). However, in 
PSAO, the sampling points are evaluated by the true model in parallel in each iteration, the 
actual computation time is equal to 202 function evaluations. Moreover, the SAO algorithm 
(PSAO and original SAO) shows a much better performance than EAs, and the number of 
function evaluations required to find the optimal solution is reduced from order 104 to order 102, 
indicating a substantial reduction in computing costs. 
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Figure 5: The best solution convergence history Figure 6: The objective function history 

Table 3: Optimization results for the 72-bar truss 

Design 
Variables PSAO SAO [9] Perez and 

Behdinan(PSO) [24] 
Camp and 

Bichon (ACO)[25] 
A1 [in] 0.157 0.157 0.162 0.156 
A2 [in] 0.546 0.549 0.509 0.550 
A3 [in] 0.405 0.406 0.497 0.390 
A4 [in] 0.566 0.555 0.562 0.592 
A5 [in] 0.520 0.513 0.514 0.561 
A6 [in] 0.518 0.529 0.546 0.492 
A7 [in] 0.100 0.100 0.100 0.100 
A8 [in] 0.100 0.100 0.110 0.107 
A9 [in] 1.258 1.252 1.308 1.303 

A10 [in] 0.513 0.524 0.519 0.511 
A11 [in] 0.100 0.100 0.100 0.101 
A12 [in] 0.100 0.100 0.100 0.100 
A13 [in] 1.898 1.832 1.743 1.948 
A14 [in] 0.513 0.512 0.519 0.508 
A15 [in] 0.100 0.100 0.100 0.101 
A16 [in] 0.100 0.100 0.100 0.102 

Max. stress [psi] 24999.67 24943.87 24485.67 24939.59 
Max. disp.[in] 0.2500 0.24992 0.2497 0.2500 

Weight [lb] 379.61 379.90 381.91 380.24 
Function 

evaluations 
202* 252 >20000 18500 

3.2 Test case 2 
This section presents the design of a moderate-dimensional case study of a bracket structure 

based on the proposed structural design framework. As depicted in Figure 7 eleven parameters 
that significantly affect the performance of the bracket are selected as design variables. Table 
4 presents the feasible range of the design variables. The CAE model of the bracket is shown 
in Figure 8. Young's modulus and Poisson's ratio are settled as 200 GPa and 0.3. The bracket is 
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subjected to a stretching force and a bending moment induced by the forces P1=4.7 kN and P2 
= 4.2 kN loaded at the center of such screws as L1, L2, L3 and L4. In addition, the bracket is 
fixed at the screws including R1, R2, R3 and R4. The optimization objective is to minimize the 
volume while the maximum stress is constrained to be less than 200 MPa and the total 
displacement less than 2cm. 

 

Figure 7: Description of the selected design variables 

Table 4: Design space 

Design variable (cm) Lower bound Upper bound 
D1  1.0 3.5 
D2  12.0 40.0 
D3  10.0 25.0 
D4  2.0 6.0 
D5  12.0 40.0 
D6  10.0 20.0 
D7 1.5 4.0 
D8 5.0 13.0 
D9  25.0 35.0 
D10 35.0 55.0 
D11 8.0 50.0 

 

Figure 8: Details of the CAE model  
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The proposed PASO algorithm is used to solve this optimization problem and the number of 
initial sampling points is settled as 100. In every iteration, 4 sampling points are selected in 
parallel. In this test case, the proposed approach is also benchmarked against other optimization 
techniques as shown in Table 5. The best result from the zero-order optimization method locates 
on the point of 34675.67 cm3 after 186 function evaluations. Pure GA with a population of 50 
individuals and PSO with a swarm of 40 individuals are also used to solve the optimization 
problem, and the optimal volumes of 31493.33 cm3 and 31510.26 cm3 are found after 120 
iterations (6000 FEA evaluations) and 140 iterations (5600 FEA evaluations), respectively. The 
original SAO requires 196 iterations to find the same level of optimal result, i.e. 296 FEA 
evaluations in sum [23]. Comparatively, the proposed PASO runs 152 iterations to get the same 
result as shown in Figure 9 and Figure 10. The total number of FEA iterations is 708. Because 
of the parallel mechanism, the equivalent number of function evaluations is 252. Based on the 
proposed approach, the computing costs of the structural optimization are immensely reduced.  

Table 5: Comparison of the design optimization results  

Optimization method Volume (cm3) Displacement (cm) Stress (MPa) FEA 
evaluations 

CAE built-in optimization 34675.67 1.86 196.5 186 
GA 31493.33 1.94 198.3 6000 
PSO 31510.26 1.96 195.4 5600 
SAO 31481.48 1.96 197.6 296 

PSAO 31502.22 1.96 196.5 252* 
 

 

Figure 9: The convergence history 
 

Figure 10: The iteration history of the objective 
function 

4 CONCLUSIONS 
This research has presented a parallel sequential approximate optimization (PSAO) 

algorithm that is suitable for structural design optimization tasks. This approach intends to 
reduce the computational costs normally associated with structural design problems.  

We introduce a parallel sampling strategy that balances exploration and exploitation, 
allowing high-efficiency searching of the global optimum during the optimization process. The 
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parallel sampling strategy substantially reduces the computation costs required to find the 
optimal solutions. The feasibility, convenience and efficacy of the proposed structural design 
optimization algorithm have been investigated through two cased studies. Furthermore, the 
effectiveness and computational efficiency of the PSAO methodology are benchmarked against 
other optimization approaches as well. The time consumed to find the optimum is reduced from 
the order of 103 to 102 by the PSAO. Accordingly, the proposed PSAO proves to be an adequate 
strategy for effectively and efficiently handling structural design optimization problems. 
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