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#### Abstract

The objective of this thesis is to teach a Baxter robot to learn certain arm trajectories. The robot must be capable of generalizing the primitive movement of the trajectory to new unseen poses. The thesis is framed within a robotized kitchen project with aims to help people with mobility problems. To solve this problem end, a human will record demonstrations, which will be translated to the robots' morphology using an Inverse Kinematics (IK) module. For the learning part Dynamic Movement Primitives (DMP) will be used, due to their capability to take profit of human experience. The proposed system works in the majority of the scenarios, but, it would be expected to behave better when generalizing to new orientations of the arm. However a proposal has been suggested to correct this issue.
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## Introduction

### 1.1 Motivation

Robots nowadays dispose of built-in systems that allow them to move their limbs from one to another position with the less effort possible. However, if you define an starting and an ending point for a movement, the robot will take the optimal path, without having into account if there are possible obstacles and ignoring if they are transporting objects whose content can be dropped, like liquids.
In favor of solving this kind of problems, Optimal Control Theory and, more recently, Reinforcement Learning (RL) communities, have spent a lot of their efforts. This is due, in fact, to the inherent complexity of the Robotics field. We can see this complexity solely observing that, the representations used to define the problems often use high-dimensional continuous states and actions. Different proposals have been taken into account in order to tackle this problems, as detailed in the following survey [1], however, Learning from Demonstration (LfD) and Imitation Learning (IL) can be some of the most interesting ones when it comes to a problem with a high number of restrictions, and, where human experience can be helpful.
Using this kind of approaches, and more precisely Dynamic Movement Primitives (DMP) [2][3], allows us to get rid of the difficulty of defining complex reward functions in RL, which would be needed to meet those hard restrictions, by presenting human demonstrations from which the algorithms can learn and generalize.
Unlike in an industrial environment, where every movement a robot makes is calculated with high precision and where no changes neither in the environment nor the task are expected, we aim to build an assistive technology. In such a field we expect that: the humans that are going to be assisted do not have any kind of technical knowledge; the environment changes; and new tasks can be needed in order to fulfill human's new requirements.

To this end, the technology created must be capable of generalizing to new situations and it must be easy to teach new tasks to the robot, even by non technical personnel.

### 1.2 Context

This thesis is framed within the Interactive robotics for Human Assistance iN Domestic Scenarios (InHANDS) project from the Automatic Control Department of the Polythecnic University of Catalonia. The part of the project this thesis is related to, aims to build a robotic kitchen in order to help people with mobility problems to achieve daily tasks. As it can be seen in Figure 1.1, there are several robotic devices in the laboratory which will help the user, among them, the Baxter Research Robot [4], is the one in which this work will be based on. A picture of the robot can be observed in Figure 1.2.


Figure 1.1: Kitchen laboratory.

### 1.3 Objectives

The main objective of this thesis is to design a LfD approach that allows the robot to learn certain trajectories. The goal is to generalize those trajectories in order to start or end in different positions than the specified originally.

Instead of using the robot arms to record the trajectories, these will be recorded though human demonstrations using a Kinect camera. This allows


Figure 1.2: Baxter Research Robot.
anybody to record the trajectories they desire without having any technical knowledge on robotics. For sake of simplicity, this thesis will only work on trajectories for the right arm of the Baxter robot.

In order to accomplish the final goal, the following sub-goals must be achieved:

1. Create a system able to capture different joints of a human body in movement.
2. Make a conversion of reference systems from the camera center to the human base spine.
3. Preprocess the data to avoid errors caused by the sensing system.
4. Calculate the orientation of the hand, to a format understood by the Baxter robot.
5. Create a system that given a position and an orientation of the hand can resolve a configuration of the robot joints for the right arm. Additionally, this system should take into account previous states of the robot arm.
6. Create and tune a system via DMPs, able to learn proposed trajectories and to generalize to new non previously seen situations.

### 1.4 Outline

In Section 2 we will comment the State of the Art on the area. Later in Section 3 the solution developed in order to solve the problem will be explained. In section 4 the experimental setup will be commented to subsequently explain the results obtained in section 5 . In section 6 we will explain the conclusions this thesis leads to and finally in section 7 we will give details of how to keep developing this work further from this thesis.

## State of the Art

In this section we will discuss different solutions in the State of the Art to solve the problem of learning trajectories in a robot. More concretely we will review several solutions specifically designed for Baxter Research Robots.

### 2.1 Optimal Control Problems

Optimal Control is an area that calculates optimal control policies for dynamical systems optimizing cost functions defined by the user. Classical approaches to solving this problem often require complete knowledge of the system dynamics, however, Reinforcement Learning (RL) discipline has been developing several tools to overcome this problem. In RL, an agent learns a policy to optimize a long-term reward by means of interaction with the environment in order to accomplish a goal. This survey [5], shows different methods for optimal control problems using RL. It treats, additionally, the optimal tracking control problem, which is related to the topic of this thesis. In optimal tracking the controllers should ideally make the states or outputs of the system track a reference trajectory. In particular, [6] offers a solution to the optimal tracking control problem in continuous time systems using an off-policy Integral RL algorithm which allows to ignore the system dynamics. More algorithms specifically developed to cope with non-affine systems can be found in $[7]$ and $[8]$. However, in this kind of solutions, it is necessary to still manually define complex reward functions which may be difficult to be defined, and above all, they do not take profit of the experience a human can contribute.

In this survey on Learning from Demonstration robotic systems [9], the authors recommend different solutions in order to convert the human skills and experience into something valuable for the problem. This kind of solutions offer a framework in which the user does not need to have programming skills, it just needs to create the movements that the algorithm will assim-
ilate, either by kinesthesic, motion-sensor or teleoperated demonstration. The mentioned work proposes different approaches for LfD systems. The first of them is using Hidden Markov Models (HMM) given their ability to encapsulate both spatial and temporal variability. These systems can also be used to recognise and generate new motions at the same time, due to the nature of their generative model. Other proposed approach is the use of Gaussian Mixture Models (GMM), for systems with high noise or where not enough samples can be collected. Among those models, it is highlighted the use of Dynamic Movement Primitives (DMP) for being suitable for following a specific path, being robust to perturbations and also for being faster than HMM. Above all, DMPs are preferable for their favorable components for formalizing nonlinear dynamic movements.
Due to this facts, the solution proposed in this thesis will be based on DMPs.

### 2.2 Baxter Research Robot

In [10] the authors pursue the same goal of this thesis, teaching a Baxter robot through human demonstrations using a Kinect camera. However, their process is different, since they dispose of additional decives, like Myo Armbands. This armbands are capable of calculating the wrist and elbow angular velocities. Instead of using the Inverse Kinematics (IK) module of the Baxter robot, about which we will talk later, they create their own mapping of human to robot joints. Additionally, to solve the learning part they use Kalman Filters and Radial Basis Function (RBF) Neural Networks.
A different proposal can be observed in [11], where they teach a Baxter robot using Kinect sensors. Instead of using Kalman Filters and Neural Networks they propose an extension of DMPs which allows them to learn from multiple demonstrations, by means of modelling them using GMMs. They feed the DMP system with joint space trajectories, however they do not make explicit the conversion from the Human Kinect skeleton to the Baxter joints.
A more ambitious approach can be observed in [12]. Here, they introduce a novel LfD framework that divides the process in three independent but
connected phases: the teaching phase, modelled by a GMM; the learning phase, which makes use of DMPs; and finally the reproduction phase, modelled using a RBF NN. This system is also feed with trajectories in the joint space.
We can appreciate how several approaches opt for using DMPs in some part of the learning process and how all of them make some previous conversion, if necessary, to the joint space before learning.

## Proposal

The developed proposal can be divided into three parts: the data collection part, in which a sensing device, in our case a Kinect camera, will be used to record the human demonstrations; the preprocessing step, where the collected data is processed to avoid errors and the orientation of the demonstrator's hand is calculated; and finally the robot learning part, where the processed records are translated into a format the robot interfaces can use, feeding the DMP system with this data to be.
In LfD proposals there are different approaches to demonstrate the trajectories [9][13]. In Kinesthesic approaches the movements are recorded directly from the robot. In this cases, the user moves the robot's endpoint in zero gravity mode. This could be complicated as moving the arms of the robot is not easy given the 6 or 7 Deegrees of Freedom (DOF) they commonly have. Another approach is to use teleoperated systems, but this would lead to less natural movements, as it is difficult to move all the 7 DOF in real time. Finally, motion-sensing systems can be used to capture the position of a human's joints. While this could lead to more natural movements, the user relies on the accuracy of computer vision algorithms which may be low in some cases. Additionally, the correspondence problem [14] appears in this approach, since the human joints' and the robot joints' morphology is not the same.
However, the last approach is the one that requires less knowledge from the user to execute the demonstration, and therefore, it will be selected to develop the work.
For the purpose of solving the correspondence problem between the captured data and the robot interfaces, we will use the Inverse Kinematics system offered by the robot. This system, given a position in the Cartesian space and an orientation of the robot's endpoint with respect to its base, can calculate a set of joint angles that will allow the robot arm to get to this pose. To clarify, the demonstrator's hand will act as the robot's endpoint.

### 3.1 Data Collection

As mentioned before, the motion-sensing approach will be used in this work. In order to sense the human body to capture the data, we will use a Kinect device [15] connected to a Windows 10 system.

A Kinect camera is able to detect different joints of a human body applying Computer Vision algorithms to the depth and color images it can capture. In Figure 3.1 we can observe the different joints provided by the device. Given the joints we can capture and the fact that we have to provide a position and an orientation, the right wrist coordinates ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) will be saved for indicating the position of the robot endpoint, and the right hand and right thumb coordinates will be used together with the wrist coordinates to calculate the orientation of the hand with respect to the spine base coordinates of the body.


Figure 3.1: Different joints the Kinect camera can capture. [16]

To record the data, the Body Basics-WPF example program provided by the Kinect for Windows SDK 2.0 [17] has been modified using C\#. The Kinect API offers a variable telling whether the pose of the hand has been captured with high confidence or not, but after testing this variable and seeing that there were large periods of up to 8 seconds with missing data we decided not
to use it. Therefore, the timestamp of every record will be saved for later manual preprocessing, making sure the poses used in the learning process are clean.

A picture of the Kinect camera can be seen in Figure 3.2 along with its coordinate system. Noticing during early tests the low reliability of the camera for capturing the hand and, above all, the thumb coordinates, different takes were recorded per every demonstration, having the camera in different positions but always maintaining the Y axis of the camera parallel to the demonstrator body, in front of him. This way we make sure that some of the takes captured will be correct.


Figure 3.2: Coordinate system of the Kinect devices. [18]

### 3.2 Preprocessing

At this stage of the project, the data is being collected with respect to the Kinect coordinate system. However, if we observe the Baxter coordinate system in Figure 3.3, we can see that it does not correspond with the Kinect coordinate frame. To solve this, it will be necessary to create a rotation matrix which transforms the points from the Kinect to the Baxter coordinate frame, assuming the center of the new coordinate frame is the base spine of the human demonstrator. After this change of reference systems, we have to clean the data to avoid the robot to do unexpected movements that could damage itself. To end this stage, we have to calculate the hand orientation with the data we dispose of.
The change of reference system is done before saving the Kinect data using C\# and the rest of the work is done using Python.


Figure 3.3: Coordinate system of the Baxter Research Robot. [19]


Figure 3.4: Comparison of the two coordinate systems.

## Kinect to Baxter transformation

Considering that the Baxter coordinate system is in front of the Kinect one, and assuming that all the axis of one frame are parallel to one of the axis
of the other, as we can see in Figure 3.4, we will have to apply several transformations to the Kinect system in order to convert it to the Baxter scheme. First, we will translate it a vector $\mathbf{t}\left(t_{x^{\prime}}, t_{y^{\prime}}, t_{z^{\prime}}\right)$, corresponding to the coordinates of the base spine. Then a rotation of $-90^{\circ}$ will be applied around the $X^{\prime}$ axis to later apply another rotation of $90^{\circ}$ around the $Z^{\prime}$ axis. To do this transformation, we can resort to books like [20], that explain algebraic methods for robotics. The translation can be defined algebraically with the following transformation matrix:

$$
\mathbf{T}(\mathbf{t})=\left[\begin{array}{llll}
1 & 0 & 0 & t_{x}  \tag{3.1}\\
0 & 1 & 0 & t_{y} \\
0 & 0 & 1 & t_{z} \\
0 & 0 & 0 & 0
\end{array}\right]
$$

The rotation of $-90^{\circ}$ around the $X^{\prime}$ axis can be defined as:

$$
\operatorname{Rotx}^{\prime}\left(-90^{\circ}\right)=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.2}\\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

And finally, the rotation around the $Z$ ' axis of 90 degrees is determined as:

$$
\operatorname{Rotz}^{\prime}\left(90^{\circ}\right)=\left[\begin{array}{cccc}
0 & -1 & 0 & 0  \tag{3.3}\\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

If we multiply the matrices, we obtain the following transformation matrix:

$$
\left.\left.\mathbf{T}=\mathbf{T}(\mathbf{t}) \operatorname{Rotx}^{\prime}\left(-90^{\circ}\right)\right) \operatorname{Rotz}^{\prime}(90)\right)=\left[\begin{array}{cccc}
0 & -1 & 0 & t_{x^{\prime}}  \tag{3.4}\\
0 & 0 & 1 & t_{y^{\prime}} \\
-1 & 0 & 0 & t_{z^{\prime}} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Thus, if we multiply $\mathbf{T}$ by a vector of coordinates in the Baxter system, we obtain the coordinates in the Kinect system:

$$
\left[\begin{array}{c}
r_{x^{\prime}}  \tag{3.5}\\
r_{y^{\prime}} \\
r_{z^{\prime}} \\
1
\end{array}\right]=\mathbf{T}\left[\begin{array}{c}
r_{x} \\
r_{y} \\
r_{z} \\
1
\end{array}\right]
$$

However, as what we want is the opposite, to obtain the Baxter coordinates given a vector of Kinect coordinates, we will calculate the inverse of the transformation matrix $\mathbf{T}$, what will help us to solve the system:

$$
\begin{gather*}
\mathbf{T}^{-\mathbf{1}}=\left[\begin{array}{cccc}
0 & 0 & -1 & t_{z^{\prime}} \\
-1 & 0 & 0 & t_{x^{\prime}} \\
0 & 1 & 0 & -t_{y^{\prime}} \\
0 & 0 & 0 & 1
\end{array}\right]  \tag{3.6}\\
{\left[\begin{array}{c}
r_{x} \\
r_{y} \\
r_{z} \\
1
\end{array}\right]=\mathbf{T}^{-\mathbf{1}}\left[\begin{array}{c}
r_{x^{\prime}} \\
r_{y^{\prime}} \\
r_{z^{\prime}} \\
1
\end{array}\right]} \tag{3.7}
\end{gather*}
$$

With this transformation, we can convert the wrist, hand and thumb vectors from the Kinect reference system to the human body system, based at the base spine, or which is equivalent, the Baxter robot coordinate system.

## Data Cleaning

Once the wrist, hand and thumb coordinates are in the Baxter reference, and given that we have sufficient data (records at 30 Hz ), several measures are going to be taken in order to avoid possible errors and outliers during the data capturing.


Figure 3.5: Representation of the hand vectors.

Let $\mathbf{W}\left(\mathbf{W}_{\mathbf{x}}, \mathbf{W}_{\mathbf{y}}, \mathbf{W}_{\mathbf{z}}\right)$ be the coordinates of the wrist, $\mathbf{H}\left(\mathbf{H}_{\mathbf{x}}, \mathbf{H}_{\mathbf{y}}, \mathbf{H}_{\mathbf{z}}\right)$ the coordinates of the hand, and $\mathbf{T}\left(\mathbf{T}_{\mathbf{x}}, \mathbf{T}_{\mathbf{y}}, \mathbf{T}_{\mathbf{z}}\right)$ the coordinates of the thumb w.r.t. the base spine, as it can be seen in in Figure 3.5, we are going to define the vector going from the wrist to the hand $(\overrightarrow{\mathbf{W H}})$ and the vector going from the wrist to the thumb $(\overrightarrow{\mathbf{W T}})$ as:

$$
\begin{array}{r}
\overrightarrow{\mathbf{W H}}=\mathbf{H}-\mathbf{W}=\left\langle H_{x}, H_{y}, H_{z}\right\rangle-\left\langle W_{x}, W_{y}, W_{z}\right\rangle \\
\overrightarrow{\mathbf{W T}}=\mathbf{T}-\mathbf{W}=\left\langle T_{x}, T_{y}, T_{z}\right\rangle-\left\langle W_{x}, W_{y}, W_{z}\right\rangle \tag{3.9}
\end{array}
$$

In the first place, the records will be grouped every 0.5 seconds ( 2 Hz ). As during early tests with the camera it was noticed that the thumb coordinate was very susceptible to errors, in order to discard obvious outliers, the records within the 0.5 seconds periods whose cosine between the $\overrightarrow{\mathbf{W T}}$ and $\overrightarrow{\mathbf{W H}}$ vectors is higher than $0.95\left(\approx 18^{\circ}\right)$ will be removed. This value has been chosen because it gives rise to a degree from which we know the sensing device has made a calculation error.

$$
\begin{equation*}
\cos \alpha=\frac{\overrightarrow{\mathbf{W} T} \cdot \overrightarrow{\mathbf{W H}}}{\|\overrightarrow{\mathbf{W T}}\| \cdot\|\overrightarrow{\mathbf{W H}}\|} \tag{3.10}
\end{equation*}
$$

For the remaining records in each group, a median filter will be applied in time for every dimension independently, assuming that the variations from a record to the following one should not be big, and that the variance in 0.5 seconds is low. This filter has been chosen instead of, for example, a mean filter, because of the following two reasons:

- It allows to discard records that are further from the mean, that is, outliers.
- It avoids selecting the mean, which could have been displaced by errors in the sensing device, but gives a strong estimation supported by the most repeated value.


## Orientation computation

Once we have a record per 0.5 seconds, it is time to convert the data to a format the Robot Inverse Kinematics (IK) system can assimilate. To this end, it is needed to specify a cartesian position and an orientation, indicated as a quaternion [4]. Quaternions are an extension of the complex numbers which allow to define rotations, analogolously to other representations like rotation matrices or euler angles, but which prevent the Gimbal lock problem [21]. This problem occurs when two of the axis that define a 3 dimensional rotation are in a parallel configuration, reducing the transformation to a two
dimensional space, which is less than the required one. The quaternions can be represented in the form $q_{w}+q_{x} \mathbf{x}+q_{y} \mathbf{y}+q_{z} \mathbf{z}$, where $q_{w}, q_{x}, q_{y}$ and $q_{z}$ are real numbers and $\mathbf{x}, \mathbf{y}$ and $\mathbf{z}$ are quaternion units.
As we only have two vectors to define the orientation and we need to express it as a quaternion, we must make a conversion. We know that a rotation in a three dimensional space can be defined by three orthogonal vectors or basis, with which we can create a rotation matrix. Therefore, these three basis will derive from vectors $\overrightarrow{\mathbf{W H}}$ and $\overrightarrow{\mathbf{W T}}$. To finalize, the rotation matrix ${\underset{\mathbf{E}}{\mathbf{E}}}_{\mathbf{B}} \mathrm{R}$ will be created to define the orientation of the hand (endpoint) with respect to the base spine (baxter reference system).

$$
{\underset{\mathbf{E}}{\mathrm{B}} \mathrm{~B}}_{\mathrm{B}}^{\mathrm{a}}=\left[\begin{array}{lll}
\mathbf{n} & \mathbf{o} & \mathbf{a} \tag{3.11}
\end{array}\right]
$$

As vector a we will use the vector $\mathbf{W H}$ normalized to make it unitary:

$$
\begin{equation*}
\overrightarrow{\mathrm{a}}=\frac{\overrightarrow{\mathrm{WH}}}{\|\overrightarrow{\mathrm{WH} \|}\|} \tag{3.12}
\end{equation*}
$$

As we need three vectors to create a reference system and $\overrightarrow{\mathbf{W T}}$ is not orthogonal w.r.t. $\overrightarrow{\mathbf{a}}$, we will create orthogonal vectors as combinations of them. The vector $\overrightarrow{\mathbf{n}}$ will be the normal vector defined by the plane formed by the vectors $\overrightarrow{\mathbf{a}}$ and $\overrightarrow{\mathbf{W T}}$ :

$$
\begin{equation*}
\overrightarrow{\mathbf{n}}=\frac{\overrightarrow{\mathrm{a}} \times \overrightarrow{\mathbf{W T}}}{\|\overrightarrow{\mathrm{a}} \times \overrightarrow{\mathrm{WT}}\|} \tag{3.13}
\end{equation*}
$$

And, finally, the vector $\overrightarrow{\mathbf{o}}$ will be defined by the cross product of vectors $\overrightarrow{\mathbf{a}}$ and $\overrightarrow{\mathbf{n}}$ (the cross product of two unitary vectors should be unitary, but we divide it by the norm to avoid numerical problems afterwards):

$$
\begin{equation*}
\overrightarrow{\mathbf{o}}=\frac{\overrightarrow{\mathbf{a}} \times \overrightarrow{\mathbf{n}}}{\|\overrightarrow{\mathbf{a}} \times \overrightarrow{\mathbf{n}}\|} \tag{3.14}
\end{equation*}
$$

After computing the vectors, we can define the $\operatorname{Rotation} \operatorname{matrix}{\underset{\mathbf{E}}{\mathbf{B}} \mathbf{R} \text { as: }}_{\mathbf{B}}$ :

$$
\underset{\mathbf{E}}{\mathbf{B}} \mathrm{R}=\left[\begin{array}{lll}
n_{x} & o_{x} & a_{x}  \tag{3.15}\\
n_{y} & o_{y} & a_{y} \\
n_{z} & o_{y} & a_{z}
\end{array}\right]
$$

Now, the rotation matrix to quaternion transformation can be calculated according to [20] as:

$$
\begin{align*}
& q_{w}=\frac{1}{2} \sqrt{\left(n_{x}+o_{y}+a_{z}+1\right)}  \tag{3.16}\\
& q_{x}=\frac{1}{2} \sqrt{\left(n_{x}-o_{y}-a_{z}+1\right)}  \tag{3.17}\\
& q_{y}=\frac{1}{2} \sqrt{\left(-n_{x}+o_{y}-a_{z}+1\right)}  \tag{3.18}\\
& q_{z}=\frac{1}{2} \sqrt{\left(-n_{x}-o_{y}+a_{z}+1\right)} \tag{3.19}
\end{align*}
$$

## Offsets and smoothing

Due to the fact that the morphology of the human and the robot arms is not the same (the robot arms are bigger, inter alia), some offsets will be applied for some of the wrist coordinates. These offsets will be calculated experimentally for each of the future demonstrations.

To finalize, a Gaussian filter will be applied along the time axis for each of the three coordinates of the wrist, to smooth the movement and remove some high frequency details that could have been introduced by errors in the sensing system.

### 3.3 Robot Learning

In this section, once the demonstration is specified giving a cartesian position and an orientation, a system is developed to convert each cartesian trajectory to a trajectory in the joint space for then calling the DMP module which will learn it.

To interact with the robot we have used ROS Indigo through Python 2.7 in a Linux 14.04 LTS environment.

## Inverse Kinematics

Up to now, for every demonstration we have $N$ records, $\left\{r_{0}, \ldots, r_{N-1}\right\}$ in the form $r_{i}=\left\{p_{i}, q_{i}\right\}$, where $p_{i}=\left\{p_{i x}, p_{i y}, p_{i z}\right\}$ corresponds to the i-th cartesian position of the wrist and $q_{i}=\left\{q_{i x}, q_{i y}, q_{i z}, q_{i w}\right\}$ corresponds to the i-th orientation of the hand. Each record $r_{i}$ defines the pose of the robot's endpoint at every moment. However, we cannot program the robot directly using these records.
The Baxter Research Robot disposes of four different arm control modes [4]: the joint position control mode, where we specify the angle at which we want each joint of the robot to be; the "raw" joint position control mode, similar to the previous one but offering a more direct control over the joints; the joint velocity control mode, where we can specify the velocity we want every joint to reach; and the joint torque control mode, where we can define the torques we want the joints to achieve. A comparison between the raw and normal joint position control modes can be observed in Figure 3.6. To manage the robot, we will use the "raw" position control mode. This mode has been selected because the Inverse Kinematics system offers the solution in joints and because it leads to more natural movements.
Nevertheless, we have a set of Cartesian positions and orientations $r_{i}$, and, what we want to achieve a list of joint positions $\left\{j_{0}, . ., j_{N-1}\right\}$, where $j_{i}=$ $\left\{j_{i 0}, \ldots, j_{i 6}\right\}$. Whether converting from a set of joint positions to the pose in the Cartesian space of the endpoint is something straightforward given

(a) Joint Position Control Mode. [4]


Delta Max Clipping:
The joint command will be clipped based on the delta max (offset from current position defined by max joint velocity)

## Joint Limit Clipping:

If the joint command is
beyond limits, clip the command to respect joint limits.

## Collision Detection:

If collision (impact) is
detected, set position command to hold current compensating for the impact.
(b) "Raw" Joint Position Control Mode. [4]

Figure 3.6: Comparison of Baxter control modes.
the robot's structure, the opposite problem, i.e., given an endpoint pose, calculate the configuration of the joints is not a trivial question. This is attributable to the fact that the relationship is not bijective, and, given an arm joint configuration there is only one possible endpoint pose, but given an endpoint pose there are several configurations of the joints that could accomplish that pose. This issue is caused by the redundancy provided by the 7 DOF of the arm. We can appreciate the different joints of the system from Figure 3.7.


Figure 3.7: Names of the Baxter Robot joint names. [4]

To solve this, we will use the IK service of the robot, that, given an endpoint pose, returns a configuration of the joints that can accomplish it. This service, additionally, allows to input a list of joint seeds, so if we use it, the structure of the joints the IK service outputs will be as much similar as possible to the structure of some the input seeds. The manually defined seeds are important because using random seeds could lead to two potential problems:

- No solution is found starting from those random seeds.
- A solution is found, but the configuration of the arm is complex and it will not facilitate to continue the trajectory.

So, in order to convert the cartesian points $p_{i}$ to angles $j_{i}$ we will make iteratively requests to the IK service, but the same seeds will not be used during the whole conversion process:

- In the first iteration, a manually designed seed will be input to the service. This initial seed has to be designed by someone with sufficient knowledge about the robot, and it can be selected for example using the zero gravity mode of the arm. It has to be designed setting the initial position of the arm in such a pose that allows the trajectory to be completed without big changes in the arm structure.
- The rest of the iterations, to calculate the conversion of $r_{i}$ we will use $j_{i-1}$ as the seed.


## Dynamic Movement Primitives

Once the records are represented as joint positions we can start the learning process. For the learning process we will use DMPs, a proposal coming from the dynamical approach rather than from the computational one. In detail, we will use an evolution of the original DMPs, described in [22], that allows to improve the control over a goal position different than the trajectory shows.

In DMPs, a movement is represented using non-linear differential equations. As any recorded movement can be represented using a set of differential equations, we can create a library of movements which could be concatenated in order to create more complex actions. They idea is that we do not have to demonstrate every possible movement, but instead, we demonstrate basic movements, creating basic DMP blocks, and then, we extrapolate the initial and final positions.
A one dimensional movement can be generated integrating the following differential equations, whose behavior is similar to a spring modified by an
external force:

$$
\begin{equation*}
\tau \dot{v}=K(g-x)-D v-K\left(g-x_{0}\right) s+K f(s) \tag{3.20}
\end{equation*}
$$

$$
\begin{equation*}
\tau \dot{x}=v \tag{3.21}
\end{equation*}
$$

Where $x$ is the position of the system, $v$ the velocity, $x_{0}$ the starting position, $g$ the goal position and $\tau$ a temporal scaling factor. $K$ behaves like a spring constant and $D$ is selected to allow the system to damp. Finally $f$ is a non-linear forcing term that must be learnt to produce generalization. This term, $f$, can be defined as:

$$
\begin{equation*}
f(s)=\frac{\sum_{i} w_{i} \psi_{i}(s) s}{\sum_{i} \psi_{i}(s)} \tag{3.22}
\end{equation*}
$$

Here, $\psi_{i}(s)$ are Gaussian basis functions with mean $c_{i}$ and width $h_{i}$, and $w_{i}$ are the weights to be optimized for learning. We can notice that $f$ does not depend on time, instead, it depends on a phase variable $s$, which monotonically decreases from 1 to 0 during the execution:

$$
\begin{equation*}
\tau \dot{s}=-\alpha s \tag{3.23}
\end{equation*}
$$

This system, where $\alpha$ is a user defined constant, is referred as the canonical system.

The equations defined above meet several properties: the convergence to the goal is guaranteed thanks to the canonical system; the weights can be optimized to learn every trajectory; and the movements are similar changing the start and goal points.

To learn from a recorded demonstration $\mathrm{x}(\mathrm{t})$ we must first calculate its derivatives $\dot{v}(t)$ and $\ddot{v}(t)$. Then, we must integrate the canonical system,
computing $s(t)$ for a given $\tau$. Later, a target forcing function $f_{\text {target }}(s)$ is calculated for every $s$ according to:

$$
\begin{equation*}
f_{\text {target }}(s)=\frac{\tau \dot{v}+D v}{K}-(g-x)+\left(g-x_{0}\right) s \tag{3.24}
\end{equation*}
$$

Finally, we have to solve the weights in Equation 3.22 to minimize the cost function, which is the sum of the Euclidean distance between each pair of $f$ and $f_{\text {target }}$ :

$$
\begin{equation*}
J=\sum\left(f_{\text {target }}(s)-f(s)\right)^{2} \tag{3.25}
\end{equation*}
$$

The optimization of the weights $\left(w_{i}\right)$ can be posed as a linear regression problem, whose solution can be calculated using, for instance, least squares. To explain the behavior of the system in a more abstract way, we can say that there is a spring-like mechanism that makes the system to converge from the start position to the attractor of the system, the end position; and a force function that learns the details of how it should converge. The canonical system is introduced to help the system to converge.
At generalization time, the previously calculated weights are reused, setting a new $x_{0}$ and $g$ and declaring $s=1$. Also, the canonical system has to be integrated, evaluating $s(t)$. In Figure 3.8 we can see how the canonical system drives the forcing function which modifies the trajectory to output the desired final values.


Figure 3.8: Canonical system driving the DMP. [22]

This schema is for a one dimensional DMP, but it can be extended for
as many dimensions as desired, declaring several differential equations and forcing functions, but being cautious of linking all of them to the same canonical system. In our project, the angle position of each joint along time would be the input to the system.
Obstacle avoidance can be incorporated in this framework, by means of a vector specifying the position of the obstacle, and, modifying the differential equations. However, we will not incorporate it in our project as the implementation we are going to use does not dispose of it.
To develop the DMPs we have used the implementation published in ROS [23]. This implementation contains three functions:

- learn_dmp_from_demo: where you input the initial trajectory and introduce the hyperparameters.
- set_active _dmp: to set a DMP as active in the server.
- get_dmp_plan: to make a query to the server to generate a new plan given the learnt trajectory and the new goals.

So first, the records in joint space $\left\{j_{0}, . ., j_{N-1}\right\}$ are passed through the learn_dmp_from_demo. Then the DMP is marked as active. And later a new start and final positions are introduced to create a new plan, using get_dmp_plan.
The start and final positions are specified in cartesian space, as a poses (position and orientation) and then converted to the joint space using the IK service. For the starting position and final positions, the seeds used are $j_{0}$ and $j_{N-1}$ respectively.
After this, the learning process is completed, obtaining a trajectory of length $\mathrm{M},\left\{t_{0}, . ., t_{M-1}\right\}$, which can be sent to the Baxter's joint trajectory server to be executed.

## Experiments

In order to find out if the system created accomplishes its goals, two demonstrations will be used to test it. We will use demonstrations of trajectories which are not trivial and could not be replicated alone by the Baxter services unless they were manually programmed.

The first demonstration resembles to a pick and place movement. A lot of robots are programmed in the industry with aims to repeat this movement once and again, however, frequently, these robots do not have the capability of generalizing doing the same movement for new starting or ending positions. It is such a useful movement in a lot of environments that can be used in numerous situations. Specially, assistive operations often require to pick and place objects. This demonstration will start with the humans' hand in a low position, and will make an inverted V transition, first moving the hand to a left up direction and later lowering it to to the bottom left. The orientation of the hand only varies lightly. The idea is that this movement mimics a situation in which you want to move something from one position to another knowing that there will be an obstacle in the middle. This obstacle could be a little wall or a water tap, something that is always there and therefore must be always avoided.
It could be thought that this demonstration can be substituted by commanding the robot to go to three different positions, the initial one, one at the top of the curve, and one at the end, however, programming that would not guarantee us neither of these two things:

- The orientation of the endpoint is the one that we desire along the trajectory.
- The endpoint avoids the obstacle. This latter one is not guaranteed due to the fact that from one point to another, the robot services decide which path to follow, and nothing guarantees us the obstacle is in the middle.

The second demonstration, represents a situation with changes in position and orientation. It mimics a situation where a human has an object in a high position, then lowers it, moves it to the left, and finally turns the hand 90 degrees. This could be similar to a human taking some recipient with liquid in it, which wants to pour it inside the sink. It is very important to maintain the orientation of the hand when lowering the recipient to avoid dropping the content. This demonstration has been designed thinking on people with mobility problems that often need help objects which are in high positions, adding some complexity later with a manipulation of the object, to see the limits of our proposal.
To carry the experiments, $N$ and $D$ are set according to the ROS DMP [23] package documentation to make sure the spring system converges. The rest of the parameters are set manually by experimentation. They can be consulted in Tables A. 1 and A.2. Parameter $\tau$ is set so as the generated plans have the same length than the original demonstrations.
For every demonstration we have measured the number of records per period that were discarded due to having a cosine of the angle lower than 0.95 , we will measure the quality of the recorded data, and if the algorithm generalizes, querying new unseen positions.
The experiments have been accomplished first in the simulator and later on the real robot, however, we will only show demos on the simulator due to the inability to access the laboratory the two months previous to the presentation of this thesis.
For both demonstrations, several takes are going to be recorded and after visual reviewing and revision of the different measures, the best take for each of both demonstrations will be selected for analysis.

## Results

In this section we are going to explain the results obtained for the two recorded demonstrations. The different aspects defined in the previous section will be discussed.

### 5.1 First Demonstration

As we explained before, this movement has characteristics in common with the pick and place movement. On Video 5.1 we can watch the user performing the demonstration. Besides, in Figure 5.1 we can observe the evolution of the coordinates for every human joint. From this graph we can analyze several things. First, we can easily see that there are undesired pikes, above all in the X coordinates of the wrist, that we would like to avoid in the final movement. If we do not have into account this pikes, the group of the X coordinates is the one that has less variation. We can also see the inverted V structure on Z coordinates that we commented about when designing this demonstration. Last, we can perceive the increment on the Y coordinates along time.


Video 5.1: Kinect recording of the first demonstration.

As mentioned before, in order to smooth the trajectories and discard outliers, we preprocessed the data. First, we discarded those records whose corresponding cosine of the angle between vectors was higher than 0.95.


Figure 5.1: Coordinate positions of the joints for the first demonstration.


Figure 5.2: Histogram showing the proportion of records discarded by the cosine filter every period. Records taken at 30 Hz and grouped every 0.5 s .

In Figure 5.2 it can be seen how almost all the records were considered valid and only a small amount of them was removed, in one of periods of 0.5 seconds.

Also, in Figure 5.3, we can observe a histogram on the difference between the minimum and maximum coordinate values per every period. There, we can see, that, whereas in the majority of the time periods the distance between the records coordinates was minimal, there were some cases in which this distance was more noticeable. We can see, for example, that Y and Z coordinates suffer more from this issue, and how this difference sometimes reaches up to 6 cm . Additionally, in Figure 5.4 we can see the histogram on the standard deviation for every period. There, we can see that the standard deviation sometimes reaches the 3 cm , meaning that there is a lot of variability in the measures, but in most of the periods it is low.


Figure 5.3: Histogram showing the difference between the coordinates at every period. Records taken at 30 Hz and grouped every 0.5 s .

After applying those filters, and doing the calculation of the orientation, the signals appearing in Figure 5.5 were obtained, showing the robot's endpoint pose. It can be perceived how the signals are now much smoother than

A Learning from Demonstration Approach for Robot Trajectories through Motion-Sensing Human Demonstrations
before.

Standard Deviation every 0.5 s


Figure 5.4: Histogram showing the standard deviation of the coordinates at every period. Records taken at 30 Hz and grouped every 0.5 s .


Figure 5.5: Pose as a position and an orientation.

As a proof of concept, we will demand the system to learn the demonstrated trajectory, and to replicate it, in order to see if it is capable of mimicking it starting from the same start and end positions. From Video 5.2 and Figure 5.6 we can see that it is capable of accomplishing this simple goal obtaining a Mean Squared Error (MSE) with respect to the source (demonstrated) trajectory of 0.08 , which is very low.


Video 5.2: Demonstration 1. Execution of the source movement.

The next stage, once we have seen it is capable of learning this trivial task, is to test if the system generalizes. We will first see if its capable of generalizing changing only the finishing state, to later modify both start and end states. As the movement is similar to a pick and place one, we applied some offsets so as the hand is near the table we had in the laboratory both in the starting and end positions. However, now, we will ask the system to end in a pose maintaining the final orientation but moving with the endpoint 17 cm to the left and 13 cm up.

We can see from Video 5.3 that the system succeeds at achieving its goal. From Figure 5.7 it is seen that, for some of the joints, at the beginning the curves are similar but as they approach to the end of the movement they diverge. However, other joints, as, for example, right_e1, follow a similar trajectory to the demonstrated movement.


Video 5.3: Demonstration 1. Execution of the plan associated to modifying the end pose.


Video 5.4: Demonstration 1. Execution of the plan associated to modifying the start and end poses.

Finally, we will ask the system for generalizing both starting and ending positions. To this end, we will use the same end pose as in the previous example. The start position, on the contrary, will be moved 20 cm to the left and 10 cm up, which is a substantial difference. Nevertheless, we can see from Video 5.4 that it is able to realize the new movement following a
similar trajectory to the one learned. From Figure 5.8 we can perceive that this time the curves diverge in general in both the beginning and end of the movement.

## Discussion on Demonstration 1

Now, we are going to analyze several important aspects deduced from the analysis of the results.
First, from the analysis of the histograms about the signal processing part, we can see that if we had not corrected those signals with the filters we applied, it would have leaded to an undesired behavior with the arm moving to opposing directions at every moment.
Thanks to the histograms, we can also see that the selection of the median filter, is an improvement over a mean filter, as the latter one would have modified the output through the outliers, even though most of the data is near the mean.

Even though we have shown examples in which the system works, there are some cases, the less, where it does not. This may be due to two causes:

- The system outputs a trajectory that is out of the limits of some of the joint's domain.
- The inputs to the system are very different to the learnt trajectories and, thus, it does not generalize well.

However, in the majority of tests executed the system performed well.
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Figure 5.6: Comparison of source and planned trajectories.
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(f) right_w1

(g) right_w2


Figure 5.7: Planned trajectory modifying the end position.
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Figure 5.8: Planned trajectory modifying the start and end positions.

### 5.2 Second Demonstration

Again, for this demonstration, we will comment the different results obtained and the capability of generalization of our proposal.

Something remarkable for this demonstration is that, due to the fact that the Kinect camera was not sensing the thumb correctly at high number of frames, the camera position was changed several times and the demonstrations had to be done very carefully and slowly.

On Video 5.5 we can see the gestures recorded by the user, and, on Figure 5.9 we can observe the translation of this demonstration to coordinates for every joint.


Video 5.5: Kinect recording of the second demonstration.

It can be noticed again that the trajectories have numerous pikes, more pronounced in the X coordinate of the wrist, that could lead to problems if they were not processed properly. In fact, in this case the pikes are bigger than in the previous demonstration.
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Figure 5.9: Coordinate positions of the joints for the second demonstration.


Figure 5.10: Histogram showing the proportion of records discarded by the cosine filter every period. Records taken at 30 Hz and grouped every 0.5 s .

On Figure 5.10, opposing to the behaviour of the previous demonstration, we can see how, in this case there are more periods having coordinates discarded,
and in fact, it can be seen how in one of them, the ninety percent of the records did not meet the cosine rule we imposed before.

As for the quality of the records that pass this first filter, we can observe the histograms on Figures 5.11 and 5.12. It may be perceived how the maximum difference between coordinates of the same period can be sometimes up to 5 cm , observing that the standard deviation never surpasses the 2 cm , which is a high value. We can even see how, for the Y coordinate of the Thumb joint, which is very problematic, as stated before, the bin with higher frequency on the histogram is not the one with minimum standard deviation. However, as the demonstrations are being done slowly, most of the coordinates in the periods of 0.5 seconds are representative of the movement and therefore processing with the median filter succeeds if the camera sensed correctly.


Figure 5.11: Histogram showing the difference between the coordinates at every period. Records taken at 30 Hz and grouped every 0.5 s .

The result after processing the signal with the commented filters, calculating the orientation and applying the final Gaussian filter results in a much smoother curve, as it can be appreciated from Figure 5.13. However, we can still find undersired peaks in the X Position coordinate, which does not seem
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to follow a natural trajectory, like the rest of the signals.


Figure 5.12: Histogram showing the standard deviation of the coordinates at every period. Records taken at 30 Hz and grouped every 0.5 s .

## Endpoint Pose



Figure 5.13: Pose as a position and an orientation.

After analyzing the signals obtained and how they have been processed we are going to do several experiments to see how the algorithm works on the desired task. As in the first demonstration we will ask the system to learn the source trajectory, planning on starting and finishing in the same poses, after using the Inverse Kinematics system of the robot. As we can see from Video 5.6 the system accomplishes its objective. However, from 5.14 we can see that the planned trajectory needs some more seconds to achieve the goal. The MSE calculated only for the length of the source signal is just 0.075 .


Video 5.6: Demonstration 2. Execution of the source movement.

Once we see that the system is able to learn the source movement, we are going to request the system to modify the end position. For this, we will ask the robot to position the endpoint 23 cm more to the left and 23 cm lower than in the source trajectory. As we can see from Video 5.7 the system accomplishes its objective. Also, in Figure 5.15, we can observe analogously to the previous demonstration how the source and planned signals follow similar trajectories at the beginning but diverge at the end of the movement. After this, we will ask the robot to modify the starting position as well. We will request the endpoint to start 15 cm more to the right and 10 cm upper than in the IK source signal. Again, the system achieves the execution of the trajectory, as recorded in Video 5.8. In Figure 5.16 we can see that the end


Video 5.7: Demonstration 2. Execution of the plan associated to modifying the end position.
of the movement is equal for some of the joints related to the wrist (right_w1 and right_w2), compared to the source signal, meaning that some joints are not affected by these changes. An important note is that, when requesting the system an increment in the starting pose to the right larger than 21 cm , the Inverse Kinematics system failed at disposing a joint configuration that could mach that pose.

Finally, an experiment maintaining the same start and end positions of the previous demonstration but requesting to modify the end orientation has been performed. Here, we have asked the system to end earlier the final twist of the hand, turning it only about 45 degrees instead of the 90 initially demonstrated. This time the DMP technique fails at doing what we expected from it. Even though the robot starts and ends in the pose we requested, we can observe from Video 5.9 that the robot starts turning the wrist earlier than desired, which would lead to dropping some liquid in the designed environment. This can be seen more exactly from joints right_w1 and right_w2 in Figure 5.17, where we would have expected the curves to be similar at the beginning and to start diverging just at the end of the movement.


Video 5.8: Demonstration 2. Execution of the plan associated to modifying the start and end positions.


Video 5.9: Demonstration 2. Execution of the plan associated to modifying the start and end positions besides the end orientation.

### 5.3 Discussion on Demonstration 2

Again we are going to comment some interesting aspects related to the demonstration. When doing the experiment planning the learned trajectory, we could see that the planned signal was larger than the original one. We think that this may be due to the fact that some source signals have a sudden change in trajectory at the end, and this may difficult the learning process.
Additionally, we have seen that the system has an unexpected behavior at orientation generalization time. One reason for this behaviour could be the mismatch between indicating the poses in Cartesian trajectories and then learning in robot joint trajectories. We are first indicating the endpoint end pose, which later has to be converted to a robot joints configuration. Even if we are using the final end pose of the source trajectory as a seed to calculate this joints configuration with the IK system, an small change in the pose may result in a bigger change in the joints, which might lead to indicating the DMP system to start modifying the trajectory earlier to accomplish the objective.

With the purpose of improving this orientation generalization, and thanks to the modularity of the implementation, a system was developed where the DMPs, instead, learned in Cartesian space (position and orientation), and the conversion to joints was performed posteriorly. However, when asking the IK service to convert the trajectory generated by the DMP system, it stated that not joint configuration was found meeting the trajectory requirements. This, indeed, may be due to the fact that, opposing to previously, where the DMPs were learnt in the joint space, implicitly giving information of which is the domain of every joint, now, we are asking the system to learn in a virtual space that the robot is unaware of. And thus, leads to generating plans whose joint positions are out of the domain specified by the Baxter's manufacturer.

As a solution, we propose learning in robot joints but splitting this movement into two simpler and more primitive ones: a first movement doing the trans-
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lation, and a second one doing the change in the orientation. Chaining those two DMP blocks whenever requested, following the principles explained in subsection 3.3 and in [22]. We think that, this way, the movement would have no problem to generalize the position, as tested previously, and it would be easier for it to learn the change of orientation, which would start for sure at the end of the change of position, due to the chaining process, solving the problem.
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Figure 5.14: Comparison of source and planned trajectories.
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Figure 5.15: Planned trajectory modifying the end position.
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Figure 5.16: Planned trajectory modifying the start and end position.
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Figure 5.17: Planned trajectory modifying start position and end position and orientation.

## Conclusions

We have been able to create a system that detects the joints of a human instructor, and, we have also been capable of making a change of reference systems with the origin centered in the robot's base applying simple algebraic operations. Besides, we have observed the importance of having a good sensor that minimizes the errors produced, and, in particular, the relevance of processing the signals to treat those errors, which are often unavoidable.
Additionally, we have been able to calculate the orientation of the hand and to format that information to feed the robot's Inverse Kinematics system, so as to position the robot's endpoint. We can see how the robot takes profit of feeding the IK system with the seed of the previous joint's configuration, leading to smooth trajectories, and we must emphasize the importance of choosing a good starting seed to start the process. We can appreciate how the system created is capable of mimicking the demonstrator's pose of the hand at every moment.
It is important to note that even though we can incorporate the experience of non-technical users into the system, we must always have a technician familiarized with the robot mechanics deciding a good joint's seed to ease the generalization process. However, this is totally agnostic to the human demonstrator.
As for the general system, including the DMPs, we have seen how it is able to generalize the movement of the endpoint to new unseen starting and ending positions for both of the non-trivial tested scenarios in most of the cases. We can state that Learning from Demonstration proposals are a good approach to incorporate human's knowledge into a robotic system giving the additional possibility to generalizing to unseen scenarios.
We have seen the system has some problems generalizing to new orientations in complex trajectories, but we think that decomposing these trajectories into more simple DMP blocks to later concatenate them may help to solve this problem.

## Future Work

During this work we have developed only a small part of what an assistive robot needs to help a human. There are different lines of work that can be followed in order to improve the robot's functionalities.

First, we think that it is important to create a system that analyzes and feeds the DMP system with the initial and final positions. To this end, for the initial position Computer Vision algorithms could be used to detect the location of objects requested by the user in the Cartesian space. The final position could be taken from a list of predetermined positions that the user could query.
Additionally, it would be compelling to study other sensing systems that allow more precise joints detection to avoid the undesired peaks we had on the curves.

It would be very interesting as well to develop an implementation of the DMPs including the obstacle avoidance feature, as in [22], which could make use of Computer Vision tools to detect those obstacles.
Also, it is very important to create a sufficient number of demonstrations to build a library of DMP movements, complex enough to recreate any movement. It is even more important to make a study of the needs of a person with mobility problems to create that library and to make the proper aggregation of basic movements into more complex ones. For the system to be effective, it would need some kind of interface, for example a voice interface, that could translate the needs of the user into final actions of the robot. This could be developed combining Natural Language Processing solutions with Supervised Learning techniques to classify those needs into specific movements.
Finally, it would be worth to study the combination of LfD approaches with RL ones to increase the generalization skills of the systems, as done in [24]. In this paper they introduce $\mathrm{PI}^{2}$ to their scheme, and we think that this addition could improve the generalization skills of our proposal considerably.
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## Parameters

| Parameter | Value |
| :--- | ---: |
| K | 100 |
| D | $\sqrt{(100)}$ |
| Basis Number | 7 |
| Width | $\operatorname{logn}(1000)$ |
| Alpha | 10 |

Table A.1: Parameters for demonstration 1.

| Parameter | Value |
| :--- | ---: |
| K | 100 |
| D | $\sqrt{(100)}$ |
| Basis Number | 13 |
| Width | $\operatorname{logn}(1000)$ |
| Alpha | 10 |

Table A.2: Parameters for demonstration 2.
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