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ABSTRACT—]|. BLUNDEN AND D. §. ARNDT

In 2013, the vast majority of the monitored climate
variables reported here maintained trends established in
recent decades. ENSO was in a neutral state during the
entire year, remaining mostly on the cool side of neutral
with modest impacts on regional weather patterns around
the world. This follows several years dominated by the
effects of either La Nifia or El Nifio events.

According to several independent analyses, 2013 was
again among the 10 warmest years on record at the global
scale, both at the Earth’s surface and through the tropo-
sphere. Some regions in the Southern Hemisphere had re-
cord or near-record high temperatures for the year. Aus-
tralia observed its hottest year on record, while Argentina
and New Zealand reported their second and third hottest
years, respectively. In Antarctica, Amundsen-Scott South
Pole Station reported its highest annual temperature since
records began in 1957. At the opposite pole, the Arctic
observed its seventh warmest year since records began
in the early 20th century. At 20-m depth, record high
temperatures were measured at some permafrost stations
on the North Slope of Alaska and in the Brooks Range.
In the Northern Hemisphere extratropics, anomalous
meridional atmospheric circulation occurred throughout
much of the year, leading to marked regional extremes of
both temperature and precipitation. Cold temperature
anomalies during winter across Eurasia were followed by
warm spring temperature anomalies, which were linked
to a new record low Eurasian snow cover extent in May.

Minimum sea ice extent in the Arctic was the sixth
lowest since satellite observations began in 1979. Including
2013, all seven lowest extents on record have occurred in
the past seven years. Antarctica, on the other hand, had
above-average sea ice extent throughout 2013, with 116
days of new daily high extent records, including a new
daily maximum sea ice area of 19.57 million km?2 reached
on | October.

ENSO-neutral conditions in the eastern central Pacific
Ocean and a negative Pacific decadal oscillation pattern in
the North Pacific had the largest impacts on the global sea
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surface temperature in 2013. The North Pacific reached
a historic high temperature in 2013 and on balance the
globally-averaged sea surface temperature was among the
10 highest on record. Overall, the salt content in near-
surface ocean waters increased while in intermediate
waters it decreased. Global mean sea level continued to
rise during 2013, on pace with a trend of 3.2 mm yr-! over
the past two decades. A portion of this trend (0.5 mm
yr-1) has been attributed to natural variability associated
with the Pacific decadal oscillation as well as to ongoing
contributions from the melting of glaciers and ice sheets
and ocean warming.

Global tropical cyclone frequency during 2013 was
slightly above average with a total of 94 storms, although
the North Atlantic Basin had its quietest hurricane season
since 1994. In the Western North Pacific Basin, Super
Typhoon Haiyan, the deadliest tropical cyclone of 2013,
had |-minute sustained winds estimated to be 170 kt
(87.5 m s-) on 7 November, the highest wind speed ever
assigned to a tropical cyclone. High storm surge was also
associated with Haiyan as it made landfall over the central
Philippines, an area where sea level is currently at historic
highs, increasing by 200 mm since 1970.

In the atmosphere, carbon dioxide, methane, and ni-
trous oxide all continued to increase in 2013. As in previ-
ous years, each of these major greenhouse gases once
again reached historic high concentrations. In the Arctic,
carbon dioxide and methane increased at the same rate
as the global increase. These increases are likely due to
export from lower latitudes rather than a consequence of
increases in Arctic sources, such as thawing permafrost.
At Mauna Loa, Hawaii, for the first time since measure-
ments began in 1958, the daily average mixing ratio of
carbon dioxide exceeded 400 ppm on 9 May.

The state of these variables, along with dozens of oth-
ers, and the 2013 climate conditions of regions around the
world are discussed in further detail in this 24th edition
of the State of the Climate series.



I. INTRODUCTION-D. §. Arndt, ). Blunden, and K. M.

Willett

We are pleased to present and be part of this 24th
edition of the annual State of the Climate series,
which began as NOAA’s Climate Assessment, and
now completes its 19th consecutive edition associ-
ated with the Bulletin of the American Meteorological
Society (BAMS).

By fate of the calendar and the synching of multi-
year schedules, this is one of several comprehensive
reports on the climate system to be released in 2014,
following some components of the Fifth Assessment
Report of the Intergovernmental Panel on Climate
Change, and the United States’ National Climate As-
sessment, and others. This State of the Climate series
is unique compared to these larger assessments for its
strict focus on the state of the physical climate system,
and our capacity to observe it. It consciously defers
the attribution of specific events to other studies.

In some ways this effort can be viewed as the “an-
nual physical” of the climate system. Like any annual
physical, diagnoses are more robust when based upon
data from multiple independent tests, e.g., today’s
measurements are richer and more meaningful when
they are considered in context with past observations;
and changes are best detected and monitored when
done on a regular basis.

The chapter and section editors are the heart of
this series, and have the challenging role of balanc-
ing the desire for more and broader content, while
constructing the most concise report possible.
Global-scale incoming solar radiation is new in
this report, as is surface humidity over land areas.
Some atmospheric composition sections have been
reworked, including the addition of a tropospheric
ozone section, following its introduction as a sidebar
last year. The Tropics chapter has been refreshed,
including new tropical cyclone basin definitions and
a global monsoon analysis.

For most of 2013, it appeared that extreme heat
and drought in Australia, reminiscent of the United
States’ experience in 2012, would be the singular
and foremost climate story of the year. However,
November saw the development, intensification,
and catastrophic landfall of Super Typhoon Haiyan.
Although Haiyan's meteorological life cycle is mea-
sured in weeks, its impact on humanity within and
beyond the region will be measured in generations. In
a physical climate sense, the seas over which it evolved
have undergone changes on the scales of climate vari-
ability and change. SSTs were record warm in much
the region, and the region’s sea level rise has outpaced
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the global average in recent years. For these reasons, it
was most appropriate for the front and back covers of
this report to reflect its importance as a meteorologi-
cal, climatological, and human event.

On the topic of the intersection of climate and
humanity, we thank and recognize our authors
throughout the world who organize the data and
create the content of this report. We are proud of the
ever-increasing international participation in this
series. Many of our authors, and the institutions they
represent, must deal with disruptions in the course of
their work. Despite the demise of observing systems,
and in the face of budgetary pressures, and even civil
unrest, their contributions make this report and our
profession more whole. We are fortunate to share this
space as we share our climate system itself—with so
many fine colleagues.

An overview of findings is presented in the Ab-
stract, Plate 1.1, and Fig. 1.1. Chapter 2 features global-
scale climate variables; Chapter 3 highlights the
global oceans; and Chapter 4 covers tropical climate
phenomena including tropical cyclones. The Arctic
and Antarctic respond differently through time and
are reported in separate chapters (5 and 6, respec-
tively). Chapter 7 provides a regional perspective
authored largely by local government climate special-
ists. Sidebars included in each chapter are intended
to provide background information on a significant
climate event from 2013, a developing technology, or
emerging dataset germane to the chapter’s content.
A list of relevant datasets and their sources for all
chapters is provided as an Appendix.
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ESSENTIAL CLIMATE VARIABLES—K. M. WILLETT, J. BLUNDEN,

AND D. S. ARNDT

Time series of major climate indicators are again ECVs in this edition that are considered “partially
presented in this introductory chapter. Many of these monitored”, meeting some but not all of the above
indicators are essential climate variables (ECVs), requirements, include:
originally defined in GCOS 2003 and updated again e Atmospheric Upper Air: cloud properties.

by GCOS in 2010. * Atmospheric Composition: aerosols and
The following ECVs, included in this edition, their precursors.
are considered “fully monitored”, in that they are e Ocean Surface: carbon dioxide, ocean acidity.
observed and analyzed across much of the world, *  Ocean Subsurface: current, carbon.
with a sufficiently long-term dataset that has peer- *  Terrestrial: soil moisture, permafrost, gla-
reviewed documentation: ciers and ice caps, river discharge, ground-
e Atmospheric Surface: air temperature, pre- water, ice sheets, fraction of absorbed
cipitation, air pressure, water vapor, wind photosynthetically- active radiation, biomass,
speed and direction. fire disturbance.
* Atmospheric Upper Air: earth radiation ECVs that are expected to be added in the future
budget, temperature, water vapor. include:
*  Atmospheric Composition: carbon dioxide, * Atmospheric Surface: surface radiation
methane, other long-lived gases, ozone. budget.
*  Ocean Surface: temperature, salinity, sea *  Atmospheric Upper Air: wind speed and
level, sea ice, current, ocean color, phyto- direction.
plankton. *  Ocean Surface: sea state.
»  Ocean Subsurface: temperature, salinity. *  Ocean Subsurface: nutrients, ocean tracers,
e Terrestrial: snow cover, albedo. ocean acidity, oxygen.

e Terrestrial: water use, land cover, lakes, leaf
area index, soil carbon.

PLATE I.1. Global (or representative) average time series for many of the essential climate variables presented
in this report. Anomalies are shown relative to the base period in parentheses although original base periods
may differ. Square brackets are the respective numbers of reanalyses, satellites, and in situ in that order. (a)
N. Hemisphere lower stratospheric ozone (March) [0,5,1]; (b) S. Hemisphere lower stratospheric ozone (Oc-
tober) [0,5,1]; (c) Apparent transmission (Mauna Loa) [0,0,1]; (d) Lower stratospheric temperature [3,3,4]; (e)
Lower tropospheric temperature [3,2,4]; (f) Surface temperature [4,0,4]; (g) Arctic sea ice extent (max and
min (dashed)) [0,0,2]; (h) Antarctic sea ice extent (max and min (dashed)) [0,0,2]; (i) Glacier cumulative mean
specific balance [0,0,1]; (j) N. Hemisphere snow cover extent [0,1,0]; (k) Lower stratospheric water vapor [0,1,0];
(1) Cloudiness [1,6,1]; (m) Total column water vapor over land [0,1,2]; (n) Total column water vapor over ocean
[0,2,0]; (o) Specific humidity over land [3,0,4]; (p) Specific humidity over ocean [3,1,3]; (q) Relative humidity
over land [2,0,4]; (r) Relative humidity over ocean [2,0,2]; (s) Precipitation over land [0,0,3]; (t) Precipitation
over ocean [0,3,0]; (u) Ocean heat content (0-700m) [0,0,4]; (v) Sea level rise [0,1,0]; (w) Lower tropospheric
ozone [0,1,0]; (x) Land wind speed [0,0,2]; (y) Ocean wind speed [4,1,2]; (z) Biomass burning [0,2,0]; (aa) Soil
moisture [0,1,0]; (ab) Terrestrial groundwater storage [0,1,0]; (ac) FAPAR [0,1,0]; (ad) Land surface albedo in
visible and infrared (dashed) [0,2,0].
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2. GLOBAL CLIMATE—K. M. Willett, A. ]. Dolman, D. F.

Hurst, |. Rennie, and P. W. Thorne, Eds.

a. Overview—P. W. Thorne, A. . Dolman, D. F. Hurst, |. Rennie,
and K. M. Willett

After several years strongly influenced by either
La Nifa or El Nifo events, 2013 was the first full year
without either of these phenomena present. Without
the typical large-scale dynamical teleconnections
driven by variability within the El Nifio-Southern
Oscillation (ENSO), 2013 was dominated by patterns
of regional extremes of temperature and especially
the hydrological cycle. Regional variations were par-
ticularly notable in the Northern Hemisphere extra-
tropics where anomalously meridional atmospheric
circulation occurred throughout much of the year,
leading to marked regionally coherent extremes of
heat/cold and dry/wet.

This year, an analysis of temperature extremes
since 1950 is introduced in Sidebar 2.1, since societal
impacts are more often related to extreme events
than changes in the mean climate. The year 2013
ranked within the top 10 years for the frequency of
warm days and bottom 10 years for the frequency of
cool days. The global average maximum temperature
index which tracks extreme daytime heat was also
within the top 10 highest years, largely driven by the
record-warm summer in Australia.

New sections include an updated solar transmis-
sion record with a view to subsequent global analy-
ses. New data products have also been introduced.
The JRA-55 reanalysis now extends back to 1958,
providing a second long-term reanalysis for compari-
son. The HadISDH surface humidity product now
includes land relative humidity and concurs with
previous indications of declining relative humidity
over land since 2000. Conversely, it was not possible to
update total column water vapor from both ground-
based GPS and radiosondes this year.

Globally, 2013 was again one of the 10 warmest
years on record, both at the surface and in the tro-
posphere, according to the large range of available
estimates; however, there is uncertainty in the precise
rankings of any given year.

Long-lived greenhouse gases carbon dioxide
(CO,), methane (CH,), and nitrous oxide (N,0O) con-
tinued to increase in the atmosphere during 2013.
On 9 May, for the first time since CO, measurements
began in 1958 at Mauna Loa, Hawaii, the daily average
mole fraction exceeded 400 parts per million (ppm).
The global abundance of tropospheric ozone, a green-
house gas and pollutant, also continued to grow but
the root causes have not yet been identified. Global

STATE OF THE CLIMATE IN 2013

atmospheric burdens of ozone-depleting chlorofluo-
rocarbons (CFCs) continued to decline while those
of their replacements increased. Stratospheric ozone
levels remain well below the pre-1980 benchmark
of ozone layer “recovery”. Stratospheric water vapor
abundance declined in 2013 after a 6-7 year period of
increase that followed the rapid drop in 2000. Aerosol
optical depth and carbon monoxide (CO) column
measurements by satellites continue to demonstrate
the importance of boreal and tropical biomass fires
as global sources.

Early indications from the limited available sample
of global glaciers are that 2013 was the 24th consecu-
tive year of net glacier loss globally. Snow cover con-
tinued to decline in the Northern Hemisphere, as did
soil moisture, albeit less strongly due to the absence of
a strong ENSO signal. Noticeable also were declines
in the Fraction of Absorbed Photosynthetically Ac-
tive Radiation (FAPAR) over north east Brazil (also a
region of a dry soil anomaly) and Siberia. Global fire
activity was relatively low during 2013, but regionally
strong fire activity caused severe air pollution prob-
lems in some regions, including Siberia and Sumatra.

Where available, time series and anomaly maps
of the variables described in this chapter are shown
in Plates 1.1 and 2.1, respectively. Most anomalies
are referenced against a standard 1981-2010 clima-
tology which covers the period of many satellite
observations and all reanalysis products. Many sec-
tions refer to online figures that can be found here:
http://dx.doi.org/10.1175/2014BA MSStateoftheClimate.2.
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PLaTE 2.1. Annually-averaged global spatial anomaly maps for many of the ECVs presented
in this chapter.

(a) ERA-Interim 2013 anomalies of lower stratospheric temperature.

(b) ERA-Interim 2013 anomalies of lower tropospheric temperature.

(c) NOAA NCDC 2013 anomalies of surface temperature.

(d) PATMOS-x 2013 anomalies of cloudiness.

(e) SSMIS and WindSat (oceans) and COSMIC (land) 2013 anomalies of total column water vapor.

(f) Blended NOCSv2.0 (oceans) and HadISDH (land) 2013 anomalies of surface specific humidity.

(g) HadISDH (land) 2013 anomalies of surface relative humidity.

(h) GHCNMyV2 (land) and RSS (ocean) 2013 anomalies of precipitation.

(i) ELSE system 2013 annual anomalies of runoff.

(j) ELSE system 2013 annual anomalies of river discharge.

(k) GRACE 2013 difference from 2012 anomalies of terrestrial water storage.

(1) ESA CCI ECV SM 2013 anomalies of soil moisture.

(m) HadSLP2r 2013 anomalies of sea level pressure.

(n) WindSat and SSMIS F17 satellite (ocean) and ISD-Lite (land points) and ERA-Interim (land grids
and poles) 2013 anomalies of land surface wind speed.

(o) OMI/MLS 2013 anomalies of tropospheric column ozone.

(p) GOME-2 2013 anomalies (using GOME, SCIAMACHY, GOME-2 for the climatology) of
stratospheric (total column) ozone.

(q) MODIS White Sky broadband 2013 anomalies for surface albedo in the visible domain.

(r) MODIS White Sky broadband 2013 anomalies for surface albedo in the near-infrared domain.

(s) SeaWiFS/MERIS/MODIS TIP 2013 anomalies of the Fraction of Absorbed Photosynthetically
Active Radiation (FAPAR).

(t) MACC 2013 anomalies in biomass burning.
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Surface temperatures
from reanalyses are
the result of in situ and
satellite, surface and
upper-air, current and
prior observations that
are propagated by the

since records began in the mid- to late
1800s. According to four independent ~ 0.5

NOAA- ERA- model. Although er-
Global NASA-GISS HadCRUT NCDC JMA Interim rors arise bothgfrom
Land +0.38+0.10 | +0.32£0.17 | +0.38+0.19 +0.34 +0.42 data handling and the
Ocean +0.13£0.10 | +0.17£0.07 | +0.14 £ 0.03 +0.14 +0.08 model, surface temper-
e~ atures from reanalyses
Ocean +0.21 £ 0.05 +0.20 £ 0.10 | +0.21 £0.09 | +0.20 £ 0.12 +0.18 are consistent with ob-
servations in regions
b. Temperature of good observational
1) SURFACE TEMPERATURE—A. Sanchez- 0.5F (@) 1 Situ Lana and Gesan ; T u T T T T T "3
Lugo, J. ). Kennedy, and P. Berrisford 00f_— HadChkUTa o ALNA
The year 2013 was the warmest since st
2010 and among the 10 warmest years Gk -

(b) Reanalysis Land and Ocean
— ERA-interim — JRA-55

P
=
[

L
L

i

observational analyses (NASA-GISS,  0.of—MERRA K v
Hansen et al. 2010; HadCRUT4, Morice -5 WM

et al. 2012; NOAA-NCDC, Smith etal. .1
2008; JMA, Ishihara 2006), the 2013

i S5 e S e

05 ©)in Sg"AAfNL;"gSSI’; INASNGISS
globally-averaged surface temperature 0of_—CRUTEM 4~ —Jux - AW

was 0.20°-0.21°C (Table 2.1) above the
1981-2010 average and ranked from
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5
'
>
[1]
&
. . 2 :
second to sixth warmest, dependingon & TOE\/WTT YV Y Vo T
. @ [t frrrersiet ey prerrd freverret
the dataset con51der'ed. 505 E () Reanalysis Land only
Each of the four independent teams § oo — MERRA __ 20CR 1 AV \ £
analyzes air temperatures from weather g 45F 14 3
. o F E
stations over land and sea surface tem- + , Ev B
. 0 s 4
peratures (SST) observed from shipsand § s " } " } " } } } } } } o]
‘£ 0.5F (e) In Situ Ocean only e
buoys and then merges theland and SST 3 " F "~ NOAANCDC ~ — NASA/GISS E
2] 0.0 F_——_HadSST3 — JMA A A= AL

datasets to form a global analysis. While
their methods differ, leading to minor 0%
differences in anomalies and ranks, all ~ -1.0
four analyses are in close agreement .

Z

M Réanalys'is Ocean anly '

(Fig. 2.1). The main difference between - T 4= iﬁé{? 5
the four datasets is how each methodol- .
ogy treats areas with little to no data (see 1'0

pliven b Bl biea b

LY LY UL LA L L LR |

Kennedy et al. 2010 for additional de-
tails). Recent research (Cowtan and Way
2014) suggests that the current method
used to estimate global temperatures for

1880 1880 1900 1910 1920 1930 1940 1950 1960 1970 1860 1680 2000 2010
Fic. 2.1. Global average surface temperature annual anomalies
(°C, 1981-2010 base period). In situ datasets for the globe: as listed
) ) in the text. In situ dataset for land only: NOAA/NCDC (see text);
HadCRUT4 might have led to a slight cRUTEM4 (Jones et al. 2012); NASA/GISS (see text); and JMA
underestimation of global temperatures (see text). In situ datasets for ocean surface only: NOAA/NCDC;
in recent years. HadSST3 (Kennedy et al. 2011a,b); ERSST (Smith et al. 2008); and

Global average temperatures are also JMA. Reanalysis datasets: ERA-Interim (Dee et al. 2011); MERRA
estimated using reanalyses, which blend (Rienecker et al. 2011, provided by M. Bosilovich); JRA-55 (Ebita
et al. 2011, provided by Y. Harada); and 20CR (Compo et al. 2011,

model and observational data together.
provided by C. Smith).
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coverage at the surface, due in part to the large vol-
umes of assimilated observations (a total of more than
40 billion to date in ERA-Interim). In ERA-Interim
(Dee etal. 2011), the 2013 globally-averaged analyzed
2-m temperature was 0.18°C above the 1981-2010
average (Table 2.1) and ranked as the fourth warmest
year in the record, which began in 1979.

Unlike 2011 and 2012 when La Nifa conditions
were present, neutral ENSO conditions prevailed
throughout 2013. The presence of neutral ENSO
conditions during 2013 contributed to a global aver-
age temperature slightly higher than the two previous
years (Fig. 2.1), for all datasets. Typically, the presence
of a La Nifia tends to have a cooling influence on
global temperatures.

Overall, the observational datasets indicate that
the annual 2013 surface temperatures were warmer
than average across most of the world’s land and
ocean surfaces (Plate 2.1¢; Online Fig. S2.1), with cool-
er-than-average conditions across central Canada, the
central and eastern parts of United States, the equato-
rial Pacific Ocean, and along the Pacific coast of South
America. The globally-averaged annual temperature
over land was 0.32°-0.38°C above the 1981-2010
average—between the third and sixth warmest land
temperature on record, depending on the dataset.
The globally-averaged annual temperature over the
ocean was 0.13°-0.17°C above average—between the
fourth and eighth warmest sea surface temperature
on record.

ERA-Interim also shows warmer-than-average
conditions over many regions of the world (Fig. 2.2).
The globally-averaged analyzed 2-m temperature
over land was 0.42°C above average, making 2013 the
fourth warmest year in the 35-year period of record.
Over ocean it was 0.08°C above average—the ninth
warmest year.

30°N — —
o o]
30°S|— —
60°S |I— —
[
‘ ol
l “JJ.JL LML Ll!_l |LuJ 0 GITH I L.ulLL.Jul Ji_uuuu_ljn 11441! LuLL 1YY
1980 1985 1990 1995 2000 2005 2010
BN T T 77 [ [
-0 5 2 05 0 05 2 5 10
°C

Fig. 2.2. ERA-Interim monthly mean anomalies (°C;
1981-2010 base period) of surface temperature by
latitude.
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2) LowER TROPOSPHERIC TEMPERATURE—]. Christy

The 2013 annual, globally-averaged temperature
of the lower troposphere (the bulk atmosphere below
10-km altitude or roughly the lower 70% by mass)
was approximately +0.2°C above the 1981-2010 aver-
age. This placed 2013 between the fourth and ninth
warmest of the past 35 years depending on dataset
and about 0.2°C cooler than the warmest year, 1998
(Fig. 2.3).

Direct measurement of the lower-atmospheric
bulk temperature utilizes radiosonde datasets with
available data since 1958 and satellites since late 1978.
Radiosondes are balloon-borne instrument packages
that monitor the temperature of the air as the balloon
ascends. Satellites monitor the intensity of upwelling
microwave emissions of atmospheric oxygen that are
proportional to temperature. Temperature variations
in the troposphere are relatively large-scale when
averaged over a month or year due to mixing by
atmospheric circulation. Hence, fewer spatial points
(i.e., radiosondes) are needed to create a reasonable
estimate of the global average compared to the more
inhomogeneous surface. However, as at the surface,
the instrumentation on both radiosondes and satel-
lites has changed through the years and adjustments
to the data are required to produce homogeneous time
series for climate analysis. The different choices made
in homogenizing the raw series lead to slightly differ-
ent results (termed “structural uncertainty” below.)

— RATPAC-B g
VAV

RAOBCORE1.5.1 _

(1'4) Radiosondes
— HadAT2
—Rich 1.5.1

(b) Satellites
UAH55
-RS53.3

/\Hm/\f

A F 3 A IA
(c) Reanary5|s ' ' '
— ERlrlam  —JRASS Wf/ & \;/u/\w/w‘\\/h_
/‘ o 2
E‘ SV VAVAW E
1960 1870 1980 aeso 2000 0

Fic. 2.3. Global average lower tropospheric tempera-
ture annual anomalies (°C; 1981-2010 base period) for
the MSU 2LT equivalent layer. Radiosondes: HadAT2
(Thorne et al. 2005; 465 day, 384 night stations),
RATPAC (Free et al. 2005; 85 stations), RAOBCORE
(Haimberger et al. 2012; 1184 stations), and RICH-
obs (Haimberger et al. 2012; 1184 stations). Satellites:
UAHVS5.5 (Christy et al. 2011) and RSSv3.3 (Mears and
Wentz 2009). Reanalyses: as described in Fig. 2.1. Major
volcanic eruptions, which cause 2-3 year cooling epi-
sodes, are indicated by trianglesin 1963, 1982, and 1991.



The global temperature anomaly at any point Table 2.2. Trend values (°C decade-!) of the tropo-
in time is closely tied to the phase of ENSO. Al- spheric d.ata.sets utilized in this report with surface
though 2013 was an ENSO-neutral year, lower values as indicated.
tropospheric temperatures show some indication 1979-2013 19582013
of awarm ENSO phase at the end 0f 2012, which Globe Globe
warmed tropical temperatures in the first part of RATPAC-B +0.139 +0.146
the year (see Fig. 2.23; section 2el). The rest of RICHVI.5 +0.142 +0.147
the year was neutral, with tropical temperatures

. RAOBCOREvI.5 +0.121 +0.143
staying near the 30-year average. Monthly depar-
tures from the global average were most positive UAHVS.6 LT +0.138 X
in January, June, September, and October and RSSv3.3 LT +0.126 X
least positive in April and May. Slope of Avg. LT 0,133 0,145

Regionally, warm anomalies extended from Series ) )
northeast Asia through the North Pacific, as well NCDC Surface +0.149 +0.129
as from North Afrlca to western Russia. Austr?— HadCRUT4 Surface +0.155 +0.123
lia experienced its warmest annual anomaly in
the upper air record. Antarctica, along with the 207520°'N 20°520°N
South Pacific, was also warmer than average. RATPAC-B +0.082 +0.128
Smaller areas of cooler-than-average tempera- RICHVI.S +0.130 +0.128
tures prevailed in central North America, Ha-

.. . . RAOBCOREvI.5 +0.087 +0.149
wallan region, eastern Asia, and scattered areas
in the Southern Hemisphere oceans (Plate 2.1b). UAHV5.5 LT +0.069 X

The long-term global trend based on radio- RSSv3.3 LT +0.108 X
sondes [starting in 1958 (excluding HadAT2)] Slope of Avg, LT 40,095 0134
is +0.15°C decade-! and both radiosondes and Series : :
satellites (starting in 1979) is +0.13 + 0.02°C NEBE Suries +0.110 +0.116

-1
dec?def (Table 2.2). Th? range represents the HadCRUTA Surface +0.110 +0.100
variation among the different datasets and

serves as an estimate of structural uncertainty

in Fig. 2.3. When taking into account the magnitude
of the year-to-year variations, there is a statistical
confidence range of £0.06°C decade-l, so the trends
are still significantly positive. Major volcanic events
in 1963, 1982, and 1991 led to periods of cooler tem-
peratures that affected the early and middle part of
the tropospheric record, especially in the satellite
era, enhancing the upward trend to some extent. A
number of smaller eruptions have occurred since
2000 which may also have moderated the temperature
slightly (see section 2{2).

Given basic lapse-rate theory (Christy 2013)
tropospheric trends are expected to exceed those at
the surface by about 1.2 (1.4) for the globe (tropics).
Over the satellite era trends in observations indicate
a troposphere-to-surface ratio close to or slightly less
than 1.0 for both global and tropical domains (Table
2.2). Over the longer radiosonde era the observed
results are nearer theoretically-expected values.

In addition to radiosonde and satellite estimates,
four reanalyses products are also shown (Fig. 2.3).
There is reasonable agreement in the interannual
variability and long-term trend between the reanaly-

STATE OF THE CLIMATE IN 2013

ses and observation products. ERA-Interim shows
good agreement with satellite estimates and is used
here to provide the spatial depictions (Plate 2.1b;
Fig. 2.4).
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Fic. 2.4. ERA-Interim monthly mean anomalies (°C;
1981-2010 base period) of lower tropospheric tempera-

ture MSU channel 2LT equivalent by latitude.
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SIDEBAR2.1: TEMPERATURE EXTREME INDICES IN 2013—M. G. DONAT

AND R. J. H. DUNN

While monthly and annual (b)

means of essential climate vari-
ables (ECVs) are fundamental
to monitoring climate change,
it is more often the climate ex-
tremes that noticeably impact

society, infrastructure, and

ecosystems. Several datasets
for globally monitoring long-

term changes in extremes have
recently been developed. For
temperature and precipita-

tion, the most widely observed
climate variables, these global
datasets consist of a set of
27 indices recommended by

8
6
4

the Expert Team on Climate

Change Detection and Indices | ] —
1950 1960 1970 1980 1990 2000 2010 2020 1950 1960 1970 1980 1990 2000 2010 2020
(ETCCDI; Zhang et al. 2011). —Australia —N America — Europe —Asia =—Globe —Australia —N America —Europe —Asia =—Globe

These indices are calculated Fig, SB2.1. GHCNDEX TX90p and TN10p anomaly map and time series rela-
on a monthly or annual ba- tive to the 1961-90 base reference period. The (a) TX90p (warm days) and
sis from observations of daily (b) TNIOp (cool nights) annual anomalies for 2013 (% days). Note change in
maximum and minimum tem- direction of color scale (red indicates warmer than normal, blue cooler than
peratures, and precipitation normal). The (c) TX90p and (d) TNI0p area-average time series for Australia,
totals, and have been gridded N. America, Europe, Asia, and the globe. Dotted horizontal lines show the
to form global land-based da- record maximum and minimum values. The solid horizontal lines show the
tasets [e.g., HadEX2 on a 3.75° value for 2013. Only grid boxes which have data for 90% of the years since 1950
x 2.5° grid (Donat et al. 2013a) are included when calculating the global average.

and GHCNDEX on 2.5° x 2.5°

(Donat et al. 2013b)]. Currently, these datasets provide = Network-Daily (GHCND) database, which is updated
the most comprehensive picture of extremes globally over  daily with near-real-time updates and weekly with period
the last century. For assessing 2013 in terms of extremes  of record updates (Durre et al. 2010).

indices GHCNDEX was used, as this monitoring product A selection of temperature extremes indices which
is updated regularly from the Global Historical Climate represent the frequency of days (and nights) in the highest
and lowest deciles of the local temperature
distributions is discussed here (see Table
SB2.1). These are calculated relative to
percentiles of the 1961-90 average and

Table SB2.1. Climate extremes indices discussed in this side-

bar. For a more complete discussion of the suite of ETCCDI
indices see Zhang et al. (2011).

Index Name Definition Unit
represent rather moderate measures of
Share of days when % of
TXI0p Cool days . extreme temperatures, but allow the easy
Tmax < |0th percentile days .
comparison of extreme events across
Share of days when % of

TNIOp Cool nights different climate zones. The coverage

Tmin < 10th til d

i pereer™ 0| of GHCNDEX for 2013 is restricted to
TX90p Warm days SIETE A when' = North America, Europe, parts of Asia,

Tmax > 90th percentile days o _
- and Australia (Fig. SB2.1), as station data
TN90p V\{ar:trn T Shar:;g::‘ays whe:l j’ i from other regions were not yet updated
Ll mn percenv’e s in the GHCND archive at the time of this

TXx Hottest Warmest daily maximum oc analysis.
day temperature
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The TXx index, which measures the
annual maximum of daily Tmax, reached a
record value in 2013 for the global average of
35.7°C (Fig. SB2.2). This followed a previous
record value in 2012 of 35.5°C. The record
of 2012 was driven by high TXx values in
North America, Europe, and Asia whereas
the record of 2013 was mainly driven by
the very high TXx in Australia. Note that
there is considerable uncertainty in these
rankings given the limited spatial coverage
in this analysis.

In general, 2013 saw above-average warm
day frequencies and below-average cool night
frequencies (Fig. SB2.la,b). More warm days
than average occurred over large parts of
Europe, central and east Asia, and Australia,
while fewer warm days than average were
observed over central North America. Re-
gional and global average time series of these
statistics suggest that the increase in warm
day frequency and decrease in cool night

44
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38

&

36

34

321

1990 2000 2010 2020
Europe —Asia ==Globe

1970 1980
N America

30 ‘
1950 1960
— Australia

Fic. SB2.2. The GHCNDEX annual maximum maximum-tem-
perature (TXx) time series (°C) averaged over for Australia, N.
America, Europe, Asia, and the globe (as represented by those
regions). Dotted horizontal lines show the record maximum and
minimum values. The solid horizontal lines show the value for 2013.
Only grid boxes which have data for 90% of the years since 1950 are

frequency is part of a long-term trend (Fig.
SB2.lc,d). Note that the “global” average is in
fact the average of land area grids with close to complete
coverage (i.e., 290% of years during 1951-2013 are avail-
able) only. Globally, 2013 had the sixth highest number
of warm days on record, and the eighth lowest number
of cool nights, indicating that in terms of temperature
extremes 2013 was among the top 10 of warmest years
observed. North America had relatively few warm days,
and the highest number of cool nights since 2002, which
ties into the relatively wet and mild year experienced by
the contiguous United States (see section 7b2). Europe
and Asia had more warm days than average, and the
number of cool nights was the lowest on record in Asia.
The annual average anomalies may mask individual
cooler or warmer months. Monthly anomalies (Online
Figs. SB2.1, SB2.2) have clear signatures from particularly
hot or cold periods. These monthly maps clearly show,
for example, the heat wave in southern China during July
and August of 2013. The cold spring in northern Europe
(March and into April) is shown in both more-than-
average cold days (and nights) and fewer warm days in
March. Similarly, the warm December in Europe and the
cold start to the winter in North America are visible as
is the warmth in Europe during July. However, this warm
summer was not as extreme as those in 2010 or 2003.

STATE OF THE CLIMATE IN 2013

included when calculating the global average.

Australia, with its all-time warmest month (January
2013), warmest summer (2012/13), and warmest calendar
year on record, had the second highest frequency of warm
days on record, lower only than 2005. Unsurprisingly, 2013
had the fewest cool nights on record. The TXx index was
unprecedented in many parts of Australia and even on a
nationwide average reached the highest value on record of
44°Cin 2013 (Fig. SB2.2). Across the country, a total of 44
stations with more than 30 years of data set all-time Tmax
records, and a further 15 set January records (BoM 2013).

The global and regional time series of warm days and
nights and cool days and nights (Fig. SB2.1 and Online
Figs. SB2.1-SB2.5) display a general long-term tendency
towards warmer conditions, as indicated by increasing
numbers of warm extremes (TX90p, TN90p) and decreas-
ing numbers of cool extremes (TN I0p, TX10p). According
to several extreme temperature indices, 2013 was among
the warmest years globally and in most subregions (apart
from North America which displayed cold anomalies),
and this is consistent with the general observed warm-
ing trends. As global temperatures increase, more warm
extremes and fewer cold extremes are expected to occur
(Donat et al. 2013a; Sillmann et al. 2013).
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3) LOWER STRATOSPHERIC TEMPERATURE—C. §. Long and
J. Christy

The global-average temperature in the lower
stratosphere for 2013 was slightly below the 1981-2010
climatology (Fig. 2.5). All the various measurement
systems (radiosonde, satellite, reanalysis) determined
that 2013 was warmer than 2012 and continued a
near-neutral to very gradual warming trend from
1995 to present. The annually-averaged temperature
anomaly was positive in most regions poleward of
the midlatitudes and in the equatorial zone (see Plate
2.1a; Online Fig. S2.2). The subtropics and lower
midlatitudes were cooler than the climatology, with
a region of negative temperature anomalies extend-
ing from central Canada to Alaska in the Northern
Hemisphere, as well as southern South America
to New Zealand in the Southern Hemisphere. Be-
tween these two features were positive temperature
anomalies over the eastern Pacific Ocean. These
annual features were results of strong monthly de-
partures. The northern polar region experienced
positive temperature anomalies in January and
February resulting from a stratospheric warming in
early January. The central Canada to Alaska negative
temperature anomalies arose from below-average
temperatures in this region during November and
December. The southern polar positive temperature
anomalies resulted from above-average polar tem-
peratures during September-December (see Online
Fig. §2.7). These warm temperatures resulted in a
smaller-than-average ozone hole for 2013 (sections
2g4, 6g). The Southern Hemispheric polar circulation
was displaced off the South Pole for much of 2013,
resulting in negative temperature anomalies from
the southern South America to New Zealand region
during August-December. The tropical temperature
anomalies transitioned from slightly negative in the
early months of the year to positive by the end of
the year (see Online Figs. $2.3-52.7), as a result of
the quasi-biennial oscillation winds transitioning
from descending easterlies to descending westerlies
throughout the year.

Historically, the radiosondes (RAOBCORE,
Haimberger et al. 2012; RICH, Haimberger et al. 2012;
HadAT2, Thorne et al. 2005; and RATPAC, Free et
al. 2005) and later on the satellites (RSS, Mears and
Wentz 2009; STAR, Zhou and Wang 2010; and UAH,
Christy et al. 2011) show a cooling trend from the
1960s through the mid-1990s (Fig. 2.5). Both measur-
ing systems indicate a change in that cooling trend
around 1995. Since then there has been a near-neutral
or warming trend, depending upon the data product.
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Fic. 2.5. Global average lower stratospheric tempera-
ture annual anomalies (°C; 1981-2010 base period)
for the MSU channel 4 equivalent layer. Radiosondes,
satellites, and reanalyses are as shown in Fig. 2.1 plus
(satellite) STAR (Zhou and Wang 2010). Major volcanic
eruptions, which cause 2-3 year warming episodes, are

indicated by triangles in 1963, 1982, and 1991.

In prior reports, a linear trend from 1979 to present
was determined, because long period time series are
necessary for robust assessment of long-term trends.
However, it is clear that using one linear trend to
characterize the entire period does not accurately
describe the behavior since 1995. Four of the most
recent meteorological reanalyses (MERRA, Rienecker
et al. 2011; ERA-Interim, Dee et al. 2011; JRA-55,
Ebita et al. 2011; NCEP-CFSR, Saha et al. 2010) show
general agreement with the radiosonde and satellite
temperature anomalies. Table 2.3 shows the trends
of the various estimates for 1958-95 (radiosonde
only), 1979-95, 1995-2013, and 1979-2013. These
periods reflect the cooling trend through 1995 and
the neutral-to-warming trend from 1995 to present.

More detail about the tropical lower stratospheric
trends is obtained if the zonal trends are examined.
Figure 2.6 shows the zonal trends for the cooling
1979-95 period and the neutral-to-warming trend
from 1995-present. The equatorial region exhibits
the smallest trends (both warming and cooling) while
the polar latitudes exhibit the greatest trends. The in-
creasing size of the ozone hole and its associated cool-
ing in September-November is a strong contributing
factor in the Southern Hemisphere 1979-95 cooling
trend. The cooling in the Northern Hemisphere polar
region in 1979-1995 can be attributed, to a large ex-
tent, to reducing occurrences of winter stratospheric
warmings. From 1995 to present there have been
more frequent stratospheric warmings and hence a
general warming trend in the Northern Hemisphere
polar latitudes (Pawson and Naujokat 1999; Manney
etal. 2005; Butler and Polyani 2011). In the Southern



Table 2.3. Global (82.5°N-82.5°S) lower stratospheric temperature anomaly c. Cryosphere
trends for different periods of the 1981-2010 base period. 1) PERMAFROST THERMAL
Data Set 1958-1995 1979-1995 1995-2013 19792013 | orare— . Noetsli, H. H.
°C decade-! °C decade-! °C decade-! °C decade! Christiansen, M. Gugliemin,
Radiosonde V. E. Romanovsky, N. I. Shi-
HadAT?2 -.0.285 -0.562 - - klomanov, §. L. Smith, and
RAOBCORE -0.126 -0.304 0.123 -0.300 L. Thao
RICH -0.283 -0.482 0.103 -0.370 The Global Ter-
restrial Network on
RATPAC -0.253 -0.612 -0.040 -0.486 Permafrost (GTN-
Satellite P) brings together
RSS X -0.427 -0.026 -0.371 long_term records on
STAR X -0.337 -0.045 -0.299 ground temperatures
UAH x -0.365 -0.059 -0.320 and active layer depths
Reanalysis fr.om permafr(?st r.e—
CFSR x -0.648 0.109 -0.383 gions worldwide in
order to document the
ERA-I X -0.183 0.193 -0.144
state and changes of
JRA-55 X -0.231 -0.006 -0.240 permafrost on a global
MERRA x -0.306 0.134 -0.253 scale.
*Data not available for 2013
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Hemisphere, there have recently been years with ac-
tive wave activity during the winter/spring and con-
sequently, warmer average polar temperatures (and
smaller associated ozone holes). Between the two po-
lar regions there has been a very slight warming trend.
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2.6. MERRA zonal temperature trends and error

bars (°C decade-!, 1981-2010 base period) of MSU chan-

nel

4 equivalent layer for both the cooling period be-

tween 1979-95 and warming trend from 1995-present.
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Arctic permafrost
temperatures generally vary from 0° to —2.5°C within
the discontinuous zone, with colder conditions in the
continuous zone from —3°C in high Arctic Svalbard
(Christiansen et al. 2010; Fig. 2.7) to —15°C else-
where in the high Arctic (Romanovsky et al. 2010a).
Permafrost has warmed over the past two to three
decades, and generally continues to warm across the
circumpolar north. Record-high temperatures were
observed in 2012-13 in the Alaskan Arctic and the
Canadian Archipelago (Romanovsky et al. 2013a,b; a
detailed discussion of Arctic permafrost is provided
in section 5I).

Permafrost in the European Alps is discontinuous
or patchy and generally warm with temperatures
between 0° and —3°C (Haeberli et al. 2010; PER-
MOS 2013; Fig. 2.7). However, on shaded slopes at
high elevations permafrost can be as cold as in the
high Arctic in Svalbard. So far the lowest borehole
temperatures of —5°C were measured in horizontal
boreholes installed in 2008 in a near-vertical rock
pillar in the French Mont Blanc Massif at 3800 m
above sea level on the Aiguille du Midi (Magnin et
al. 2014, manuscript submitted to The Cryosphere). In
addition, measurements on the south and north face
confirm large temperature differences of up to 6°C
between steep north and south slopes of midlatitude
mountains. This results in 3D temperature patterns
and large lateral heat fluxes (Noetzli and Gruber
2009). Decadal records for European mountain per-
mafrost show a warming trend at depths of 20 m and
more for many but not all sites, especially in the past
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tive years; with smaller increases where permafrost
is close to 0°C (Isaksen et al. 2007; PERMOS 2013)
At temperatures close to the melting point phase
change processes absorb a part of the energy trans-
ported from the atmosphere to the subsurface. That
way latent heat can mask atmospheric warming in
the underground. At 10-m depth seasonal variations
are well displayed, which reveals warmer winters at
warmer sites in recent years. Pronounced warming
trends are observed in Scandinavia (Isaksen et al.
2011; Fig. 2.7), which are consistent with changes in
air temperatures.

In the warm permafrost of the higher altitudes of
central Asia, ground temperatures have increased by
up to 0.5°C decade-1since the early 1990s. Additional
boreholes were recently installed in the Qinghai-
Xizang Plateau (Zhao et al. 2011) and Mongolia
(Sharkhuu and Sharkhuu

40+

— Janssonhaugen/N (20)

_/—//

1088 1961 1994 1997 2000 2003 2006 2009 2012
Fic. 2.7. Permafrost temperatures (°C) in daily or monthly resolution mea-
sured at 10-m (a) and 20-m (b) depth for selected boreholes in the European
Alps, Scandinavia, and Svalbard showing seasonal (a) as well as long-term
(b) variations of permafrost temperatures at depth. (Sources: Swiss sites:
PERMOS; Norwegian sites: Norwegian Meteorological Institute and the Nor-
wegian Permafrost Database, NORPERM; French site: EDY TEM/University

permafrost temperatures
were around —3°C in 2013.
Changes in ALT vary by
region (Shiklomanov et al.
2012), but it is generally in-
creasing globally (Fig. 2.8).
The majority of the time se-
ries have a length of 10 years
beginning around 2000, a few
date back as far as 1990. In
2013, ALT was greater than
the 1995-2013 mean and
similar to or greater than
2012 in some areas, for ex-
ample, Alaska, Siberia, and
Russian European North (see section 5l). In eastern
Siberia, however, ALT in 2013 was less than average
(see section 51). Increases in ALT since the late 1990s
have also been observed on Svalbard and Greenland,
but these are not spatially and temporally uniform
(Christiansen et al. 2010). Here and also in the
European Alps, ALT was similar or lower in 2013
compared to 2012. In the European Alps ALT over
the past five years has been greater than measured
previously, with new record values in 2012 or 2013
at some of the sites. A general increase in ALT has
also been observed in central Asia (e.g., Zhao et al.
2010). Based on the monitoring results extended by a
freezing-thawing index model, the average increase of
ALT was about 1.33 cm year-! from 1980 to 2010 (Li
et al. 2012). At the new sites in maritime Antarctica
ALT varied between 0.76 m and 1.4 m. In Victoria

] Alaska North Slope B beri ] Iber
2012) as part of GTN-P. The 2o Gostes) v 158 S
average warming rate of per- J Al ] 4 ]
mafrost in these regions was e 37 ¥ E
about 0.31°C decade! from 20 E I ] ARESARN
@ 7 1995-2013 mean 11995-2013 mean 11996-2013 medn ¥
1998102010 (Zhao etal. 2011).  § , 1 047m 4 1om ] oo
. . T 2 L
The latitudinal transectin £ 40+ e -
. . S Alaska Interior _JRussian European North _IRussian Far East
maritime Antarctica ANT- # 7 (4 sites) 1 E {3 i) 1 (@stes)
PAS (Antarctic Permafrost, 1. & .
. L . (S i
Soils and Periglacial Environ- . 3 ; REES I3
i 20 ¥ W . ]
ments) was upgraded in 2012 19952012 mean J1999-201 mean 19952013 mean
and 2013 with new boreholes  49d—roir P T 3 PR

near Palmer Station and at
Signy Island. Permafrost tem-
perature at 17-m depth was
-1.3°C and active layer thick-
ness (ALT) reached almost 4
m in 2013. Farther south at
Rothera station (67°S), Gug-
lielmin et al. (2014a) reported
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FiG. 2.8. Long-term active-layer change in six different Arctic regions as
observed within the Circumpolar Active Layer Monitoring (CALM) project.
The data are presented as annual percentage deviations from the mean value
for the period of observations. Thaw depth observations from the end of the
thawing season were used. Availability of at least ten years of continuous thaw
depth observations through the 2013 thawing season was the only criterion
for site selection. Solid red lines show mean values for the regions. Dashed
black lines represent maximum and minimum values for the region.



Land, continental Antarctica, observations by Gug-
lielmin et al. (2014b) confirmed the thickening of
the active layer since 1997 reported by Guglielmin
and Cannone (2012), which mainly results from
increasing solar radiation in austral summer.

2) NORTHERN HEMISPHERE CONTINENTAL SNOW COVER
EXTENT—D. Robinson

Annual snow cover extent (SCE) over Northern
Hemisphere (NH) lands averaged 25.5 million km?
in 2013. This is 0.3 million km?2 more than the 44-
year average, and ranks 2013 as having the 13th most
extensive cover on record (Table 2.4). This evaluation
includes the Greenland ice sheet. SCE in 2013 ranged
from 49.2 million km2in January to 2.9 million km?
in August. Monthly SCE is calculated at the Rutgers
Global Snow Lab from daily SCE maps produced by
meteorologists at the National Ice Center (a US joint
NOAA, Navy, and Coast Guard facility), who rely
primarily on optical satellite imagery to construct
the maps.

Monthly mean anomalies varied considerably
across the year in all regions (Fig. 2.9). The first four
months of 2013 saw above-average snow cover extent
over Eurasia (EU) and North America (NA). EU
SCE observed its sixth snowiest January of the past
47 years. North American SCE exhibited the largest
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FiG. 2.9. Twelve-month running anomalies of monthly
snow cover extent over N. Hemisphere lands (includ-
ing Greenland) as a whole and Eurasia and N. America
separately between Nov 1966 and Dec 2013. Anoma-
lies are calculated from NOAA snow maps. Mean
hemispheric snow extent is 25.2 million km2 for the
full period of record. Monthly means for the period
of record are used for nine missing months between
1968 and 1971 in order to create a continuous series of
running means. Missing months fall between Jun and
Oct; no winter months are missing.

12 month running mean (10° km?)
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positive anomalies in March (sixth largest for the
month) and April (third largest for the month). As
seen on multiple occasions over the past decade, May
and June SCE were well below the long-term average.
NH SCE plummeted from the ninth most extensive
in April to the third least extensive coverage in May
and second least in June.

Snow arrived early over the Northern Hemi-
sphere continents during fall 2013. Hemispheric
rankings were sixth and

Table 2.4. Monthly and annual climatological information on Northern seventh most extensive
Hemisphere (N. Hem.) and continental snow extent between November in September and Oc-
1966 and December 2013. Included are the numbers of years with data used tober, respectively. The
in the calculations, means, standard deviations, 2013 values and rankings. advance of the seasonal
Areas are in millions of square kilometers. 1968, 1969, and 1971 have I, 5, .
. . . . . snowpack continued at
and 3 missing months respectively, thus are not included in the annual (Ann) id h
calculations. North America (N. Am.) includes Greenland. Ranks are from arapl i pa.ce over Nort
most extensive (1) to least (ranges from 44 to 48 depending on the month). America in November
E — TR (third most extensive)
Years Mean Std. Dev. 2013 .ranT(m. lrf;ﬁi'a r‘anlr<n. and December (seventh
most expensive). How-
47 47.1 1.6 49.2 5 6 13
Jan ever the SCE advance
Feb 47 46.1 1.9 47.0 15 17 15 slowed considerably over
Mar 47 40.7 1.8 41.7 14 21 6 Eurasia in November,
Apr 47 30.6 1.7 32.6 9 18 B the rank falling to 31st
May 47 19.4 1.9 16.3 45 47 29 most extensive, though
Jun 46 9.9 2.3 6.0 45 44 44 it became above average
Jul 44 4. 1.2 3.0 37 40 26 gmh ”;)0“ extensive) in
ecember.
A 45 3.0 0.7 29 21 37 1l
= Unlike the previous
Sep 45 >3 09 6.5 U g winter, contiguous Unit-
Oct 46 18.1 2.5 21.0 7 4 20 ed States SCE in early
Nov 48 33.9 2.0 34.8 16 3l 2013 was above average.
Dec 48 43.7 1.9 45.3 8 20 This included the fifth
Ann 44 25.2 0.9 25.5 13 21 7 most extensive SCE for
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April, prior to a rapid melt that left May with the sec-
ond least extensive SCE on record. Late in 2013, SCE
developed quickly and ranked between 5th and 12th
most extensive from October through December.

Maps depicting daily, weekly, and monthly con-
ditions, daily and monthly anomalies, and monthly
climatologies for the entire period of record may
be viewed at the Rutgers Global Snow Lab website
(http://snowcover.org). Monthly SCE for the NH,
EU, NA, the contiguous United States, Alaska, and
Canada are also posted, along with information
on how to access weekly areas and the weekly and
monthly gridded products.

3) ALPINE GLACIERS AND ICE SHEETS—M. Pelto

The World Glacier Monitoring Service (WGMS)
record of mass balance and terminus behavior
(WGMS 2013) provides a global index for alpine
glaciers. Glacier mass balance is the difference be-
tween accumulation and ablation. Mass balance was
—638 mm in 2012, negative for the 23rd consecutive
year. Preliminary data for 2013 from Austria, Canada,
Nepal, New Zealand, Norway, and United States
indicate it is highly likely that 2013 will be the 24th
consecutive year of negative annual balances.

Alpine glaciers have been studied as sensitive
indicators of climate for more than a century, most
commonly focusing on changes in terminus position
and mass balance. The worldwide retreat of moun-
tain glaciers is one of the clearest signals of ongoing
climate change (Haeberli et al. 2000). The retreat is
a reflection of strongly negative mass balances over
the last 30 years (WGMS 2013).

The cumulative mass balance loss since 1980 is 14.9
m w.e. (meters in water equivalent), the equivalent of
cutting a 16.5 m thick slice off the top of the average
glacier (Fig. 2.10). The trend is remarkably consistent
from region to region (WGMS 2013). WGMS mass
balance results based on 30 reference glaciers with 30
years of record are not appreciably different, -15.1 m
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Fic. 2.10. Mean annual balance and cumulative an-
nual balance for the 30 reference glaciers, 1980-2012.
(Source: WGMS.)
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w.e. The decadal mean annual mass balance was —198
mm in the 1980s, —382 mm in the 1990s, and -740
mm for 2000s. The declining mass balance trend dur-
ing a period of retreat indicates alpine glaciers are not
approaching equilibrium and retreat will continue to
be the dominant terminus response. The recent rapid
retreat and prolonged negative balances have led to
some glaciers disappearing and others fragmenting
(Fig. 2.11; Pelto 2010; Carturan et al. 2013).

In 2013 the Austrian glacier inventory examined
96 glaciers: 93 were in retreat, 1 was advancing, and 2

FiG. 2.11. Disintegration of Careser Glacier, Italy, 1933-
2012; glacier in blue. (Source: Carturan et al. 2013.)



were stationary, with an average terminus change of
—17 m. Mass balance in 2013 was slightly negative on
three glaciers with completed data. A 170-m increase
in annual equilibrium line altitude on 43 glaciers in
the Alps from 1984 to 2010 is driving the ongoing
retreat (Rabatel et al. 2013).

In Norway terminus fluctuation data from 33
glaciers for 2013 with ongoing assessment indicate 26
retreating, 4 stable, and 3 advancing, with an average
terminus change of —12.5 m (Elverhoi 2013). Mass
balance surveys with completed results are available
for six glaciers; all have negative mass balances with
an average loss exceeding 1 m w.e. (Andreassen 2013).
Of the five outlet glaciers examined from 2002-13 all
retreated; the mean retreat was 190 m.

In the North Cascades, Washington, the 2013
winter accumulation season featured 93% of average
(1984-2013) snowpack. The melt season was excep-
tional with the average June-September temperature
tied as the highest for the 1989-2013 period and also
having the highest average minimum daily tempera-
tures. This contributed to sig-

d. Hydrological Cycle

I) Surrace HuMIDITY—K. Willett, A. Simmons, and D. Berry

Over land, specific humidity (q) for 2013 was just
above the 1979-2003 average and slightly higher
than in 2012, as shown by the in situ HadISDH and
ERA-40/Interim (spatially matched to HadISDH)
and JRA-55 reanalysis products (Fig. 2.12a,b). Over
the ocean, specific humidity in 2013 was considerably
above the average and slightly higher than 2012, as
shown by the NOCSv2.0 in situ product masked to
regions where data quality is sufficient (essentially
the Northern Hemisphere; Fig. 2.12¢). While agree-
ment between and within both in situ and reanalyses
product types is generally good over land, there is
much less agreement over ocean (Fig. 2.12¢,d), though
the reanalyses show some similarity in interannual
behavior to each other. The differences between the in
situ data products and the reanalyses may be partially
due to the significant difference in spatial coverage.
In regions of poor data coverage the reanalyses still
provide values, however, these are less constrained
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equilibrium. Heavy snow ac-
cumulation during October
was offset by a warm, dry
summer with high ablation
(NIWA 2013).

In Nepal, the mass balances
of Yala, Mera, and Pokalde
Glaciers were near equilib-
rium. Accumulation was the
highest of the last seven years,
with particularly heavy snow
from extratropical storm
Phailin (ICIMOD 2013).
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Fic. 2.12. Global average surface humidity annual anomalies (1979-2003 base
period). For the in situ datasets 2-m surface humidity is used over land and
~10-m over the oceans. For the reanalyses 2-m humidity is used over the
whole globe. For ERA-Interim ocean series only points over open sea are
selected and background forecast values are used as opposed to analysis
values because of unreliable use of ship data in producing the analysis. All
data have been adjusted to have a mean of zero over the common period
1979-2003 to allow direct comparison, with HOAPS given a zero mean over
the 1988-2003 period. ERA values over land are from ERA-40 prior to 1979
and ERA-Interim thereafter. (Sources: HadISDH (Willett et al. 2014, man-
uscript submitted to Climate Past); HadCRUH (Willett et al. 2008); Dai (Dai
2006); HadCRUHext (Simmons et al. 2010); NOCSv2.0 (Berry and Kent 2009,
2011); and reanalyses as described in Fig. 2.1. Data provided by authors, A.
Dai, M. Bosilovich, and Y. Harada.)
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compared to well-sampled regions and the uncertain-
ties are higher. The HOAPS satellite ocean humidity
product shows good agreement with NOCSv2.0 in
the early period, deteriorating from 1998 where the
ENSO signal is not present in HOAPS.

Overall there was more water vapor than average
in the near-surface atmosphere in 2013; the long-term
behavior of all estimates suggests an increasing trend
with more water vapor in the near-surface atmosphere
now than in the 1970s.

Plate 2.1f (and Online Figs. S2.8, S2.9) shows the
annual average q anomalies over the globe for 2013.
The picture is mixed but coherent regional patterns
emerge. The southern and central United States,
western Europe, central and east Asia, central South
America, southern Africa, and central eastern Aus-
tralia were drier than the 1981-2010 average. These
signals stretch across coastlines, showing good
consistency between the independent HadISDH and
NOCSv2.0 products, and are also in agreement with
ERA-Interim (Online Fig. S2.9). Overall, there are
more regions showing moister-than-average anoma-
lies. The midlatitude northern Pacific and northern
Atlantic, Southeast Asia, and most of the observed
tropical Africa are areas of considerable moistening.
Seasonal variability in these features is large (Online
Fig. §2.10), with the dry anomalies predominant in
the boreal winter (DJF) and spring (MAM).

Over land, relative humidity (RH) in 2013 was far
below average although slightly higher than in 2012,
as shown by the in situ only HadISDH and by the
ERA-40/Interim and JRA-55 reanalyses (Fig. 2.12e,f).
Over ocean, the only estimates for 2013 available are
provided by reanalyses. These suggest no significant
deviation from average and little variability in the
record overall (Fig. 2.12g,h). There is generally greater
variability both between and within the in situ and
reanalyses estimates for RH. For the in situ record,
this suggests high sensitivity to both methodological
choice and station coverage which differs between the
Dai, HadCRUH, and HadISDH datasets.

Overall, this means that although there is more
water vapor in the near-surface atmosphere relative to
the 1970s, the surface atmosphere over land is less sat-
urated. This feature has really only become apparent
since ~2000 but is clear in all estimates. The drivers
of this are not yet fully understood but differences
in the rate of warming between land and ocean have
been suggested (Simmons et al. 2010) and land surface
water availability may be a factor.

Plate 2.1g (and Online Fig. $2.11) shows the annual
average RH anomalies over the globe for 2013. Be-
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low-average saturation is a predominant feature of the
midlatitude land masses whereas the higher latitudes
and tropics, especially India, are more humid than
the long-term average. Anomalies are much larger
over land than over the oceans, in agreement with
ERA-Interim (Online Fig. $2.11). Seasonal variability
in these features is large (Online Fig. $2.12), although
the dry regions of central South America, southern
Africa, and central eastern Australia, and humid
regions of India persist year round.

The majority of products used here to show esti-
mates of surface humidity are described in Willett et
al. (2013). This year JRA-55 is shown, which extends
the previous JRA-25/JCDAS back to 1958. JRA-55
improves on the JRA-25/JCDAS post-October 2011
record which previously suffered from a large dis-
continuity due to the absence of precipitable water
retrievals from the microwave imagers used. Had-
ISDH has been updated to HadISDH.2.0.0.2013p
which now includes land RH in addition to land g and
different homogenisation methodology (Willett et al.
2014, manuscript submitted to Climate Past). There
is negligible difference between the two versions for
large scale averages of g.

2) ToTAL COLUMN WATER VAPOR—C. Mears, §. Ho, L.
Peng, and ]. Wang

The map of total column water vapor (TCWV)
anomalies for 2013 (Plate 2.1e) was made by combin-
ing data both from satellite-borne microwave radi-
ometers over ocean (Wentz 1997; Wentz el al. 2007)
and COSMIC GPS-RO over land (Ho et al. 2010a,b;
Teng et al. 2013; Huang et al. 2013). Despite the
lack of any significant ENSO event during 2013, La
Nifa-like dry anomalies persisted across the central
Pacific. There were also pronounced dry anomalies
in eastern Australia and both northern and southern
Africa. There were pronounced wet anomalies in
the eastern and western tropical Pacific, the South
Pacific convergence zone, and the Amazon basin.
Many of the same features were present in the 2013
precipitation anomalies (Plate 2.1h). The pattern in
TCWYV over the ocean is confirmed by COSMIC
ocean measurements.

Over the ocean, the TCWV anomaly time series
(Fig. 2.13a) from the microwave radiometers shows
maxima in 1987-88, 1997-98, and 2009-10, associ-
ated with EI Nifo events, as well as a more subtle in-
creasing trend corresponding with increasing global
temperatures. A linear fit to this time series suggests
that the total amount of vapor over the oceans has
increased ~3% since 1988. Minima are apparent in
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FiG. 2.13. Anomaly time series of total column water
vapor (mm). (a) Ocean time series from satellite-borne
microwave radiometers and COSMIC, 2007-12 refer-
ence period. The time series have been smoothed
to remove variability on time scales shorter than 6
months. (b) Land time series from radiosondes (Dai
etal. 2011), ground-based GPS (Wang et al. 2007), and
COSMIC. Except for COSMIC, the reference period is
1997-2011. The COSMIC land anomalies are calculated
relative to a 2007-11 COSMIC land climatology. The
time series have been smoothed to remove variability
on time scales shorter than 6 months.

Northern Hemisphere winters during the La Nina
events of 1988-89, 1992-93, 1999-2000, 2007-08,
and late 2010 to mid-2012. Global water vapor has
increased since this last minimum. The ocean-only
COSMIC data are in general agreement with the ra-
diometer data, but show less of a peak in 2009-10. An
increase since late 2010 is also shown in the COSMIC
data over land (Fig. 2.13b). A Hoévmoller plot derived
from the satellite radiometers (Fig. 2.14) shows that
the long-term increase in TCW'V is occurring at all

l]lJIIIll[IIIIlIIIIl'\II

60°N = —
| ]

30°N—= s b
L ' N J
0° ﬁ' ' 3 “' | . "‘.‘ ' ] ‘ Y | ‘ J ' . i '.‘-

30°S— =1

60°S |— =1

L1

PO T [ S S T O N [0 J T

1990 1995 2000 2005 2010
BN [ [ [T T [ [
7 3 4 0 1 3 7
mm

Fic. 2.14. Time-latitude plot of TCWYV anomalies
(mm), 1997-2010 reference period. The data (SSM/I,
SSMIS, AMSR-E, and WindSat) have been smoothed in
the time direction to remove variability on time scales
shorter than 4 months.

gest that 2013 may have been somewhat below aver-
age, though GPCP has generally been slightly drier
than the other products in recent years.

Several coherent anomaly patterns were evi-
dent over land in 2013 (Plate 2.1h). For instance,
below-average precipitation fell over much of North
America, northern Eurasia, southern South America,
sub-Saharan Africa, and Australia. In contrast,
above-average precipitation fell over parts of southern
Asia, the Amazon basin, the Maritime Continent, and
Greenland (though the latter should be viewed cau-
tiously because of the statistically in-filled estimates

latitudes, with less variability outside the 80

tropics. Eg
20
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Monthly version 2 (Peterson and Vose & BT
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normal, and the Global Precipitation 20

— GPCP

Climatology Centre (GPCC) Monitoring _28 s \ 7
Product version 4 (Becker et al. 2013), A0ENS - g L. i
which was about 1 mm below normal. 1900 1995 2000 2005 2010

Historically, GHCN and GPCC have
been similar on an annual basis, though
GHCN has higher interannual variability
due to its smaller network. Land data for
a blended satellite-in situ product, the
Global Precipitation Climatology Project
version 2.1 (GPCP; Adler et al. 2003), sug-
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FiG. 2.15. Globally-averaged precipitation anomalies (mm, 1961-90
base period over land, 1988-2010 base period over ocean) for (a)
three in situ datasets over land and (b), (c) three satellite-based
datasets over ocean. Global ocean averages cover 60°N-60°S
using a common definition of ‘“ocean”
filtered time series by convolution with a Gaussian distribution
with 4-month width at half-peak power whereas panel (b) shows
annual averages of this for comparison with land data.

. Panel (c) shows low-pass
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in that area). Relative to 2012, the dry conditions over
central North America and eastern South America
became somewhat less extreme. Meanwhile, much
of the Sahel flipped from above- to below-normal
rainfall.

Globally, precipitation over the oceans was above
the 1988-2010 average in 2013 (Fig. 2.15b,c). This
conclusion is based on intercalibrated passive micro-
wave retrievals in the Remote Sensing Sytems (RSS;
Hilburn and Wentz 2008) version 7 product, which
was about 12 mm above normal. Ocean data for two
other products, the GPCP blended satellite-in situ
dataset and the Climate Prediction Center Merged
Analysis of Precipitation (CMAP; Xie and Arkin
1997), are not yet available for 2013. Relative to ter-
restrial datasets, the ocean products are less similar
globally, though some consistency is evident—e.g.,
the wettest recent year was 2010, 2011 was much drier,
and ocean precipitation has increased since then. RSS
has been wetter than GPCP, which has been wetter
than CMAP.

Coherent anomaly patterns were evident over
the ocean as well in 2013 (Plate 2.1h). For instance,
there were dry anomalies in much of the Indian
Ocean and the Arabian Sea. Wet anomalies extended
southward from the Bay of Bengal, along Sumatra,
and between Australia and Indonesia, covering the
Timor and Arafura Seas. The wet anomalies extended
northward through the Java and Banda Seas, as far
north as the South China Sea, and as far east as the
Caroline Islands. The North Pacific had wet anoma-
lies from Japan to Alaska, and the South Pacific had
wet anomalies along the South Pacific convergence
zone. It was drier over the North Atlantic, especially
along North America, extending as far south as the
Caribbean Sea.

4) CLoupINEss—M. Foster, S. A. Ackerman, A. K. Heidinger,
B. C. Maddux, and M. Stengel

Global mean annual cloudiness anomalies from six
satellite data records, a synoptic record, and a reanaly-
sis product are shown in Fig. 2.16. The PATMOS-x
(Pathfinder Atmospheres Extended) and MISR (Mul-
tiangle Imaging Spectroradiometer) records show
mean global cloudiness remained static from 2012
to 2013 (within 0.1%) while the Moderate Resolution
Imaging Spectroradiometer (MODIS) showed a mod-
erate increase of 0.4%. ISCCP (International Satellite
Cloud Climatology Project), HIRS (High Resolution
Infrared Sounder), and CLARA-A1 (Cloud, ALbedo
and RAdiation dataset) are also shown though they
currently do not extend through 2013. CLARA-Alisa
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Fic. 2.16. Annual global cloudiness anomalies (%) for
1981-2013. The anomaly is defined as the annual value
minus the mean, derived between 2000 and 2009, a
period common to all of the satellite records included
in (b). Panel (a) SYNOP cloud cover provided by DWD.
The satellite datasets included in (b) are: MODIS
(Ackerman et al. 2008) and MISR (Di Girolamo et al.
2010) instruments, which are located on NASA’s Terra
satellite and span from 2000 to present (a MODIS
instrument is also located on NASA’s Aqua satellite
and is included in the climatology from 2003); ISCCP
D2 (Rossow and Schiffer 1999) data derived from the
imaging radiometers on the operational weather
satellites of several nations; HIRS (Wylie et al. 2005);
CLARA-AI (Karlsson et al. 2013) from AVHRR data
covering 1982-2009; and PATMOS-x (Heidinger et al.
2013), which is also derived from the AVHRR imager
record but covers 1981 through present. Panel (c) ERA-
Interim (Dee et al. 2011).

EUMETSAT Satellite Application Facility on Climate
Monitoring (CM-SAF) climate application product
consisting of cloud, surface albedo, and radiative
parameters. It covers 1982-2009 with plans for future
reprocessing. The synoptic record, SYNOP, consists
of manual cloud cover observations in oktas. For
inclusion SYNOP sites must have available observa-
tions for at least 75% of the record (1981-2013). Mainly
North American and European sites fulfill this cri-
terion, so it is not a true global record. Cloudiness is
also provided from the ERA-Interim reanalysis.
Historically, 2013 was the sixth least cloudy year,
1.1% less cloudy than the mean for the 33-year PAT-
MOS-x record, the primary data set used here. There
is general agreement among the satellite records,
although this deteriorates away from the common ref-
erence period of 2000-09, especially for CLARA-AL.
However, there is comparative interannual stability
in mean global cloudiness since 2000. Variability in
the early part of the CLARA-A1 record may in part
be attributed to the combined effect of imperfect
diurnal sampling and satellite drift. Cloud detection



over semi-arid areas during daytime also contributes
and is more pronounced during the 1980s when no
morning satellites were used. In the case of PATMOS-
x, which like CLARA-A1 is derived from the AVHRR
(Advanced Very High Resolution Radiometer) sensor,
a diurnal correction has been applied to account for
this issue (Foster and Heidinger 2013). There is no
consensus in any long-term trends among the records.

Global cloudiness in 2013 was characterized by a
lack of any strong ENSO signal and an almost com-
plete lack of statistically significant positive anomaly
regions (Plate 2.1d; Online Fig. S2.13). Accordingly,
there were few maritime cloudiness anomalies over
the tropical and subtropical Pacific, as seen in Plate
2.1d where the cloudiness anomaly is defined as
the 2013 cloudiness minus the climatological mean
cloudiness (1981-2010, using PATMOS-x). Negative
anomalies occurred off the northern coasts of Alaska
and Scandinavia, consistent with the negative phase
of the Arctic Oscillation present early in the year
(section 2el). But, although the negative annual
anomalies are significant at the 5% level, the Arctic
Oscillation shifted to a positive phase in the middle of
the year, contributing to some of the wettest months
on record for Alaska and Norway.

Several significant (at the 5% level) negative con-
tinental anomalies correspond to severe drought
(compare Plate 2.1h) or heat extremes. In the western
United States and southern Africa (including Mada-
gascar) these anomalies corresponded with severe
drought conditions. In southern China, South Korea,
and Japan the reduced cloudiness corresponded with
heat extremes in the summer months, while in Russia
warm extremes were observed in the winter months
(see Online Fig. §2.13; sections 7b, d, g).

ENSO affects the global distribution of cloudiness
through enhancement/suppression of large-scale
convection in the western Pacific and correspond-
ing suppression/enhancement of convection in the
central Pacific driven by SST and low-level wind
gradients between the central equatorial Pacific and
Indonesia. While the historical ENSO signal can be
seen in the Hévmoller for 1981-2013 in Online Fig.
2.14, it is not clear how consistently the geographic
distribution of mean annual cloudiness relates to
the strength of ENSO alone. To this end, the annual
mean total cloudiness anomalies for each year in the
PATMOS-x record have been calculated here. The
geographic region between 70°N and 70°S is con-
sidered, as the lack of radiometric contrast between
clouds and the surface in polar regions introduces
significant uncertainty into the detection process.
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Fic. 2.17. Multivariate ENSO index for 1982-2013
plotted over the associated cluster (cs) member-
ship for each year during that period. Shaded
grey boxes represent membership in one of the
three clusters: csl, cs2, or cs3 (right axis). (Source:
http://lwww.esrl.noaa.gov/psd/enso/mei/table.html.)
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A clustering algorithm is applied (Anderberg 1973),
which sorts those years with similar spatial patterns
of cloudiness into distinct groups or ‘clusters’. Three
clusters were created and when plotted annually along
with a multivariate ENSO index (Wolter and Timlin
1998; Fig. 2.17) it is clear that ENSO is a primary
driver of cloudiness, as cluster membership corre-
sponds closely with index value. Each cluster can be
thought of as a “climate state” (CS). In this context,
CSI represents La Nifia conditions and corresponds
to negative cloudiness anomalies over the central
equatorial and southeastern Pacific, CS2 represents
ENSO-neutral conditions with neutral cloudiness,
and CS3 represents El Niflo conditions with positive
cloudiness anomalies over the central equatorial and
southeastern Pacific. The year 2013 was determined
to fit into CS2, with relatively average cloudiness con-
ditions. The last time a year was classified as CS3 was
1998, before the start of MODIS and MISR record,
though it should be noted that increasing the number
of clusters allows for more refined ENSO states. For
example when five clusters are created one represents
weak El Nino conditions with positive cloudiness
anomalies concentrated in the central Pacific, to
which 2002 would belong.

5) River DIsScCHARGE—H. Kim and T. Oki

As an integral connection between overland pre-
cipitation and freshwater supply to oceans, river dis-
charge is an essential component in the global water
cycle. Its availability has affected civilizations consid-
erably through cultural and economic impacts over
time. However, due to the absence of direct observa-
tions at the global scale and the decreasing number of
gauge stations (Fekete et al. 2012), off-line hydrologic
modeling is still required to estimate river discharge
atlong-term global scales. Global discharge excluding
Greenland and Antarctica is estimated as a subset of
the Ensemble Land Surface Estimator (ELSE; Kim et
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al. 2009). The Japanese 25-year Reanalysis (JRA-25;
Onogi et al. 2007) provides surface meteorological
variables from 1979 through 2013 to force the land
surface model Minimal Advanced Treatments of
Surface Interaction and RunOff (MATSIRO; Takata
et al. 2003). Realistic month-to-month variability is
introduced using the Global Precipitation Climatol-
ogy Project Version 2.2 (GPCP; Huffman et al. 2012)
and Global Precipitation Climatology Centre (GPCC;
Rudolf and Rubel 2005) monthly observational
precipitation products. Due to the lagged update
frequency of the GPCC Full Data Reanalysis Version
6, the Monitoring product Version 4 is used for the
period of 2011-13. In order to reconcile the time series
of these two separated periods, a trend-preserving
statistical bias correction (Watanabe et al. 2012) is
applied. In addition, a wind-induced under-catch
correction (Legates and Willmott 1990) is applied to
GPCC precipitation estimates. Simulated runoff is
routed through a global river transfer model, Total
Runoff Integrated Pathway (TRIP; Oki and Sud 1998).
Simulations are validated over 29 global river basins
which encompass approximately 25% (32358 232
km?) of the global terrestrial area (130764 683 km?2).
Both flux (discharge) and storage (terrestrial water
storage) terms are compared against Global Runoff
Data Center in-situ observations and the Gravity
Recovery And Climate Experiment (GRACE; Tapley
et al. 2004) satellite remote sensing data, respectively
(http://hydro.iis.u-tokyo.acjp/~hjkim/tws@2009GRL/).
Plates 2.1i and 2.1j show spatial variability of the
global river discharge and runoff anomaly in 2013,
and Fig. 2.18 shows continent-wise runoff anomaly
estimations during the recent four years. Strong spa-
tial variability is apparent during 2013. Within South
America, the northwestern part of the continent and
most of the Amazon basin show wetter conditions

than the climatological mean (1979-2013) in contrast
to the drier conditions of the southeastern parts
such as Rio de la Plata and Tocantins. In the annual
analysis, most of North America suffers from drier
conditions than normal, except in the southeastern
part of the United States. During the last four years
runoff from North America tends to be below the
long-term mean, and 2013 is the second driest year
following 2012. While the Nile River has more fresh-
water discharge, the other major river basins on the
African continent (e.g., Congo, Niger, Zambezi, and
Orange) show less discharge in 2013. The annual
discharge from this continent is consistently below
the average for the last few years. Relatively weak
interannual variability is found in the recent annual
estimates of discharge from the European continent.
Mediterranean countries are wetter on average while
northern European countries are drier leading to a
neutral continental balance. The high latitudes of
the Eurasia continent and East Asia show negative
anomalies particularly for the Yenisei River and its
vicinity and rivers in China. The Ob, Amur, and
Brahmaputra Rivers transport more water than av-
erage. Australia shows extremely large interannual
variability. The discharge in 2013 shows a significant
negative relative anomaly in contrast to the extreme
positive anomaly in 2011.

6) GROUNDWATER AND TERRESTRIAL WATER STORAGE—
M. Rodell, D. P. Chambers, and ). S. Famiglietti

Terrestrial water storage (TWS) comprises
groundwater, soil moisture, surface water, snow, and
ice. Groundwater typically varies more slowly than
the other TWS components because it is not in direct
contact with the atmosphere; however, it often has a
larger range of variability on multiannual timescales
(Rodell and Famiglietti 2001; Alley et al. 2002). In situ
groundwater data are only archived and

- 0200 — 2010 made available by a few countries. How-
) 50 = ;g:; ever, monthly TWS variations observed
- g - o013 by the Gravity Recovery and Climate
s £ 100 Experiment (GRACE; Tapley et al. 2004)
. § satellite mission, which launched in 2002,
. s are a reasonable proxy for unconfined
& groundwater at climatic scales.
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Fic. 2.18. Global and continental estimations for runoff (a) absolute
values (mm yr-!) and (b) anomalies relative to the 1979-2013 base

period (%) during 2010-13 from the ELSE system.
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equivalent depths of water in cm. TWS
can be thought of as an integrator of
other hydroclimatic variables (see Plates
2.1d-2.11). Many parts of the Northern
Hemisphere saw a recovery in 2013 from

Europe
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the dry conditions of 2012, while drought continued
in other areas. The massive drought that covered
most of North America in 2012 abated in much of
the eastern and central United States and Canada, but
worsened to near-record levels in the southwestern
United States. Europe and Russia also recovered from
a dry 2012. The year was mixed in southern Asia,
with drought afflicting Bangladesh and eastern and
southern India. Depletion of aquifers by pumping for
irrigation continued in northern India (Rodell et al.
2009; Tiwari et al. 2009) and the North China Plain
(Feng et al. 2013), while heavy rains in parts of Turkey
and the Middle East helped raise otherwise depressed
water levels (Voss et al. 2013). Parts of southern Af-
rica, including Angola and Namibia, went from mod-
erately dry in 2012 to severe drought in 2013. In South
America, the central Amazon became extremely wet,
while parts of coastal Brazil and Venezuela were dry
for most of the year. Australia as a whole lost a large
amount of TWS in 2013. Significant reductions in
TWS in Greenland, Antarctica, and southern coastal
Alaska represent ongoing ice sheet and glacier abla-
tion, not groundwater depletion.

Figures 2.19 and 2.20 show time series of zonal
mean and global, deseasonalized monthly TWS
anomalies from GRACE, excluding Greenland and
Antarctica. Data gaps occur when the satellites were
powered down to conserve battery life. Recovery from
the unusually dry conditions of 2012 can be seen,
particularly in the northern midlatitudes (Fig. 2.19),
and also in the global land (Fig. 2.20). The global TWS
anomaly ended 2012 at —15 c¢m, reached an 11-year
minimum of —18 cm in February 2013, and recovered
to =2 cm by December 2013.
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FiG. 2.19. Zonal mean terrestrial water storage anoma-

lies

(2003-07 base period) in cm equivalent depth of

water, from GRACE. Gray areas indicate months when
data were unavailable.
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Fic. 2.20. Global average terrestrial water storage
anomalies, in cm equivalent depth of water, calculated
using a 2003-07 base period. Data gaps occur when the
satellites were powered down to conserve battery life.

7) SoiL moisTuRE—W. A. Dorigo, D. Chung, R. M. Parinussa,
C. Reimer, S. Hahn, Y. Y. Liu, W. Wagner, R. A. M. de Jeu,
C. Paulik, and G. Wang

Soil moisture is both a manifestation and a driver
of the complex interactions between the water, energy,
and biogeochemical cycles at the Earth’s surface (e.g.,
Taylor et al. 2012). Monitoring long-term changes in
its mean values and variability is thus pivotal for un-
derstanding the effects of climate change (Seneviratne
et al. 2010). In 2012 the Climate Change Initiative
(CCI) of the European Space Agency released a soil
moisture dataset (ECV soil moisture) that amalgam-
ates global observations from various space-borne
radiometers and scatterometers (De Jeu et al. 2012a;
Liu et al. 2012). Recently, the ECV soil moisture prod-
uct has undergone several algorithmic improvements
and has been complemented with observations from
the Coriolis Windsat and GCOM-W AMSR?2 sensors
to continue the legacy of C-band observations in the
passive microwave domain. The observation record
now spans a 35-year period (late 1978-present).
Anomalies are based on a 1991-2012 climatology. The
first 13 years contain different dataset characteristics
and so are not included in the climatology.

Plate 2.11 shows where in 2013 either dry (brown)
or wet (blue) anomalous conditions prevailed. Anom-
alous dry conditions were observed in particular in
the Southern Hemisphere, e.g., in Argentina, north-
eastern Brazil, southern Africa, and Australia. These
areas are particularly sensitive to drought during the
El Nifio phase of ENSO (Bauer-Marschallinger et al.
2013; Miralles et al. 2014). However, ENSO conditions
were neutral throughout 2013 (see section 2el). For
some of the drought-affected regions (e.g., northeast-
ern Brazil and southern Africa) strong anomalous
negative soil moisture conditions were present in 2012
(Parinussa et al. 2013) and continued in 2013. The
monthly anomaly maps (Online Fig. $2.15) show that
negative anomalies were particularly evident during
the first half of 2013, but gradually decreased towards

JuLY 2014 BAIS | §25



the end of the year, except for Australia where heat
records throughout the year led to an annual high
temperature record (BoM 2014; also see Sidebar 7.5).
Dry conditions were also observed in southeastern
Europe in summer, caused by a lack of precipitation
and high temperatures (see section 7f). After several
extremely dry summers in a row (De Jeu et al. 2011,
2012b; Parinussa et al. 2013), central Eurasia experi-
enced neutral conditions in 2013 (Online Fig. S2.15).
Similarly, in the southeast and central parts of the
United States, after several very dry years, drought
conditions recovered towards the end of summer;
however, conditions deteriorated in the far west in
the course of 2013, with record to near-record dry-
ness (see section 7b2). This evolution is visible in the
monthly maps (Online Fig. S2.15).

Extremely wet conditions during boreal summer
likely prompted several major flood events such as
those that occurred in the eastern parts of Russia
and northeast China in August 2013. Anomalously
wet conditions were also observed in March in Spain,
which received more than triple its average precipi-
tation for this month. Extremely wet conditions in
South Asia (June, July, and October) and Brazil (De-
cember) contributed to floods and landslides.

On a global scale, 2013 soil moisture did not
strongly deviate from the last few years (Fig. 2.21).
This is mainly attributed to the absence of a strong
ENSO anomaly which drives the major year-to-year
variability in average terrestrial wetness conditions.
ENSO-driven global variations are particularly vis-
ible during the El Nifio of 1997-98 and the La Nifna
of 2010-11, and closely correspond to the dynamics
observed in terrestrial water storage from GRACE
(Boening et al. 2012). When looking at the entire time
series, average soil moisture conditions over 2013
seem to confirm the slight general drying trend as
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Fic. 2.21. ESA’s CCl ECV SM time series of average
global soil moisture anomalies (m3 m-3) for the period
1991-2013 (relative to the 1991-2012 base period). The
top plot shows the percentage of land pixels with valid
observations.
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Fic. 2.22. Time-latitude diagram of ECV soil moisture

anomalies (m3 m-3) with respect to baseline peri
1991-2012.

observed by Dorigo et al. (2012), but are not in line
with recent trends in global evaporation (Miralles et
al. 2014) or drought severity (van der Schrier et al.
2013). These differences between products are due
to various factors, including the physical mecha-
nisms and forcing of the latter two products and the
incomplete global coverage of the ECV soil moisture
product, which is masked for dense vegetation and
frozen soil conditions (see also Fig. 2.21).

The year-to-year and seasonal variability is even
more apparent at regional scales (Fig. 2.22). For ex-
ample, for the southern midlatitudes, an alternation
of dry and wet periods can be observed, including the
2001-09 Australian Millennium Drought (van Dijk
et al. 2013), followed by extremely wet conditions in
2010-11, and turning back to drought conditions
again during the last two years. The figure also illus-
trates that the general drying trend observed for the
Northern Hemisphere over the last decade is observed
across the entire midlatitudes, including the southern
United States and the Mediterranean.

e. Atmospheric circulation

[) MeAN seA LEVEL PRESSURE—R. Allan and C. K. Folland

El Nifo and La Nifia can be measured by the
Southern Oscillation index (SOI), the normalized
MSLP difference between Tahiti and Darwin (Al-
lan et al. 1996). It can also be measured using sea
surface temperatures (SSTs; e.g., see Fig. 4.1). El
Ninos (negative SOI) and La Nifias (positive SOI)
vary in magnitude, duration, and evolution, with no
two events exactly the same. Major El Nifo and La
Nifia events can be near-global in their influence on
world weather patterns, owing to ocean-atmosphere
interactions across the Indo-Pacific region with tele-
connections to higher latitudes in both hemispheres.
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Fic. 2.23. Time series for modes of variability described using sea level
pressure for the complete period of record (a,c,e,g,i) and last ten years
(b,d,f,h,j). (a),(b,) Southern Oscillation index (SOI) provided by the Aus-
tralian Bureau of Meteorology (ftp://ftp.bom.gov.au/anon/home/ncc/www
Iscolsoilsoiplaintext.html). (c),(d,) Arctic Oscillation (AO) provided
by NCEP Climate Prediction Center (http://www.cpc.ncep.noaa.gov
Iproducts/precip/CWlink/daily_ao_index/ao.shtml). (e),(f) Antarctic
Oscillation (AA) provided by NOAA Earth System Research Labora-
tory (http://www.esrl.noaa.gov/psd/data/correlation/aao.data). (g),(h,)
Winter (Dec-Feb) North Atlantic Oscillation (NAO) average pro-
vided by the NCAR (https://climatedataguide.ucar.edu/climate-data
/hurrell-north-atlantic-oscillation-nao-index-station-based). (i),(j), Summer
(Jul-Aug) North Atlantic Oscillation (SNAO) average.

Arctic Oscillation (AO) condi-
tions favored a westerly regime
and wet weather over Europe,
with major flooding episodes
in the United Kingdom. But in
early 2013 this westerly circula-
tion pattern was replaced by
more easterly winds over western
Europe and the United Kingdom,
leading to colder, snowy weather
(see section 7f for more details).

In contrast, the Northern
Hemisphere winter of 2013/14 ex-
perienced a different mix of con-
ditions. Since December 2012,
the North Pacific anticyclone
has been anomalously strong and
persistent, leading to prolonged
drought in California (Plates
2.1d-2.1m). This strong anticy-
clone (Fig. 2.24a,b) was accom-
panied in the Northern Hemi-
sphere early winter of 2013/14 by
a positive AO, a deep trough over
Canada and the United States,
and a southerly displaced and
enhanced subtropical jet-stream

Since the termination of the protracted La Nifia
episode in early 2012, near-normal SOI values per-
sisted until early 2013, after which values were mainly
positive for the rest of the year (Fig. 2.23a,b). However,
these values did not reach the threshold for an official
La Nifna event, and overall 2013 was ENSO-neutral.

The SOI is arguably the most global mode of sea
level pressure variability. Other regionally notable
modes are shown in Fig. 2.23. In late 2012, positive
North Atlantic Oscillation (NAO; see Fig. 2.24a,c)/

extending across the Atlantic to the United Kingdom
and Europe under strong positive NAO conditions
(Fig. 2.24d). This led to severe cold winter conditions
in much of the United States and a succession of major
midlatitude storms being steered across the Atlantic
to Ireland and the United Kingdom.

In the Southern Hemisphere, the Antarctic Oscil-
lation (AAO) did not exhibit strong features during
the austral summers of 2012/13 or early 2013/14 (Fig.
2.23e,f).
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STATE OF THE CLIMATE IN 2013

JuLY 2014 BAMS | §27


ftp://ftp.bom.gov.au/anon/home/ncc/www
/sco/soi/soiplaintext.html
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Fic. 2.25. Boreal summer (Jul-Aug) NAO patterns for
2013. (a) Daily SNAO index anomalies from 1981-2010
for summer 2013 against the 2007-12 average using
NCEP reanalysis MSLP data. (b) Pattern of summer
2013 MSLP anomalies (hPa) from 1981-2010 over Eu-
rope using HadSLP2r (Allan and Ansell 2006).

In the main boreal summer months of July and
August, the summer NAO (SNAO), which has a
northward displaced pattern compared to the winter
NAO (Folland et al. 2009), behaved differently from
the generally negative phase observed during the high
summers of 2007-12. Figure 2.25a shows daily SNAO
values expressed as anomalies from 1981-2010 for July
and August 2013 compared to the daily average for
2007-12. The strongly positive phase in 2013 was the
first since 2006, except for a marginally above-zero
value in 2010, reflected in the pattern of North At-
lantic and Europe MSLP anomalies for high summer
2013 (Fig. 2.25b). The pattern is much like that of the
positive phase the SNAO in Folland et al. (2009). The
strong anticyclonic anomaly over northwest Europe
was associated with generally warm and dry condi-
tions (Online Figs. S2.16, S2.17) so that 2013 was the
14th warmest high summer in the central England
temperature record back to 1659. England and Wales
rainfall was correspondingly dry at 84% of average,
the first dry July and August since 2006 (see section
7f for more details).

2) SURFACE WINDS
(i) Land surface wind speed—I. Tobin, P. Berrisford, R. ).
H. Dunn, R. Vautard, and T. R. McVicar
Surface wind over land is observed at weather
stations using anemometers a few meters above the
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(a) ERA-Interim & ISD-Lite Trend 1981-2013

FiG. 2.26. Trends in land surface wind speed. (a) ISD-
Lite (points) and ERA-Interim (grids) decadal trends
over the 1981-2013 period. (b) HadISD and Australian
stations (McVicar et al. 2008) decadal trends over the
1981-2013 period. (c) ISD-Lite trend differences (in % of
m s-! decade-!) for 1981-2013 compared to 1981-2012.

ground. Surface wind speed can vary rapidly over
time and space, and station networks are irregularly
distributed and sparse, especially in the Southern
Hemisphere (see station positions in Plate 2.1n; Fig.
2.26), leading to concerns about representative-
ness. Following McVicar et al. (2013), three strictly
quality controlled datasets are used here: reduced
ISD-Lite (Vautard et al. 2010), HadISD (Dunn et al.
2012), mainly over the Northern Hemisphere, and
an Australian database (McVicar et al. 2008) made
up of about 1350, 2500, and 40 stations, respectively.
Reanalysis products provide contiguous global in-
formation (ERA-Interim is used here, Dee et al. 2011;
Online Fig. S2.18) but exhibit shortcomings in captur-
ing surface winds, as many surface-layer processes
controlling wind are not adequately represented
(McVicar et al. 2008; Pryor et al. 2009; Vautard et al.
2010). Years prior to 1981 suffer from a significant
lack of records in the ISD-Lite database and are thus
not considered.



While still below the
long-term climatology, 2013
overall winds recorded at

Table 2.5. Regional average climatology and trends for land surface winds
1981-2013 using ISD-Lite with HadISD in parentheses, and McVicar et
al. (2008) for Australia.

stations represent a small Region Climatological Mean Tzic:c:zlsliifzegh Total Number
increase (~0.05 m s-1) com- g 1981-2010 (m s-') of Stations

. (m s-! decade-!)
pared to the preceding three
vears (Fig. 2.27). The ex- Globe 3.5 (3.3) -0.077 (-0.088) 1379 (2538)
ception is North America |_North America 3.8 (3.7) -0.122 (-0.117) 364 (608)
where 2013 wind speed was Europe 3.8(3.7) -0.072 (-0.100) 488 (661)
the fourth lowest on record Central Asia 2.4 (2.8) -0.067 (-0.153) 53 (319)
since 1981. Over Europe East Asia 2.8 (2.6) -0.065 (-0.069) 247 (399)
2013 was the 10th (12th) Australia 2.1 -0.069 41

lowest year according to
ISD-Lite (HadISD), and it was also the 10th lowest
year over Australia. The year 2013 was an average
year over central and eastern Asia, which exhibit
slightly negative anomalies in ISD-Lite and small
positive anomalies in HadISD. Figures 2.27b and
¢ show that this short-term strengthening of mean
wind speed relative to previous years was made up of
an increase in frequency of low and moderate winds
(>3 m s1), especially over Asia. However, it was not
accompanied by an increase in strong wind (>10 m
s1) frequency which is similar to previous years over
all the regions. Both categories remain below the
1981-2010 climatological average, by 2% and 0.02%,
respectively, according to ISD-Lite.

Spatial patterns of anomalies are shown in Plate
2.1nand Online Fig. $2.18. The magnitude of anoma-
lies does not exceed 0.5-1 m s-! for most stations.
North America is dominated by negative anomalies
while other regions are characterized by both nega-
tive and positive anomalies. The large-scale anomaly
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FiG. 2.27. Time series in land surface wind speeds and
strength frequency for the globe and various regions
using ISD-Lite and HadISD. (a) Area-average annual
anomalies relative to the 1981-2010 base period. (b)
Area-averaged annual frequencies of wind speeds >3
m s-l. (c) Area-average annual frequencies of wind
speeds >10 m s-I.
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patterns shown by ERA-Interim are consistent with
station data and the anomaly magnitude is overall
reasonably reproduced despite the substantial spatial
resolution difference between datasets (point vs ~0.7°
x 0.7° grid). Over northern and southern Africa and
Saudi Arabia ERA-Interim shows extended positive
anomalies; however, there are no stations located in
these regions from ISD-Lite or HadISD with which to
compare. Likewise, South America is characterized
by positive anomalies in ER A-Interim, similar to the
previous three years (Peterson et al. 2011; Vautard et
al. 2012; McVicar et al. 2013).

With regard to the northern midlatitudes and
Australia, 2013 is embedded in a 33-year stilling
trend, ranging on average from about 0.07 to 0.1 m
s-1 decade-! (Table 2.5; Fig. 2.26a,b). The slowdown
of land surface winds has already been reported
over many regions (see McVicar et al. 2012 for a
review; Dadaser-Celikand and Cengiz 2013; C. Lin
et al. 2013; Azorin-Molina et al. 2014). In 2013 this
tendency continued over North America. The short-
term strengthening of winds observed over other
regions only slightly affects the trend assessment (75%
of ISD-Lite stations considered here exhibit trend
assessment changes of less than 15% compared with
2012; Fig. 2.26). Although the ERA-Interim pattern of
trends is consistent with station data, the magnitude
is significantly underestimated as previously noted
with other reanalysis products (McVicar et al. 2008;
Pryor et al. 2009; Vautard et al. 2010).

This stilling is not fully understood and does not
necessarily reflect wind tendency at higher levels
(Vautard et al. 2010; Troccoli et al. 2012). Vegetation
cover increase, air pollution, thermal and pressure
gradient decrease, and urbanization are among
the identified causes, which differ among regions
(Dadaser-Celik and Cengiz 2013; C. Lin et al. 2013;
Azorin-Molina et al. 2014; McVicar et al. 2013).
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(ii) Ocean surface wind speed—C(. Mears

Estimates of globally-averaged wind over the
oceans obtained from satellite-borne microwave ra-
diometers were slightly lower than average for 2013
(Wentz 1997; Wentz et al. 2007; Fig. 2.28; Online Fig.
S2.19). Estimates from reanalysis products differ with
JRA-55 and ERA-Interim showing that 2013 was
windier than normal, and MERRA showing the op-
posite. Reanalysis winds, which are in relatively good
agreement with both the satellite data and each other
from 1990-2009, diverge after 2010. The in situ data
show larger trends than the satellite datasets. When
comparing global means between in situ datasets and
satellite datasets, it is important to note that the area
coverage of the in situ datasets is less, with areas of
missing or poorly sampled data in the tropical Pacific
and the Southern Ocean. The newer JRA-55 product
is in better agreement with the satellite measurements
than the previous JRA-25 product, which showed a
larger increasing trend during the satellite period
than JRA-55. All products show an increasing trend
from 1990 to 2007, followed by a drop-oftin 2008-09,
and a recovery in 2010. Since then the winds have
slackened.

During 2013, winds showed positive anomalies in
the central tropical Pacific (Plate 2.1n). These anoma-
lies were present and much larger during the 2010-12
period. Other regions with positive anomalies include
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FiG. 2.28. Globally-averaged oceanic wind speeds from
(a) satellites, (b) in situ measurements, and (c) re-
analysis output. Satellite estimates were produced by
Remote Sensing Systems by combining intercalibrated
data from 10 satellite-borne microwave radiometers
(SSM/I, AMSR-E, SSMIS, and WindSat) WASwind is
made from an adjusted version of the ICOADS data-
set, which consists of measurements from ships and
moored buoys (Tokinaga and Xie 2011). The NOCSv2.0
dataset is also made using the ICOADS data, but is
constructed using a different procedure (Berry and
Kent 2009, 2011). Reanalysis output is described in Fig.
2.1. The reference period for the combined measure-
ments is 1988-2010.
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Wind Speed Trend (1981-2013)
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FiG. 2.29. (top) Linear trends in wind speed (m s-!) for
1988-2013 from the satellite data. (bottom) Wind
speed anomalies (m s-!) from the red box in the cen-
tral tropical Pacific and sea surface height anomalies
(mm) from the black box in the western tropical. Posi-
tive wind anomalies lead to a piling up of water at the
western edge of the basin.

off the eastern coast of North America, west of Spain,
the Mediterranean Sea, the northern Indian Ocean,
and the Pacific Ocean south of about 50°S. The Gulf
of Alaska showed a large negative anomaly in as-
sociation with persistent high pressure (Plate 2.1m
and section 2el).

A trend map of wind speed over the satellite era
(1988-2013; Fig. 2.29a) shows a region of increasing
windiness in the central tropical Pacific. These winds
typically blow toward the west, leading to increases
sea surface height in the western Pacific that are
strongly correlated with the wind anomalies (Fig.
2.29b).

f. Earth radiation budget
I) EARTH RADIATION BUDGET AT TOP-OF-ATMOSPHERE—
D. P. Kratz, P. W. Stackhouse, Jr., T. Wong, P. Sawaengphokhai,
A. C. Wilber, S. K. Gupta, and N. G. Loeb
The Earth’s radiation budget (ERB) at the top-
of-atmosphere (TOA) is defined as the sum of the
incoming total solar irradiance (TSI), the reflected
shortwave radiation (RSW), and the outgoing
longwave radiation (OLR). Since the relationship
between the incoming and outgoing energies defines



Table 2.6. Global-annual mean TOA radiative flux changes
between 2012 and 2013, the 2013 global annual mean radiative

flux anomalies relative to their corresponding 2001

climatological values, and the 2-sigma interannual variabilities
of the 2001-12 global-annual mean fluxes (all units in W m-2) for
the outgoing longwave radiation (OLR), total solar irradiance
(TSI), reflected shortwave (RSW) and total net fluxes. All flux

values have been rounded to the nearest 0.05 W m-2.

Aqua spacecraft since March 2000
and July 2002, respectively. This
report focuses on the most recent
measurements relative to the long-
term CERES dataset.

The monthly mean anomaly
time series for the TOA flux com-

-12 mean

ponents covering March 2000-De-

One Year Change 2013 Anomaly Interannual Variability| o ber 2013 are presented in Fig.

(2013 minus 2012) | (Relative to 2001-12) (2001-12) 2.30. The OLR oscillated between

(W m?) Wm? (W m?) +0.60 W m-2 throughout 2013

OLR +0.25 -0.05 10.50 before reaching a neutral value of
Tl +0.00 +0.05 SOt —0.04 W m2 in December 2013.
RSW +0.45 +0.20 +0.40 The observed OLR variability is
Net -0.70 -0.10 +0.70 generally consistent with the At-

the climate state of the Earth-atmosphere system,
quantifying these values is of utmost importance in
understanding the energy budget that drives weather
processes, climate forcing, and climate feedbacks.

An analysis of all measurements from 2012-13
(Table 2.6) shows that the global annual mean OLR
increased by ~0.25 W m-2 and the RSW increased
by ~0.45 W m-2. Over the same timeframe, the TSI
remained essentially constant. The sum of these com-
ponents amounts to a reduction of ~0.70 W m-2 in the
total net radiation into the Earth climate system for
2013 compared with 2012. Relative to the multiyear
data average (2001-12), the 2013 global-annual mean
flux anomalies (Table 2.6) are —0.05, +0.05, +0.20,
and —0.10 W m-2 for OLR, TSI, RSW, and total net
flux, respectively. These changes are within the cor-
responding 2-sigma interannual variability for this
period.

Prior to August 2013, the TSI data were obtained
from either the Total Irradiance Monitor (TIM)
instrument aboard the SOlar Radiation and Climate
Experiment (SORCE) spacecraft or other satellite
data renormalized to SORCE (Kopp and Lean 2011).
After the SORCE spacecraft’s battery failure in July
2013, the TSI data were obtained from the Royal Me-
teorological Institute of Belgium (RMIB) composite
dataset (Dewitte et al. 2004). To merge the SORCE
and RMIB datasets, a time-dependent scaling factor
was used to calibrate the differences between the two
datasets from March 2003 through June 2013. The
RMIB data was then used to simulate SORCE TSI
values for July-December 2013. The RSW and OLR
data were obtained from the Clouds and the Earth's
Radiant Energy System (CERES) mission (Wielicki
et al. 1998), which has been deriving flux data from
the CERES measurements taken aboard the Terra and
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mospheric Infrared Sounder (AIRS)
OLR data (monthly AIRX3STM.006 product; not
shown). A comparison of the OLR to the multivari-
ate ENSO index (not shown) revealed no trend in the
OLR, consistent with the relatively neutral ENSO
condition persisting throughout 2013. The absorbed
shortwave (TSI — RSW) fluctuated between —0.81
and +0.97 W m-2 during 2013, ending the year at the
maximum. The total net anomaly, which contains the
combined OLR and absorbed shortwave anomalies,

T T T T T T T T T T T T T
[ — CERES EBAF Ed2.7 —— CERES FLASHFIlux ]

Radiative Flux Anomalies (W m?)

2000

2002 2004 2006 2008 2010 2012 2014

Fic. 2.30. Time series of global-monthly mean de-
seasonalized anomalies (W m-2) of TOA earth radia-
tion budget for OLR (upper panel), absorbed shortwave
(TSI-RSW; middle panel), and total net (TSI - RSW -
OLR; lower panel) from Mar 2000 to Dec 2013. Anoma-
lies are relative to the calendar month climatology de-
rived for the 2001-12 period. The time series shows the
CERES EBAF Ed2.7 IDeg data (3/2000 to 6/2013) in red
and the CERES FLASHFlux data (7/2013 to 12/2013)
in blue; see text for merging procedure (Source:
https://leosweb.larc.nasa.gov/project/ceres/ceres_table.)
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began 2013 with a pronounced minimum of -1.24 W
m-2, then oscillated between £0.60 W m-2 for most of
the year before rising to a maximum of +1.02 W m-2
at the end of 2013.

Temporal analysis from March 2000 to December
2013 was achieved through the merger of two ERB
datasets: (1) the CERES EBAF (Energy Balanced And
Filled) Ed2.7 product (Loeb et al. 2009, 2012), March
2000-June 2013, and (2) the CERES FLASHFlux
(Fast Longwave and Shortwave Radiative Fluxes) 3A
product (Kratz et al. 2014; Stackhouse et al. 2006),
July-December 2013. The FLASHFlux components
are normalized to the EBAF Ed2.7 data using TOA
fluxes from both datasets for the 1-year overlap period
from July 2012-June 2013. The EBAF data products
use TSI from the SORCE mission while the FLASH-
Flux data products assume a constant TSI, modified
only for earth-sun distance. The FLASHFlux TSI
data were then adjusted to the combined SORCE and
renormalized RMIB data and the RSW was scaled ac-
cordingly. The resulting 2-sigma monthly uncertainty
of the normalization procedure for the 1-year overlap
period was £0.34, +0.05, £0.84, and £0.93 W m-2 for
the OLR, TSI, RSW, and NET radiation, respectively.
The normalization coefficients were then applied to
the FLASHFlux data to obtain an EBAF-compatible
TOA radiative flux time series through the end of
2013. Owing to the observed variability in the six
months extending beyond the EBAF data, long-term
trend analyses with the merged data set are discour-
aged due to the natural fluctuation in ERB compo-
nents, the uncertainty from the data merging process,
and potential for drift in the FLASHFlux product.

2) MAUNA LOA CLEAR-SKY ATMOSPHERIC SOLAR TRANS-
MissioN—K. Lantz

Atmospheric solar transmission has been mea-
sured for five and a half decades by the Global Moni-
toring Division (GMD) of the National Atmospheric
and Oceanic Administration (NOAA) at the Mauna
Loa Observatory (MLO). Mauna Loa Observatory
is at 3400 m elevation on the northern slope of the
Mauna Loa volcano on the Big Island of Hawaii.
The remote location and high altitude make it well-

larly sensitive to changes in background stratospheric
aerosols and the influence of volcanic eruptions.
Studies have examined the variability in the MLO AT
due to water vapor, ozone, volcanic aerosol, aerosol
transport from Asia, and atmospheric circulation
changes associated with the quasi-biennial oscillation
(QBO; Bodhaine et al. 1981; Dutton et al. 1985, Dutton
1992; Dutton and Bodhaine, 2001).

The updated clear-sky AT from the 1958-2013
monthly record is computed from daily early morning
values to remove boundary layer influences due to
upslope winds (Fig. 2.31a). The aerosol signal from the
eruptions of Agung, El Chichén, and Mount Pinatubo
in 1964, 1982, and 1991, respectively, are clearly visible
in the record. The 6-month running smoothed fit to
the monthly values highlights the seasonal trends
in the data that have been attributed primarily to
Asian aerosol transport in the spring (Bodhaine et
al. 1981). This seasonal variability of the clear-sky
AT has an amplitude of 0.007. A 24-month running
smoothed fit highlights the longer-term changes. The
gray dashed line reflects the cleanest background
observed from 1958 to 1962 in the record, except for
a brief period in 1978. The average clear-sky AT in
2013 has increased with respect to 2012 but is still not
as clean as the cleanest background observed between
1958 and 1962.
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FiG. 2.31. (a) Monthly mean of the clear-sky apparent
transmission at MLO. Means are determined from the
early morning values. The green line is the 6-month
running smoothed fit, and the blue line is the 24-
month smoothed fit using only monthly means that
include at least 10 days. The dashed line is the back-
ground level from 1958-72. (b) Yearly averages of the
10 cleanest days of the year for the clear-sky apparent
transmission (black squares) and the aerosol optical
depth from a collocated PFR (red dots).

suited for studying changes in the free troposphere
with limited local influences. A clear-sky “apparent”
solar transmission (AT) is calculated using the ratio
of direct-beam broadband pyrheliometer measure-
ments at fixed atmospheric paths (air mass; Ellis and
Pueschel 1971). The AT is advantageous because it is
independent of the radiometer calibration and the
extraterrestrial irradiance. The MLO AT is particu-
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Annual clear-sky AT averages of the 10 cleanest
days are useful for viewing stratospheric background
air while limiting the influence of local air pollution
events or contamination by cirrus clouds. Previous
studies showed that the annual clear-sky AT returned
to near-background conditions after the eruption of
Mount Pinatubo with a subsequent slow decrease in
the clear-sky AT that was in concert with a slow in-
crease in the background annual average MLO AOD
(PFR) both based on the 10 cleanest days in the year
from the years 2000 to 2010 (Solomon et al. 2011). This
decrease in AT from 2000-10 is also clearly evident
in the 24-month running smoothed fit in Fig. 2.31b.
Solomon et al. (2011) showed that four independent
data-sets confirmed an increasing background strato-
spheric aerosol from 2000-10 (i.e., clear-sky AT at
MLO, PFR AOD at MLO, stratospheric AOD from
lidar at MLO, and AOD from tropical satellite mea-
surements above 15 km). This was attributed to pos-
sible smaller volcanic eruptions since 2000 (Vernier
etal. 2011). This changing background stratospheric
aerosol was shown to have implications for climate
change and changes in surface temperature (Solomon
etal. 2011). Earlier work suggested a possible leveling
of this decreasing AT after 2010 (Dutton 2012). The
additional years in the MLO AT record continue to
show a "persistently variable background" AT but it
is no longer decreasing and shows leveling in the last
few years (Fig. 2.31b).

g Atmospheric composition
I) LONG-LIVED GREENHOUSE GASEs—E. |. Dlugokencky,
B. D. Hall, S. A. Montzka, G. Dutton, |. Miihle, and ]. W. Elkins
Carbon dioxide (CO,) is the dominant long-
lived greenhouse gas (LLGHG) contribut-
ing to climate forcing; since 1750 its radiative
forcing has increased by 1.88 W m-2 or ~65%
of the increased forcing by all LLGHGs (see
http://www.esrl.noaa.gov/gmd/aggi/aggi.html).
When systematic CO, measurements began at
Mauna Loa, Hawaii, (MLO) in 1958, the annu-
al mean mole fraction was ~315 parts per mil-
lion (ppm). In May 2013 daily-averaged CO, at
MLO exceeded 400 ppm for the first time (see
http://www.esrl.noaa.gov/gmd/ccgg/trends/index.html).
This 27% increase is mainly due to a fourfold rise in
anthropogenic CO, emissions from fossil fuel com-
bustion and cement production. The CO, growth
rate has correspondingly increased from 0.7 ppm
yr-lin the early 1960s to 2.1 ppm yr-! during the last
decade. About half of the CO, emitted remains in the
atmosphere; the rest is taken up by the oceans and
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terrestrial biosphere. The annual atmospheric in-
crease varies considerably from year to year, ranging
from 0.7 £ 0.1 to 2.8 + 0.1 ppm yr-! since 1990. This
is explained largely by variations in natural fluxes
influenced by the phase of ENSO (Bastos et al. 2013).
In 2013 the globally averaged CO, mole fraction at
Earth’s surface was 395.3 + 0.1 ppm (Fig. 2.32a), an
increase of 2.8 £ 0.1 ppm over the 2012 mean.
Atmospheric methane (CH,) has contributed ~0.5
W m-2 direct radiative forcing since 1750. Indirect
effects from the production of tropospheric ozone
(O,) and stratospheric water (H,0) added another
~0.2 W m-2. Atmospheric methane is produced by
natural (~40%) and anthropogenic (~60%) sources.
Natural sources include wetlands, geological sources,
oceans, and termites (Dlugokencky et al. 2011). An-
thropogenic sources include agriculture (ruminants,
rice), fossil fuel extraction and use, biomass burning,
landfills, and waste. Fossil fuel exploitation (coal, oil,
and natural gas) contributes ~20% of total global CH,
emissions (Kirschke et al. 2013). New methods of oil
and gas extraction may emit large amounts of CH,
locally (e.g., Karion et al. 2013), but these emissions
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FiG. 2.32. Mole fractions (dry air) of (a) CO, (ppm), (b)
CH, (ppb), (c) N,O (ppb), and (d) CFC-12, and CFC-I1
(ppt) from air samples collected at the NOAA Mauna
Loa Observatory, Mauna Loa, Hawaii.
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are currently small relative to the anthropogenic total.
Atmospheric CH, has increased by about a factor of
2.5 since the pre-industrial era (1750). The annual
rate of increase of >10 parts per billion (ppb) yr! in
the 1980s slowed dramatically to near zero in the
early 2000s, then in 2007 jumped to ~6 ppb yr-! and
has remained fairly steady since (Fig. 2.32b). Global
emissions are estimated to be ~540 Tg CH, yr-! (+10%)
based on observations of the global CH, burden and
an estimate of its atmospheric lifetime (~9.1 yr). This
top-down emission estimate provides an important
constraint on bottom-up inventories of CH, emissions
that tend to overestimate the global total (Kirschke et
al. 2013). The same observation-based mass-balance
estimation of global emissions can also be applied to
most other LLGHGs. Based on NOAA background
air sampling sites, the globally averaged CH, mole
fraction at Earth’s surface in 2013 was 1814.1 + 0.8
ppb, a5.7 £ 0.9 ppb increase from 2012 that conforms
to the average growth rate since 2007.

Nitrous oxide (N,O) currently exerts the third
strongest climate forcing of the LLGHGs after CO,
and CH,. Nitrous oxide is produced in soils by both
the oxidation of ammonium and the denitrification of
nitrate. About one-third of N,O emissions are related
to human activities, and about two-thirds of these are
related to the agricultural application of nitrogen-
containing fertilizers, including manure (UNEP 2013;
Davidson 2009; Reay et al. 2012). The mean global
atmospheric N,O mole fraction in 2013 was 325.9
ppb, an increase of 0.9 ppb from 2012 (Fig. 2.32¢).
This growth rate exceeds the 2000-13 average of 0.78
+0.01 ppb yr! and is consistent with the more recent
2010-13 mean growth rate of 0.92 + 0.02 ppb yr-L.

Halogenated gases, such as chlorofluorocarbons
(CFCs), hydrochlorofluorocarbons (HCFCs), and
hydrofluorocarbons (HFCs), also contribute to
radiative forcing. While the atmospheric mole frac-
tions of some CFCs, such as CFC-12 and CFC-11 are
decreasing (Fig. 2.32d), the atmospheric burdens of
their industrial replacements HCFC-22 and HFC-
134a are increasing (Fig. 2.33). After a period of en-
hanced growth in HCFC-22 that began around 2005
(Montzka et al. 2009) the growth rate of HCFC-22
in the atmosphere slowed slightly in recent years.
The abundance of sulfur hexafluoride (SF), used
in high-voltage electrical transmission equipment,
also continues to increase. The mean global SF, mole
fraction in 2013 was 7.91 parts per trillion (ppt), 0.32
ppt higher than in 2012. Global annual mean mole
fractions of a number of trace gases, along with their
2012 to 2013 changes are listed in Table 2.7.

§34 | BAMS JuLY 2014

—CFC-113
cel,

— CHECl,
HCFC -22

—— HCFC - 142b

—— HCFC - 141b
HFC - 134a

150F T CF

iy
e

200

2000 2005 2010

1995
Fic. 2.33. Global mean mole fractions (ppt, dry air)
of several halogenated long-lived greenhouse gases.

Recent trends in the combined radia-
tive forcing by five major LLGHGs (CO,, CH,,
N,O, CEC-11, and CFC-12) and 15 minor gas-
es are illustrated by the NOAA Annual Green-
house Gas Index (AGGI; Hofmann et al. 2006;
http://www.esrl.noaa.gov/gmd/aggi/). This index
represents the annual composite radiative forcing
by these gases relative to 1990, the Kyoto Protocol
baseline year. The AGGI does not include indirect
radiative effects (e.g., influences on ozone and water
vapor). Based on the 2013 global mole fractions of
LLGHGs and 15 minor gases there has been an ad-
ditional 2.92 W m-2 of direct radiative forcing since
the pre-industrial era. The 2013 AGGI (Fig. 2.34) of
1.34(2.92 W m-2/2.18 W m-2) depicts a 34% increase
since 1990 in the radiative forcing by the gases in-
cluded in the AGGI.

2) OzONE-DEPLETING GASEs—B. Hall, S. A. Montzka, G.
Dutton, and ). W. Elkins

In addition to direct radiative forcing, long-lived
gases containing chlorine and bromine also influ-
ence radiative forcing indirectly through destruction
of stratospheric ozone. The atmospheric burdens
of many of the most potent ozone-depleting gases
have been declining in response to production and
consumption restrictions imposed by the Montreal
Protocol on Substances that Deplete the Ozone Layer
and its Amendments (Figs. 2.32d, 2.33). Surface mole
fractions of methyl chloroform (CH;CCl,), which has
a relatively short lifetime of five years, have declined
95% from peak values in the early 1990s (Fig. 2.33).
Gases with longer lifetimes (Table 2.7) are declining
more slowly.

Equivalent effective stratospheric chlorine (EESC)
provides an estimate of the loading of ozone-reactive
halogen in the stratosphere (and, therefore, the poten-


http://www.esrl.noaa.gov/gmd/aggi/

Table 2.7. Mole fractions, radiative efficiencies and lifetimes of chemicals considered in the AGGI (CO,
in ppm, N,O and CH, in ppb, and all others in ppt).

1 Desinati . Radiative Mole Fraction, | Lifeti
Industrial Designation Chemical AGGI ODGI B 2013 [change’ Lifetime
or Common Name Formula (W m-2 ppb-1)a from prior (years)

year]b
Carbon Dioxide CO, Y N 1.37 x 10-5 395.3[2.8] ¢
Methane CH, Y N 3.63 x 10-4 1814.1[5.7] < 9.1
Nitrous oxide N,O Y N 3.00 x [0-3 325.9[0.9] ¢ 123
Chlorofluorocarbons
CFC-11 CCIF Y Y 0.26 234.5[-1.9] < 52
CFC-12 CCl,F, Y Y 0.32 521.8[-2.9] 102
CFC-113 CCI,FCCIF, Y Y 0.30 73.1[-0.7] ¢ 93
Hydrochlorofluorocarbons
HCFC-22 CHCIF, Y Y 0.21 223.6[5.6] < 12
HCFC-141b CH,CCI,F Y Y 0.16 23.2[0.9] < 94
HCFC-142b CH,CCIF, Y Y 0.19 21.8[0.4] < 18
Hydrofluorocarbons
HFC-134a CH,FCF, Y N 0.16 72.4[4.9] 14
HFC-152a CH,CHF, Y N 0.10 6.7[0] < 1.6
HFC-143a CH,CF; Y N 0.16 13.4[1.17 < 51
HFC-125 CHF,CF, Y N 0.23 13.0[1.6] < 31
HFC-23 CHF; Y N 0.18 25.9[0.9] < 228
Chlorocarbons
Methyl Chloroform CH,CCl; Y Y 0.07 6.3[-1.3] ¢ 5.0
Carbon Tetrachloride CCl, Y Y 0.17 84.4[-1.0] 25
Methyl Chloride CH,CI N Y 0.0l 544[3] < 1.0
Bromocarbons
Methyl Bromide CH,Br N Y 0.004 6.9[-0.01] < 0.8
Halon 1211 CBrCIF, Y Y 0.29 3.81[-0.11] ¢ 16
Halon 1301 CBrF, Y Y 0.30 3.22[0.02] < 72
Halon 2402 CBrF,CBrF, Y Y 0.31 0.44[-0.01] < 28
Fully fluorinated species
Sulfur Hexafluoride SES Y N 0.57 791[0.32] 3,200
PFC-14 CF, N N 0.09 80.5[0.7] < ~ 50,000
PFC-116 Gl N N 0.25 4.33[0.08] < ~ 10,000

aRadiative efficiencies were taken from IPCC AR5 (Myhre et al. 2013). Steady-state lifetimes for CH, were taken from Myhre et al. (2013),
from (CH;Br and CH,Cl) Montzka et al. (2011), all others from Ko et al. (2013). Note that Ko et al. (2013) recommends a longer lifetime
for CFC-11: 52 yr compared to 45 yr in Montzka et al. (2011).

bMole fractions are global surface means determined from the NOAA global cooperative air sampling network (Hofmann et al. 2006),
except for PFC-14, PFC-116, and HFC-23, which are measured by AGAGE (Miihle et al. 2010; Miller et al. 2010). Changes indicated in
brackets are the differences between the 2013 and 2012 global mean mole fractions.

¢Preliminary estimate for 2013.
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2 Atmospheric aerosols were promi-
g 10 nently discussed in the recent Fifth
2 Assessment Report (AR5) of the
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Intergovernmental Panel on Climate
Change (Boucher et al. 2013). While
there is general agreement between
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Fic. 2.34. Direct radiative forcing (W m-2) due to LLGHG (left axis) .
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impact of aerosols on the reduction
of solar radiation due to reflection,
there are still large uncertainties in
the role of absorbing aerosols such

and the Annual Greenhouse Gas Index (right axis). The 2013 AGGI
value is 1.34, indicating that direct radiative forcing due to LLGHG has
increased 34% since 1990.

tial to deplete stratospheric ozone). EESC is derived
from surface measurements of ozone-depleting
gases and weighting factors that include surface to
stratosphere transport times, mixing during transit,
photolytic reactivity, and bromine’s enhanced effi-
ciency in destroying ozone relative to chlorine (Fig.

as black carbon that have a net warming impact at
the surface. It is noteworthy that atmospheric com-
position reanalyses are now appearing side-by-side
with the pure modeling approach; these are often
based on an ensemble of models (e.g., AEROCOM,
http://aerocom.met.no). For example in AR5, one of

2.35a; Schauffler et al. 2003; Newman et al. 2007;

Montzka et al. 2011). Progress towards decreasing )
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a benchmark often used to assess ozone layer recov- __ 3500 ; Auiancts

ery, is evaluated by the NOA A Ozone-Depleting Gas :% 3000 i

Index (ODGI; Hofmann and Montzka 2009). The 9 2500- ,/’

ODGI relates EESC in a given year to the peak and W o - midlatitude

1980 EESC values (Fig. 2.35b). - o AERER 0w 86 6
The EESC is calculated for two representative 1240+ _ g ]

stratospheric regions (polar and middle latitudes) 1 QIBD . QIB.S‘ s 1'9'96‘ : 1'9'9‘5‘ i 2600 '2'0:);5' - 20'10 .

that differ in transit times and reactive halogen 4,

liberation. On average, it takes an air parcel about L
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(mainly in the tropics) to reach the ozone layer above i e .

the midlatitudes and poles, respectively. EESC values g 60 /.- down 16% (ODGI=84)_,__,...x-""""/'

over the poles are significantly greater than over the O 40 4 down 38% (o[jf;|=32)

midlatitudes because more halogen is liberated in

transit to the polar region. At the beginning of 2013, 20

EESC (ODGI) values were ~3880 ppt (84) and ~1650
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FiG. 2.35. (a) Equivalent effective stratospheric chlorine
(EESC, ppt), and (b) the NOAA Ozone-Depleting Gas
Index (ODGI). The ODGI represents the relative mole
fractions of reactive halogen in the midlatitude and
Antarctic stratosphere scaled such that ODGI = 100
at maximum EESC, and zero in 1980. Both EESC and
ODGI are derived from NOAA surface measurements
of ozone-depleting substances (symbols) or WMO
scenarios (Daniel et al. 2011; dashed lines).

ppt (62) over Antarctica and the midlatitudes of both
hemispheres, respectively (Fig. 2.35a). The ODGI for
Antarctica depicts a 16% decline in EESC towards the
1980 benchmark from its peak in 2001-02 through
the beginning of 2013 (Fig. 2.35b). There was a 38%
decline in ODGI over the midlatitudes from 1997
to the beginning of 2013. Both regions show similar
decreases in EESC from peak values, but the relative
ODG I scale indicates greater progress towards the
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the aerosol forcing estimates is based on the Monitor-
ing Atmospheric Composition and Climate (MACC)
reanalysis of satellite observations (Bellouin et al.
2013).

State-of-the-art aerosol reanalyses optimally
incorporate satellite observations into atmospheric
models that couple aerosol processes with the meteo-
rology. Estimates of total aerosol optical depth (AOD)
are well constrained by the satellite observations,
while the speciated aerosol information is derived
from the model. Limitations of current aerosol re-
analyses include short time series, unknown biases
in emission and removal processes, uncertainties
in the optical properties of aerosols, and a limited
availability of constraining satellite observations.
However, such reanalyses represent a useful tool for
assessing the current state of these important atmo-
spheric constituents.

The MACC/MACC-II data assimilation system
was used to produce a reanalysis of atmospheric com-
position, including aerosols, for the years 2003-12
(Morcrette et al. 2011; Inness et al. 2013). The aerosol
model provides concentrations and optical depths
for five species: desert dust, sea salt, organic mat-
ter, black carbon, and sulfate. All relevant physical
processes such as emissions, wet/dry deposition, and
sedimentation are included. The spatial resolution of
this dataset is ~80 km.

The aerosol model underwent further develop-
ment after the completion of this 10-year reanalysis
with the aim of increasing its forecasting skill.
Modifications to the dust parameterization in the new
model version lead to larger amounts of mineral dust
while changes in the meteorological model produce
weaker surface winds over the remote oceans and a
decrease in sea-salt aerosols. The modified model
was used to produce an analysis for 2013 at a resolu-
tion of ~40 km that, like the 10-year reanalysis, used
4DVAR assimilation of AOD observations at 550 nm
from the MODIS sensors, including a global adaptive
bias correction. Biomass burning emissions for 2013
were provided by the Global Fire Assimilation System
(GFAS) inventory (Kaiser et al. 2012) that estimates
emissions from MODIS observations of fire radiative
power. The 10-year reanalysis employs GFAS-based
fire emissions for 2009-12 and the GFED3 inventory
for 2003-08 (van der Werf et al. 2010).

Aerosol anomalies are determined by subtract-
ing the multiyear average from the annual mean
for a given year; however, due to the large changes
in desert dust and sea salt in the recent model ver-
sion, only the anomalies for carbonaceous aerosols
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FiGc. 2.36. (a) Total AOD and (b) carbonaceous AOD
from the MACC reanalysis averaged over the period

2003-12.

are presented here. These are defined as the sum of
anthropogenic organic matter, black carbon, and
biomass burning emissions. Results are presented
with a focus on the strongest seasonal anomalies in
Northern Hemisphere summer (June-August, JJA)
and fall (September-November, SON) 2013.

Global maps of the time-averaged total AOD and
carbonaceous AOD from the MACC-II reanalysis are
shown in Fig. 2.36 for the period 2003-12. Note the
widespread pollution over most of Asia, particularly
China and India, the large values over the Arabian
Peninsula where the effects of dust and anthropogenic
aerosols are compounded, the large biomass burning
region in Central Africa, and the seasonal biomass
burning signal in South America. The anomaly map
for carbonaceous AOD for JJA 2013 is displayed in
Fig. 2.37a. A striking feature of the boreal summer
2013 is smoke from the extensive burning in Canada
being carried into the Atlantic Ocean towards Eu-
rope by a strong jet stream. At the same time more
localized but intense fires were burning in Colorado.
Figure 2.37a also shows the active burning season
in Siberia and Central Africa. Figure 2.37b presents
a similar plot for SON 2013. Noteworthy features
include the persistent positive anomaly over Africa
and the negative anomaly in biomass burning over
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FiGc. 2.37. AOD anomaly in carbonaceous aerosols for
(@) Jun-Aug 2013 and (b) Sep—Nov 2013.

South America, possibly connected to the decreasing
trend in deforestation. The anomalies identified in the
biomass-burning aerosol fields are consistent with the
2013 carbon monoxide and fire anomalies reported
in sections 2g7 and 2h4 respectively.

4) STRATOSPHERIC OZONE—M. Weber, W. Steinbrecht,
R. van der A, M. Coldewey-Egbers, V. E. Fioletov, S. M. Frith,
C. 5. Long, D. Loyola, and J. D. Wild

Annual mean total ozone values for 2013 were
similar to the 1998-2008 decadal average in the
midlatitudes and were above average in the tropics
and high latitudes of both hemispheres (Plate 2.1p).
The positive 2013 anomalies for both polar regions
were greater than 25 Dobson Units (DU). Significant
negative anomalies (below —10 DU) observed in the
North Pacific near the Aleutian Islands are attrib-
uted to warmth associated with persistent ridging in
the lower stratosphere over this region. The band of
positive ozone anomalies surrounding the equator is
a typical dynamical pattern caused by the westerly
phase of the quasi-biennial oscillation (QBO).

The annual mean anomalies at middle to polar
latitudes are largely determined by the ozone amounts
during the winter and spring seasons. These depend
on stratospheric meteorological conditions that ex-
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hibit strong interannual variability (Steinbrecht et
al. 2011; Weber et al. 2011). Positive anomalies in the
Southern Hemisphere polar region (see Plate 2.1p)
are related to the rather weak and small ozone hole in
winter/spring 2013 (see section 6g). Spring total ozone
values for 2013 in the Arctic (March) and Antarctic
(October) were close to and greater than their decadal
averages, respectively (Fig. 2.38).

In Fig. 2.39, time series of total ozone since 1970
from different data sources are shown for several zon-
al bands: global (60°S-60°N), midlatitudes (35°-60°)
in both hemispheres, and the tropics (20°S-20°N).
The global average for 2013 is at the high end of the
range of values observed since 2000, as might be
expected from the 2013 maximum in solar cycle 24.
As in the tropics, a quasi-biennial variation is also
evident in the extratropics.
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Fic. 2.38. Total polar ozone (DU) over the NH (Mar)
and SH (Oct) polar regions. WOUDC ground-based
data combining Brewer, Dobson, SAOZ, and filter
spectrometer measurements (red: Fioletov et al.
2002, 2008); the merged BUV/SBUY satellite data
from NASA (MOD V8.6, dark blue: McPeters et al.
2013; Chiou et al. 2013) and NOAA (light blue: Wild
etal.2012), the SBUV/TOMS/OMI merged data (MOD
V8, dark blue dotted, Stolarski and Frith 2006), two
merged time series using GOME/SCIAMACHY/
GOME-2 satellite data: GSG from University of Bre-
men (dark green: Kiesewetter et al. 2010; Weber et
al. 2011) and GTO from ESA/DLR (light green: Loyola
et al. 2009; Chiou et al. 2013). The MSR (multisensor
reanalysis) assimilates various satellite data and algo-
rithm versions after correction with respect to collo-
cated WOUDC ground-based measurements (yellow:
van der A et al. 2010). Ground-based data from 2013
are preliminary as some have not yet been submitted
to the WOUDC database.




205 '_][ (@) Global (60°S-60°N) | similar minimum following Pinatubo because of
3 additional long-wave radiative heating by aerosols,
= | enhanced planetary wave activity (strengthening
2851 the Brewer Dobson circulation), and stronger QBO-
280 induced downwelling in the Southern Hemisphere
I extratropics. These ozone-enriching mechanisms ef-
350 fectively compensated for the post-Pinatubo aerosol-
i related ozone depletion in the Southern Hemisphere

r (Schnadt Poberaj et al. 2011; Aquila et al. 2013).
3401 Despite the considerable year-to-year variability,
3 L the leveling off of total ozone values since the mid-
330F wouoe | 1990s attests to the success of the Montreal Protocol
L SBUV V8.6 NASA (dots: MOD VB)  { § and its Amendments in phasing out ozone-depleting
[ comerscincse substances (see section 2g2; e.g., Kiesewetter et al.
320: - 2010; Mider et al. 2010; Steinbrecht et al. 2011; Che-
i hade et al. 2013; Frossard et al. 2013; Kuttipurath et
270 al. 2013; Nair et al. 2013). Apart from variability in
- 265 V tropical ozone related to the 11-year solar cycle, QBO,
B 560 i and ENSO, there has been no statistically significant
r change in the tropics since the early 1990s (Chehade

255[ et al. 2013).

330 Upper stratospheric ozone has the largest sensitiv-
L ity to changes in the stratospheric halogen loading
due to the smaller influence of dynamical factors in
320 that region. It is therefore easier to detect evidence of
2 L anthropogenic ozone recovery in the upper strato-
310 sphere (Newchurch et al. 2003) than in the lower
i stratosphere where most of the total ozone column
! resides. Ozone in the upper stratosphere (35-45 km)
=ap measured by ground-based and satellite instruments
! is shown in Fig. 2.40. Ozone decreased substantially

1970 1980 1990 2000 2010
Fic. 2.39. Total ozone annual zonal means (DU)
1970-2013 for (a) 60°S-60°N (global), (b) 35°-60°N
(NH), (c) 20°S-20°N (tropics), and (d) 35°-60°S (SH).
Same data sources as described in Fig. 2.38. For some
stations the ground-based WOUDC data for 2013 are
not yet available so the annual mean values are only
presented for the middle latitudes.

by 10%-15% from the early 1980s until the mid-1990s
(Steinbrecht et al. 2009; Jones et al. 2009). Since 2000,
the various upper stratospheric records show signs
of an increase of up to 5% through 2013 at most sta-
tions except Mauna Loa, Hawaii, where ozone has
remained more or less constant since the mid-1990s
(Fig. 2.40). Upper stratospheric ozone is influenced
by changes in the atmospheric burdens of ODS and

The large decline in global ozone between 1980
and the early 1990s was followed by a rapid increase
and subsequent leveling off of Northern Hemi-
sphere ozone values. In the Southern Hemisphere,
total ozone shows no significant change since the
early 1990s except for interannual variability. The
substantial minima in Northern Hemisphere and
global ozone in the early 1990s (Fig. 2.39) are related
to enhanced levels of volcanic aerosols from Mount
Pinatubo. The major eruption in 1991 provided ad-
ditional surfaces for heterogeneous chemical reac-
tions that remove ozone (WMO 1999). Total ozone
values in the Southern Hemisphere did not show a
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greenhouse gases (Fleming et al. 2011; Gillett et al.
2011). The observed long-term behavior of ozone in
the upper stratosphere is consistent with the earlier
increase and subsequent slow decline of the strato-
spheric halogen loading (Fig. 2.35).
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FiG. 2.40. Time series of ozone anomalies (%) in the
upper stratosphere as observed by ground-based lidars
and microwave radiometers at five stations of the Net-
work for the Detection of Atmospheric Composition
Change and by satellite instruments. Anomalies are
derived by subtracting the average annual cycle of each
data record between 1998 and 2008, but the percent
scale is set to zero at the beginning of data in 1979. Sat-
ellite data are 10° zonal means centered at the station
latitudes. The GOZCARDS data record merges SAGE
and HALOE data (up to 2005) with AURA-MLS data
(since 2004; Froidevaux et al. 2014, manuscript submit-
ted to J. Geophys. Res.). SBUV is the SBUV V8.6 merged
dataset provided by NASA (McPeters et al. 2013). ESA-
CCl is the average anomaly from the OSIRIS, SMR,
GOMOS, MIPAS, and SCIAMACHY satellite datasets
since 2000 (Sofieva et al. 2013). The thick black line is
the average anomaly from all data sets. For clarity,
data are smoothed by a 5-month running mean. The
grey shading, obtained from CCMVal-lI model simula-
tions, shows the running 24-month multimodel mean
12 std. dev. of individual model monthly means. The
black lines at the top and bottom are proxies for QBO
and solar flux, respectively. The pink line at the bottom
is an inverted proxy for stratospheric chlorine loading.
Updated from Steinbrecht et al. 2009.
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5) STRATOSPHERIC WATER VAPOR—D. F. Hurst, S. M. Davis,
and K. H. Rosenlof

Anomalies in tropical lower stratospheric water
vapor were strongly negative (dry) at the start of 2013.
Observations by the Aura Microwave Limb Sounder
(MLS) during January 2013 depict tropical anomalies
as large as —1.0 ppmv (-30%) at 82 hPa (Fig. 2.41a).
By July, the dry tropical anomalies had weakened but
had also spread out globally in the lower stratosphere
(Fig. 2.41b). In general, the dry anomalies in July 2013
were stronger and more globally pervasive than in
July 2012 (see figure 2.37 in Hurst and Rosenlof 2013).
However, in January 2013 there were contrasting posi-
tive (wet) anomalies over the high latitudes of each
hemisphere. The Arctic anomalies may be related to
the strong sudden stratospheric warming event in
January 2013 (see section 2b3) accompanied by en-
hanced downwelling of older, wetter air into the lower
stratosphere. Wet anomalies over the high southern
latitudes are attributed to relatively weak dehydration
within the smaller and warmer Antarctic vortex in
2012 that had split into two parts by early November
(Long and Christy 2013; Newman et al. 2013).

The seasonal variability of water vapor abundance
in the lower tropical stratosphere is predominantly

(a) January 2013

08 -06 -04 -02 0 02 04 0.6 0.8
Water Vapor Mixing Ratic Anomaly (ppmv)

FiG. 2.41. Global stratospheric water vapor anomalies
(ppmv) centered at 82 hPa in Jan (a) and Jul (b) 2013
from the Aura Microwave Limb Sounder. Anomalies
are differences from monthly mean water vapor mixing
ratios for 2004-13.



controlled by the annual cycle of cold-point tropo-
pause temperatures in the tropical tropopause layer
(TTL). The resulting cycle in water vapor is visible
in the tropical MLS data at 100 hPa (Fig. 2.42a). The
erosion of this annual cycle in water vapor is evident
as the Brewer-Dobson circulation carries tropical air
masses upwards. Interannual variations in tropical
lower stratospheric water vapor are more overt when
viewed as anomalies. In October 2012 the weak dry
anomaly at 100 hPa intensified, remained strong until
early 2013, then weakened (Fig. 2.42b). This behavior
is consistent with cold-point tropopause temperatures
(Fig. 2.43c, blue curve) reaching a six-year minimum
in late 2012 due to the downward propagation of an
easterly (cold) QBO phase into the TTL and then in-
creasing throughout 2013 as the QBO phase became
westerly.

The Aura MLS has now amassed near-global
stratospheric water vapor measurements since August
2004. These data can be combined with measurement
records from balloon-borne frost point hygrometers
to evaluate trends. Figure 2.43 presents time series of
zonally- and monthly-averaged MLS retrievals and
data from quasi-monthly soundings of NOAA frost
point hygrometers (FPH) at Boulder, Colorado; Hilo,
Hawaii; and Lauder, New Zealand, and of cryogenic
frost point hygrometers (CFH) at San Jose, Costa
Rica. Agreement between the FPH and MLS at 82 hPa
ranges from +0.3% at Lauder to +6% at Hilo. Deeper
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FiG. 2.42. Time series of MLS vertical profiles (hPa)
of monthly zonal mean mixing ratios (ppmv, top)
and anomalies (ppmv, bottom) in the tropical band
15°N-15°S.
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in the stratosphere (68-26 hPa) the long-term FPH-
MLS agreement is better than 1% (Hurst et al. 2014).

The 2013 anomalies at 82 hPa over the Hilo and
San Jose tropical sites (Figs. 2.43b,c) depict increases
of 0.4-0.8 ppmv (15%-25%) after two-year decreases
of 1.2-1.4 ppmv (40%-45%). The expectation that
the tropical increase would propagate to the middle
latitudes within several months was not entirely met
(Fig. 2.43); the 2013 data instead show only a weak
increase of 0.2 ppmv at Boulder and a decrease of 0.3
ppmv at Lauder (Figs. 2.43a,d). Lower stratospheric
water vapor over these two sites was evidently influ-
enced by more than just transport from the tropics.
The timing of the 2013 increase at Boulder implicates
a tropical source but the substantially weakened tropi-
cal signal suggests other influences. For Lauder at 82
hPa, dry remnants of the 2013 Antarctic vortex may
have reduced water vapor mixing ratios more than
they were enhanced by the tropical increase.
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FiG. 2.43. Lower stratospheric water vapor anomalies
(ppmv) at 82 hPa over four frost point (FP) hygrometer
sounding stations. Anomalies of individual FP sound-
ings (black) and of monthly zonal averages of MLS
retrievals in the 5° latitude band containing each FP
station (red) are shown. High-resolution FP vertical
profile data were averaged between 70 and 100 hPa to
emulate the averaging kernel used for MLS retrievals
at 82 hPa. Each monthly zonal mean value for MLS is
distilled from 2000-3000 profiles. Tropical cold-point
temperature anomalies (°C) based on the MERRA
reanalysis (c, blue curve) illustrate good correspon-
dence with water vapor anomalies in the tropical lower
stratosphere.
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6) TroposPHERIC 0ZONE—D0. R. Cooper and J. Ziemke

The State of the Climate in 2012 report marked
the first appearance of tropospheric ozone in this
annually recurring series (Cooper and Ziemke
2013), with a summary of 1990-2010 surface and
free-tropospheric ozone trends around the globe
based on in situ observations reported in the peer-
reviewed literature. A similar summary for 2013 is
not possible due to the absence of any systematic
procedure for routinely updating ozone trends based
on in situ observations at the surface and in the free
troposphere. However, procedures are in place for
timely updates to tropospheric column ozone (TCO)
derived from the Ozone Monitoring Instrument
(OMI) and Microwave Limb Sounder (MLS) remote
sensing instruments onboard NASA’s polar orbiting
Aura satellite (Ziemke et al. 2006, 2011). Therefore,
this assessment of tropospheric ozone in 2013 relies
on the OMI/MLS TCO product, spanning 2005-13
(Figs. 2.44, 2.45).

The average 2013 tropospheric ozone burden
(60°S - 60°N) from OMI/MLS was 275 Tg, 2.5% above
the 2005-12 mean of 268 Tg (Fig. 2.45; Plate 2.10).
Relative enhancements during 2013 in the Northern
Hemisphere (NH) and Southern Hemisphere (SH)
were similar at 2.8% and 2.2%, respectively, but the
seasons and latitudes at which the enhancements
occurred differ hemispherically (Fig. 2.45). The
strongest positive anomalies of 6.6%, 5.0%, and 5.1%
in the NH were in the tropical latitudes during winter
(DJE), spring (MAM), and summer (JJA), respectively.
In the SH, the strongest enhancements occurred in
the extratropics with anomalies of 5.8%, 4.0%, and
4.1% in summer (DJF), fall (MAM), and winter (JJA),
respectively. There was a negative anomaly of —4.1%
in the SH tropics during spring (SON). Simulations
of tropospheric ozone by chemical transport models
indicate that the burden fluctuates interannually
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FiG. 2.45. Monthly (Oct 2004-Dec 2013) OMI/MLS
detected tropospheric ozone burden (Tg) from 60°S
to 60°N (thin black line), with 12-month running mean
(thick black line) and least-squares linear regression
line (black dashed line). Similarly, results are shown
for the Northern Hemisphere (blue) and Southern
Hemisphere (red).

and seasonally due to variability in: (1) ozone
transport from the stratosphere (Ordéiiez et al. 2007;
Voulgarakis et al. 2011; Hess and Zbinden 2013); (2)
photochemical processes modulated by large-scale
meteorology driven by ENSO (Doherty et al. 2006;
Koumoutsaris et al. 2008; Voulgarakis et al. 2010); and
(3) variability in biomass burning emissions (Leung
et al. 2007; Sauvage et al. 2007). Modelling studies
have not yet been conducted to determine the causes
of the 2013 ozone anomalies.

From October 2004 through December 2013, the
global tropospheric ozone burden increased signifi-
cantly at alinear rate of 1.9 £ 0.9 Tg yr-! (p<0.01), with
growth rates of 0.7 £ 0.8 Tg yr-! (p=0.08) and 1.2 +
1.0 Tg yr-! (p=0.01) in the NH and SH, respectively
(Fig. 2.45). Since tropospheric ozone abundance is
influenced by the ENSO cycle, the relatively short
OMI/MLS time series precludes the conclusion that
the linear increase in the tropospheric ozone burden
is part of a long-term trend. Several more years of
data are required to confidently detect a trend be-
yond the noise associated with meteorological cycles.
Chemistry-climate models would then be required to
attribute any observed trends to changes in emissions
(anthropogenic or natural; Young et al. 2013; Parrish
etal. 2014; Cooper et al. 2014, manuscript submitted
to Elementa), transport patterns (Lin et al. 2014), me-
teorology (Voulgarakis et al. 2010), or influence from
the stratosphere (Hess and Zbinden 2013).

Fic. 2.44. Average OMI/MLS tropospheric column
ozone (DU) for 2013.
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7) CARBON MONOXIDE—]. Flemming and A. Inness

Though carbon monoxide (CO) is not a direct
climate forcing agent it influences the abundance
of greenhouse gases like methane (CH,) through
hydroxyl radical (OH) chemistry and plays an im-
portant role in the production of tropospheric ozone
(Hartmann et al. 2013). CO is emitted to the atmo-
sphere during incomplete combustion of fossil fuels
and biomass and is produced in situ by the oxidation
of CH, and other organic trace gases. Combustion and
in situ sources typically produce similar amounts of
CO each year. CO has a lifetime of 1-2 months and is
therefore a good indicator of the long-range transport
of pollutants.

The Monitoring of Atmospheric Composition and
Climate (MACC) data assimilation system provides
analyses and forecasts of atmospheric composition
(Inness etal. 2013). A reanalysis of atmospheric com-
position for 2003-12 and a near-real time analysis for
2013 assimilated total column CO retrievals between
65°N and 65°S from MOPITT (Deeter et al. 2010;
Deeter 2011) from 2003 onwards (Version 4 during
2003-12, Version 5 in 2013), and between 70°N and
70°S from IASI (George et al. 2009; Clerbaux et al.
2009) since April 2008. The satellite observations
were assimilated in the ECMWF’s Integrated Fore-
casting System, which was coupled to the chemical
transport model MOZART-3 (Kinnison et al. 2007)
as described in Flemming et al. (2009). The anthropo-
genic emissions of the assimilating model were taken
from the MACCity inventory (Granier et al. 2011)
that accounts for projected trends in the emissions.
Biomass burning emissions from the GFED (v3.0)
inventory (van der Werf et al. 2010) were used for
the years 2003-08. Since 2009 daily biomass burning
emissions from MACC's GFAS, Version 1.0 (Kaiser et
al. 2012) have been employed. The MACC CO dataset
provides the global three-dimensional distribution
of CO and is used here to assess CO total column
anomalies for 2013.

The climatological distribution of total column
CO for 2003-13 is presented as the medians of
monthly averages during this period (Fig. 2.46).
In general there is a hemispheric gradient in total
column values, with 2 x 1018 molecules cm-2 in the
Northern Hemisphere and 1 x 1018 molecules cm-2
in the Southern Hemisphere. Regional maxima are
located over central Africa due to intensive biomass
burning and over Southeast Asia and southern Asia
because of strong anthropogenic emissions. Outflow
from these regions increases CO column values over
adjacent regions in the eastern Atlantic and the west-
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Fic. 2.46. MACC average total column carbon mon-
oxide (CO) for the period 2003-13 (in units of | x 1018
molecules cm-2).

ern Pacific. In the Southern Hemisphere, away from
the main emissions sources, the typical background
CO mixing ratios of 40-60 ppb vary little with height
in the troposphere. In the Northern Hemisphere and
the biomass burning regions of the tropics, typical
mixing ratios range from ~60 ppb in the upper tro-
posphere to about 150 ppb near the surface. In regions
of high emissions the CO mixing ratios can be more
than 10 times these typical values.

Without further calibration, changes to the as-
similated satellite retrievals and the relatively short
period covered by the MACC CO reanalysis make it
insufficiently consistent for the investigation of long-
term trends. During 2003-13, the MACC reanalysis
shows CO trends of -0.7% and —0.9% yr-! for the globe
and Northern Hemisphere, respectively, if estimated
by linear fits. Trends of -1% yr-! were also found for
the globe and Northern Hemisphere in a study of
CO measurements by different satellite-based instru-
ments during the last decade (Worden et al. 2013).

To investigate the spatial distribution of the anom-
alies in 2013, a latitude-dependent bias correction was
applied to the climatological distribution to remove
long-term trends. No regional absolute anomalies
>10% were found for the 2013 average CO columns.
On seasonal time scales, a positive CO anomaly >0.3
x 1018 molecules cm-2 (>20%) occurred over North-
ern Siberia in June-August (JJA) due to large fires in
July (Fig. 2.47a). During this period, there was also a
positive anomaly over tropical Africa due to seasonal
biomass burning (see section 2h4). In 2013, the fire
season in tropical South America was less intense
than the decadal average, leading to negative anoma-
lies of more than —0.2 x 10!8 molecules cm-2 (-10%)
in both JJA (Fig. 2.47a) and September-November
(SON) as well as less CO outflow over the Southern
Atlantic Ocean in SON (Fig. 2.47b).
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Fic. 2.47. MACC anomalies of the total column CO for
(a) Jun—Aug and (b) Sep—Nov in 2013 with respect to
the period 200313 (in units of | x 108 molecules cm-2).

h. Land surface properties

I) FOREST BlIOMASs—S. Quegan, P. Ciais, and M. Santoro

While inventories and in situ measurements form
the basis of much of our knowledge about the world-
wide values and distribution of biomass, there are
enormous data gaps, especially in the tropical belt,
and also regarding the current status of the vast
Eurasian forests. Although mechanisms such as the
UNFCCC Reducing Emissions from Deforestation
and Forest Degradation initiative (REDD+) have
spurred efforts to establish national forest inven-
tory systems in several tropical countries, the recent
production of regional to continental scale biomass
datasets has relied on satellite data analysis and coor-
dination of in situ measurements. There has also been
considerable effort devoted to testing satellite-derived
pan-tropical biomass maps using both airborne lidar
and in situ data.

Methods to derive biomass in boreal and temper-
ate forests from long time series of C-band Envisat
satellite radar data (Santoro et al. 2011) have been
applied to estimate the carbon stock of Northern
Hemisphere forests north of 30°N as of 2010 (Thurner
et al. 2014; Fig. 2.48). Although available at 0.01°
resolution (http://www.biomasar.org), Santoro et
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al. (2013) demonstrate that accuracy at this scale is
comparatively poor, and spatial averaging provides
more reliable results: at 0.5° spacing, estimated grow-
ing stock volume has a relative accuracy of 20%-30%
when tested against inventory data. The associated
global estimates of carbon stored in boreal, temper-
ate mixed and broadleaf, and temperate coniferous
forests are 40.7, 24.5, and 14.5 Pg C respectively, with
estimated accuracies of around 33%-40% (Thurner
etal. 2014).

Continued assessment of the pan-tropical biomass
maps of Saatchi et al. (2011) and Baccini et al. (2012)
has revealed significant regional differences between
them, although when aggregated to country or biome
scale these disagreements tend to decrease (Mitchard
et al. 2013). Of current concern is the lack of satellites
in orbit capable of providing information on forest
biomass. The biomass maps produced by Santoro et
al. (2013) and Thurner et al. (2014) are derived from
a long time series of C-band radar data produced by
the Envisat ASAR instrument, which failed in April
2012. Estimates of the biomass in lower biomass tropi-
cal woodlands (e.g., Mitchard et al. 2009) relied on
the Japanese Space Agency (JAXA) ALOS-PALSAR
L-band radar, which failed in May 2011. Both the
Baccini et al. (2012) and Saatchi et al. (2011) tropical
biomass maps are based on height measurements
from Icesat, which failed in 2009. The situation should
ease with the launch of the European Sentinel-1A
and 1B C-band satellites in spring 2014 and 2015,
respectively, and the JAXA ALOS-2 L-band radar
in spring 2014. An important development was the
selection by the European Space Agency in May 2013
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FiG. 2.48. (a) Spatial distribution of total forest carbon
density (tree stems + branches + roots + foliage, kg C
m-2) in NH boreal and temperate forests. (b) Corre-
sponding relative uncertainty (a value of | means 100%
uncertainty). (Source: Thurner et al. 2014.)
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of the BIOMASS mission, a P-band radar dedicated to
global forest biomass measurements (European Space
Agency 2012), but this will not launch before 2020.

Local studies in the boreal zone have used allo-
metric relations between biomass and forest height
measured by the TanDEM-X satellite to derive bio-
mass with root mean square accuracy between 16%
and 20% at stand level (Askne et al. 2013; Solberg et
al. 2013). This technique requires an accurate digital
elevation model, which is not available at global scale,
in particular for dense tropical forests; hence, it may
not be possible to infer biomass worldwide from the
90-m global dataset expected to be soon available
from TanDEM-X.

Collation of above-ground biomass data from
260 sample plots across 12 countries in intact closed
canopy tropical forests in west, central, and east
Africa sampled between 1978 and 2012 (Lewis et al.
2013) closes a major gap in current knowledge, and
reveals that these forests are characterized by high
biomass values (mean value 396 Mg ha-1) concen-
trated in fewer trees per unit area compared to either
Amazonia or Borneo. Regression indicates that both
climate and soil properties affect the biomass of the
region; in particular, high temperatures and high
rainfall in the wettest months are both associated
with lower biomass.

2) LAND SURFACE ALBEDO DYNAMICS—B. Pinty

The land surface albedo represents the fraction of
solar radiation scattered backward by land surfaces.
In the presence of vegetation, surface albedo results
from complex nonlinear radiation transfer process-
es. These determine the amount of radiation that
is scattered by the vegetation and its background,
transmitted through the vegetation layer, or absorbed
by the vegetation layer and its background (Pinty et
al. 2011a,b; Pinty 2012).

The geographical distribution of normalized
anomalies in visible (Fig. 2.49a) and near-infrared
(Fig. 2.49b) surface albedo for 2013, calculated with
respect to the 2003-13 base period [for which two
MODIS sensors are available; Schaaf et al. (2002)
report the original development], are shown in Plates
2.1q,r. Mid- and high latitude regions of the North-
ern Hemisphere are characterized by both positive
and negative anomalies mainly as a consequence of
interannual variations in snow cover, amount, and
duration in winter and spring seasons. The large neg-
ative anomalies over southeastern Europe, Ukraine,
Turkey, and regions of the Balkans and Caucasus
are probably associated with a below-average snow
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cover. In contrast, the spring season snowfall and
snowpack over northern and parts of central United
States, Canada, and northeastern China correspond
to well-identified positive anomalies (section 2¢2;
http://snowcover.org). The amplitude of these changes
can reach £30% in relative units, and are larger in the
visible than in the near-infrared domain although
with the same sign.

Snow-free regions experienced dramatic variations
with noticeable negative anomalies in both spectral
domains in Australia, Namibia, central India, the
Indus valley, southeastern United States, and the
Amazon basin. Northeast Brazil, central regions
of Argentina and South Africa, western Russia and
central Siberia, and to a lesser extent, eastern regions
of Central America and Mexico had positive anom-
alies, in particular in the visible domain. These are
generally associated with less-favorable-than-normal
vegetation growing conditions (see section 2h3)
although contamination of the albedo retrievals by
subpixel clouds and heavy aerosol load (especially in
intertropical regions) may induce some artifacts and
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FiG. 2.49. Zonal means of the MODIS White Sky broad-
band surface albedo (NASA) normalized anomalies (%)
in the (a) visible and (b) near-infrared domains relative
to a 2003-13 base period.
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sors (Gobron et. al. 2010; Pinty et al. 2011b;
Gobron and Robustelli 2013).

The largest negative anomalies (unfavora-
ble for vegetation) occurred over northeast-

ern Brazil, central Argentina, and the Volga
region and Siberia in Russia. Various regions

in Australia and Africa (Chad and Botswana)
as well as the southeastern United States were
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FiG. 2.50. Globally-averaged MODIS White Sky broadband sur-
face albedo (NASA) normalized anomalies (%) in the (a) visible
and (b) near-infrared domains relative to a 2003-13 base period.

limit the observation sampling required for reliable
estimates of surface albedo quantities. Spain, China,
and southern India had well-identified negative
anomalies notably in the visible domain. Many of
these variations are attributable to vegetation dynam-
ics over these regions sensitive to stress from ambient
conditions and, in particular, water availability.

Analysis of the zonally-averaged albedo anom-
alies in the visible (Fig. 2.49a) and near-infrared
(Fig. 2.49b) spectral domain indicates considerable
interannual variations related to snow events in
winter and spring at mid- and high latitudes but also
in vegetation conditions in spring and summer. The
persistent negative anomalies from 2010 between 20°
and 40°S are no longer detectable from mid-2013,
featuring a return to average conditions.

The fluctuations of the globally-averaged normal-
ized anomalies (Fig. 2.50) are within +7% (+2%) in the
visible (near-infrared) domain. The anomalies are not
estimated over Antarctica due to missing products.
In contrast to preceding years dominated by negative
anomalies mainly from 2010, 2013 does not exhibit
a significant departure from the multiyear average
conditions. There are slightly positive (negative)
anomalies in boreal winter (summer). Figure 2.50
also indicates the presence of spectrally correlated
multiannual variations during 2003-13 with positive-
ly biased values at the beginning of this period but
with an apparent return to average conditions in 2013.

3) TERRESTRIAL VEGETATION DYNAMICS—N. Gobron

Analysis of a 16-year record shows that significant
spatio-temporal variations in vegetation dynamics
occurred on regional and continental scales dur-
ing 2013 (see Plate 2.1s). The state of vegetation is
examined by merging estimates of the Fraction
of Absorbed Photosynthetically Active Radiation
(FAPAR) from 1998 to 2013 from three different sen-
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affected as well but to a lesser extent. The
largest positive annual anomalies appear
over eastern China, southeastern regions
of Russia, Indonesia, and Canada. Limited
positive anomalies occurred over central
and north India as well as central Europe, the African
equatorial belt, and central South America.

Northeastern Brazil suffered from significant
droughtin early 2013 that strongly limited vegetation
activity during the year. Central Argentina suffered
from a drought and a heat wave, which reduced both
cropland and grassland photosynthetic activities.
A large fraction of Russia, exhibiting a negative
anomaly, experienced both extreme temperatures and
drought events during summer 2013 which yielded
a strong decrease in vegetation activities. Vegetation
was also stressed over United Kingdom by the cold
spring which slowed the growth of croplands and
grasslands. Following the slow recovery of vegetation
in Australia in 2010-11, several regions, including
western Queensland and New South Wales, observed
new seasonal records of high temperatures (see Side-
bar 2.1) and low precipitation.

Eastern China was again marked by strong pos-
itive anomalies correlated with high precipitation
rates compared to previous years. High rainfall over
Indonesia yielded strong positive anomalies. Canada
had a favorable year for crops. Vegetation health over
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Fic. 2.51. SeaWiFS/MERIS/MODIS TIP monthly aver-
age anomaly (relative to a 1998-2013 base period) time
series of latitudinally averaged Fraction of Absorbed
Photosynthetically Active Radiation (FAPAR).



—_———— T .
SeaWiFS, MERIS and MODIS TIP 3
— Global 3
6?0‘02 — N. Hemisphere 3
= — 8. Hemisphere E
Zo -
8
[+-]
£ 0.00F :
o E 3
c E 3
< o 3
0.01F 4

2060 O
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alarge part of central Europe was better by compari-
son with past years.

Zonally-averaged monthly mean anomalies (Fig.
2.51) illustrate differences between the two hemi-
spheres, with persistent negative anomalies occurring
over the Southern Hemisphere during all seasons
from approximately 2002 to 2009. In contrast, since
2010, modest positive anomalies were observed
over regions located between 20° and 45°S but the
tendency appeared to decrease in 2013. Figure 2.51
illustrates stronger negative anomalies over regions
south of 20°S for the first half 0of 2013 and a larger area
with positive anomalies in the Northern Hemisphere
since mid-2012.

The mean globally-averaged anomalies (Fig. 2.52),
smoothed using a six-month running average, indi-
cate that 2013 corresponds to a relatively healthy state
of vegetation at global scale and over the Northern
Hemisphere. Relatively large fluctuations are discern-
ible over the Southern Hemisphere with a limited
negative anomaly in 2013.

4) Biomass BURNING—]. W. Kaiser and G. R. van der Werf

The burning of vegetation impacts several radia-
tive forcing agents including the concentration of the
greenhouse gases CO,, CH,, and N,0, and aerosols. In
addition, fires can change land surface characteristics
such as biomass, albedo, and roughness, for example
when forest is replaced by agriculture. Fires occur in
most biomes, and due to spatial and temporal hetero-
geneity, most information on large-scale fire activity
is derived from satellites. Fires are started by lightning
or by humans, the latter being most important in the
tropics where fire is often used to manage the land.
Interannual variability in climatic conditions can in-
fluence the occurrence of fires in the tropics through
changes to vegetation mass and desiccation. Fires oc-
cur less frequently in temperate and boreal regions.
In general, these fires burn more often and consume
larger areas when climate is favorable.
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from GFED3.l and GFASvI.0 inventories.

The Global Fire Emissions Database version 3
(GFED3; Giglio et al. 2010; van der Werf et al. 2010)
utilizes satellite-derived burned area as an input
dataset for a biogeochemical model that computes
biomass and the fraction of biomass that is burned,
the parameters needed to estimate fire carbon
emissions. These GFED estimates have been used
to calibrate the Global Fire Assimilation System
(GFASV1.0; Kaiser et al. 2012) which uses satellite
observations from fires that burn during the satel-
lite overpass instead of burned area. Fire emissions
estimates from GFAS are available in near real time
(http://atmosphere.copernicus.eu/fire).

Fires consumed on average about 2 Pg of carbon
(C) yr! over the GFAS era covering 2003-12. High-
est emissions (2.3 Pg C yr-1) occurred in 2003, while
2009 had the least emissions during that period (Table
2.8; Fig. 2.53). The highest fire years in the GFED3
record were 1997 (2.7 Pg C yr-1) when peat fires raged
over Indonesia and 1998 (2.8 Pg C yr-1) when several
regions experienced particularly strong fire seasons.

In most years, almost 85% of total emissions origi-
nate in the tropics and subtropics. The boreal regions
of Asia and America contribute most of the remain-
der (Fig. 2.54). During 2013, negative anomalies in
the key biomass burning regions in South America,

2013
Fic. 2.53. Monthly global fire activity in terms of carbon
consumption (Tg C month-!) from Jan 1997 to Feb 2014,
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FiG. 2.54. Monthly fire activity in terms of carbon con-
sumption (Mg C m-2 yr-!) represented as Hovmiiller
plot for 2003-13, from GFASvI.0 inventory. (The linear

y-axis accentuates high latitudes.)
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Table 2.8. Annual continental-scale biomass burning budgets in terms of carbon emission (Tg
C yr-!) reported in GFASvI.0. Values in bold type are outside the range of values from 2003-12.
Time Period 2003-12 2013 2013 w.r.t. 2003-12
S o | rowe | e | e | Tee

Global 2050 1774-2312 1652 -398 -19%

N America 338i_|57§0'\\1/v 101 71-138 138 +37 +37%

C America 38::?70;:\\]/\/ 64 49-91 71 +7 +11%

SH America 3(;)"0—_I6;(())1§N 331 177—-458 153 -178 -54%
Europe and Mediterranean 6:(;)(3;——73§°':IN 35 26-62 19 -16 -47%
NH Africa 6(§)°°E_—3;)(;£\1W 408 331-458 348 -60 -15%

SH Africa 60(‘)";5_—335(:"5W 524 488-591 529 +5 +1%

N Asia . goe:|77son 213 105-470 131 -82 -39%

SE Asia 6;?;:?3;!\\',\/ 130 95-162 16 -14 -11%
Tropical Asia 61)?’;'11;7'::3\/ 9l 22-218 49 -41 -46%
Australia 6 OIO(:__IS 7%0"5\/\/ 152 52-288 97 -55 -36%
Western US | 38::?: (;’OI:IN 23 8-42 24 +l +5%
Siberia 6%2:;3?\\;\/ 161 61-414 108 -53 -33%

Africa, Australia, and northern Asia reduced the
global biomass burning budget by 19% to 1.6 Pg C
yr-1 (Table 2.8; Plate 2.1t). The seasonal time series of
fire emissions in Online Fig. $2.20 confirm that the
low anomaly of the global fire activity occurred at the
same time as the low anomaly of South American fire
activity. Only North America experienced a signifi-
cant increase in fire activity with a budget of 136 Tg
Cyr1, which is 37% above average.

The global average fire activity was lower during
2013 than during the preceding 10 years covered
by GFAS. According to the longer GFED3 record,
several regions with a negative anomaly in 2013
have experienced even lower fire seasons further in
the past. But these were usually compensated for by
positive emissions anomalies, something that did not
happen in 2013.

South America, Europe, and the Mediterranean
also experienced their lowest fire activities since
2003. The record negative anomaly of South America
cannot be entirely explained by reduced deforesta-
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tion activity because the PRODES project reports an
increase in deforestation during 2013 as compared
to 2012 (INPE 2014). However, the link between
annual deforestation and fire rates is not always
straightforward and lags between deforestation and
fire can occur.

Several large fire events were noticeable during
2013 (Plate 2.1t; Online Fig. $2.21). Emissions from
agricultural fires used for land clearing in Sumatra led
to extreme air pollution in Singapore (ECMWF 2013).
However, these fires were relatively local and appear
to be largely compensated by otherwise reduced fire
activity in the region; also, the smoke was blown di-
rectly from Sumatra to Singapore in this case. Around
the beginning and end of July large fires burned in
Quebec and Siberia, respectively. The Quebec fires
extended the region of large boreal fires in North
America eastward. The main Siberian fire activity
was shifted northward compared to the preceding
decade. The time series in Online Fig. $2.20 shows
that fire activity was mostly concentrated in two




periods; one at the beginning of the main fire season,
around 1 May, and the other at its end, around 1 Au-
gust. The signature of several large fire events in the
western United States is also discernible even though
their emissions are hardly relevant on a global scale.

The carbon monoxide and carbonaceous aerosol
anomalies reported in sections 2g3 and 2g7 are largely
consistent with the observed fire anomalies. These are
generally negative in South America and Australia
and positive in North America, in particular from
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Quebec with the main wind direction into the North
Atlantic. The meridional dipole in the Siberian fire
anomaly is reflected in a zonal dipole in the aero-
sol anomaly. For Sumatra, both anomalies show a
mixed signal. However, the positive aerosol anomaly
in South America is much more pronounced than
the only slightly positive fire anomaly, pointing to a
potential underestimation of the fire activity in this
region.
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3. GLOBAL OCEANS—M. L. Newlin and M. C. Gregg, Eds.
a. Overview—NM. C. Gregg and M. L. Newlin

In 2013 the global oceans were characterized by
a persistent pattern wherein saltier (higher evapora-
tion) regions of the ocean surface continued to be
anomalously salty and fresher (higher precipitation)
regions continued to be anomalously fresh. The salt
content in near-surface low latitude waters increased
while intermediate waters formed at higher latitudes
had decreased salt content. Notably, the South Pacific
was fresher in 2013 compared to the long-term mean.

Global mean sea level (GMSL) continued to rise
during 2013, on pace with a 20-year linear trend of
3.2mmyrl. A portion of this trend (0.5 mm yr-!) has
been attributed to natural variability associated with
the Pacific decadal oscillation (PDO; Hamlington et
al. 2013), as well as ongoing contributions from the
melting of glaciers and ice sheets and ocean warming
(Rhein et al. 2013). Warming of the upper (0-700 m)
oceans accounts for about 63% of the total increase
in energy storage in the climate system from 1971 to
2010 (Rhein et al. 2013), and warming from 700 m
depth to the ocean floor adds about another 30%.
Melting ice and warming land account for about 3%
each, and the warming atmosphere accounts for about
1% over those four decades.

The sea surface temperature anomaly (SSTA) was
dominated by a negative PDO pattern in the North
Pacific and by ENSO neutral conditions. The global
ocean mean SSTA warmed by about 0.04°C compared
with 2012, with the most warming in the North Pa-
cific, which reached a historic high in 2013.

The substantial warming south of Bering Strait,
Gulf of Alaska, and northeast Pacific (compared to
2012) appeared to be largely forced by atmospheric
fluxes associated with a strong anomalous anticyclon-
ic circulation near the Gulf of Alaska and a westerly
surface wind anomaly in the northeast Pacific. This
persistent high-pressure system promoted large-scale
atmospheric subsidence farther to the south and
altered the atmospheric flow pattern. As a result,
the westerly winds in the North Pacific weakened
significantly. The weakened winds reduced the rate
of evaporation, leading to less latent heat loss from
the ocean, which, in turn, caused the ocean warming.
Ocean heat content also showed a warming trend in
the western tropical Pacific and cooling trend in the
eastern tropical Pacific from 1993 to 2013, consistent
with overall trade-wind intensification during that
time period. No large-scale equatorial surface current
anomalies persisted for more than a month in the
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tropical Pacific basin compared to 2012. The annual
average zonal current anomalies reveal a continuing
northward shift of the Kuroshio Extension with a
narrower and stronger annual signature.

Most of the subpolar North Atlantic warmed from
2012 to 2013 with the exception of parts of the Nordic
Seas, which cooled. The observed meridional heat
transport decrease in the full 8.5-year time series is
likely due to interannual and decadal variability and
the Gulf Stream shift southward back to its climato-
logical position. Salinity increased in the upper 100
m of the North Atlantic with substantial freshening
around 100-500-m depth (primarily north of 30°N).
The Indian Ocean exhibited a widespread and sig-
nificant warming trend in many regions; almost no
regions had a statistically significant cooling trend.

Observations based on carbon system and pH
measurements at ocean time-series stations in the
North Atlantic and North Pacific indicate decreas-
ing pH with rates ranging between -0.0014 yr-! and
-0.0024 yr-1. Unlike previous years, the global phy-
toplankton distributions revealed that the relation-
ship of decreasing Chla with increasing SST was not
equally prominent. In particular, regions of strong
warming across the Pacific were often dominated by
increases in Chla though there is uncertainty in the
current satellite record.

b. Sea surface temperatures—y. Xue, I. Hu, A. Kumar, V.

Banzon, T. M. Smith, and N. A. Rayner

Sea surface temperatures (SST) play a key role in
regulating climate and its variability by modulating
air-sea fluxes and tropical precipitation anomalies.
In particular, slow variations in SST such as those
associated with the El Nifo-Southern Oscillation
(ENSO), Atlantic multidecadal oscillation (AMO),
Pacific decadal oscillation (PDO), Indian Ocean di-
pole (IOD), and Atlantic Nifio, are potential sources
of predictability for climate fluctuations on timescales
of a season and longer (Deser et al. 2010). A sum-
mary of global SST variations in 2013 is presented,
with emphasis on the recent evolutions of ENSO and
PDO, and also discussed with respect to the historical
record since 1950.

To quantify uncertainties in SST variations, three
SST datasets were used for this analysis: (1) the weekly
Optimal Interpolation SST version 2 (OISST; Reyn-
olds et al. 2002); (2) the Extended Reconstructed SST
version 3b (ERSST; Smith et al. 2008); and (3) the (UK)
Met Office Hadley Centre’s sea ice and SST dataset
(HadISST1; Rayner et al. 2003). The weekly OISST is
a satellite-based analysis that uses in situ data for bias
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FiG. 3.1. (a) Yearly average OISST anomaly (°C, rela-
tive to 1981-2010 average) in 2013, (b) 2013 minus 2012
OISST anomaly. The box shows the area in which the
normalized average SSTA is shown in Fig. 3.3a,b.
adjustments of the Advanced Very High Resolution
Radiometer (AVHRR) data, and has been available
since November 1981. The ERSST and HadISST1 are
historical analyses beginning in the 19th century,
and both use statistical procedures
developed over the recent period

The yearly mean SSTA in 2013 (Fig. 3.1a) was
characterized by positive SSTA in the central North
Pacific, Indo-Pacific warm pool (IPWP), and the
North Atlantic and negative SSTA in the eastern
equatorial Pacific (EPAC). The SSTA in the North
Pacific resembled the negative phase of the PDO pat-
tern (Mantua et al. 1997) and the normalized monthly
PDO index averaged to be —1.2 in 2013. The SSTA in
the Indo-Pacific was characterized by a dipole pattern
with a positive center over [PWP and a negative center
in EPAC. The average SSTA over IPWP, labeled as the
box in Fig. 3.1, was more than +1 standard deviation
(STD), while the SSTA average in EPAC was less than
-0.5 STD.

The 2013 minus 2012 SSTA differences (Fig. 3.1b)
show that there was a substantial warming south of
Bering Strait, Gulf of Alaska, and northeast Pacific.
The warming appeared to be largely forced by atmo-
spheric fluxes associated with a strong anomalous
anticyclonic circulation near the Gulf of Alaska and
westerly surface wind anomaly in the northeast Pa-
cific (see Fig. 3.9). There was a cooling in the southeast
Pacific, along the east coast of North America, and
subpolar North Atlantic. The tropical Atlantic was
warmer in 2013 than in 2012.

The temporal evolution of seasonal mean SSTA
in 2013 is shown in Fig. 3.2. The boreal winter

90°N

to extend the SST analysis back in
time when in situ observations were
sparse. ERSST includes in situ data
only, while HadISST1 includes both
in situ measurements and AVHRR
retrievals from 1982 onwards. Al-
though ERSST and HadISST1 are
among the best historical datasets,

" 60°NFE

both involve bias corrections, tun-
ing, and interpolations, which cause
uncertainties, especially back to
early periods of observations. The
focus here is on intercomparison
of the basin scale means among the
three products, leaving regional
differences among SST products
to specific research publications.
In this section, SST variations are
quantified as SST anomalies (SSTAS)
defined as departures from the
1981-2010 average (http://www
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Fic. 3.2. Seasonal average SSTA from OISST (shading, °C, relative to
1981-2010 average) for (a) Dec 2012-Feb 2013, (b) Mar-May 2013, (c)
Jun-Aug 2013, and (d) Sep-Nov 2013. The contours are *+| and -1 nor-
malized seasonal average SSTA based on seasonally-averaged standard

.cpc.ncep.noaa.gov/products/people deviation over 1981-2010. The box shows the area in which the normal-

lyxue/sstclim).
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ized average SSTA is shown in Fig. 3.3a,b.
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2012/13 (December-February) was characterized
by a negative PDO pattern in the North Pacific and
ENSO-neutral conditions in the tropical Pacific [with
definition of ENSO based on three-month running
average of the NINO3.4 index with a threshold of
+0.5°C (-0.5°C) for El Nifio (La Nifa); see section 4b
for details]. Both ENSO-neutral and negative PDO
conditions persisted throughout 2013 (see NINO3.4
and PDO indices in Fig. 3.3a,c). The positive SSTA
over IPWP exceeding +1 STD persisted throughout
2013. Negative SSTA of more than -1 STD emerged
in the eastern Pacific during summer and persisted
into fall 2013. The SSTA in the North Atlantic was
mostly positive during 2013.

To further understand the persistent positive SSTA
over IPWP, the normalized monthly SSTA average
was calculated in the box labeled in Fig. 3.1, referred
to as Indo-Pacific warm pool SSTA (WSSTA). Figure
3.3a shows that WSSTA exceeded +1 STD during

(a) WSSTA (bar), NINO3.4 (line)
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Fic. 3.3. (a) Monthly normalized average SSTA (°C)
over Indo-Pacific warm pool in the box shown in Fig.
3.2, labeled as WSSTA (bar) and monthly normalized
NINO3.4 index (average SSTA in 170°-120°W, 5°S-
5°N; line) for 2010-13 and (b) 5-month running mean
of SSTA indices (°C) for 1982-2013; SSTA is relative
to 1981-2010 average. (c) Monthly normalized PDO
index (bar) and NINO3.4 index (line) for 2010-13 and
(d) 5-month running mean of PDO and NINO3.4 index
for 1982-2013.
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most of 2013 and 2010, in contrast to 2011 and 2012
when WSSTA was less than 0.5 STD. The time series
since 1982 (Fig. 3.3b) shows that WSSTA (shading)
was mostly negative before 1999 and positive after
1999. The sudden warming over IPWP is related
to a multidecadal shift that happened around 1999
(Lyon et al. 2013). WSSTA is generally out-of-phase
with NINO3.4 with a correlation —0.45 for the period
1982-2013. However, the correlation between WSSTA
and NINO3.4 was —0.53 before 1999 and —0.31 after
1999. The weakened out-of-phase relationship be-
tween WSSTA and NINO3.4 after 1999 is probably
related to the weakened ENSO variability after 1999
(Hu et al. 2013). In addition, the multidecadal shift
around 1999 also contributes to the weakened rela-
tionship. The persistent positive WSSTA after 1999
likely forces persistent La Nina-like atmospheric cir-
culations with enhanced convections over Indonesia
and suppressed convections near the dateline. This
was the case in 2013 (see http://www.cpc.ncep.noaa.gov
/products/GODAS).

The connection between the ENSO cycle and PDO
is further explored. The PDO index is defined as the
standardized time series of the projection onto the
1st empirical orthogonal function (EOF) of monthly
ERSST in the North Pacific north of 20°N during the
period 1900-93 following the approach of Mantua et
al. (1997). There was a switch from positive to nega-
tive PDO around June 2010 which coincided with the
onset of the 2010/11 La Nifa (Fig. 3.3¢). This negative
PDO phase has persisted since that time. The time
series for 1982-2013 (Fig. 3.3d) shows that negative
PDO tends to be in phase with, but lasts longer than,
La Nifia. In addition, there was a regime shift of PDO
around 1999. After 1999 negative PDO was more
frequent than the positive PDO, while before 1999
positive PDO was more frequent. The correlation be-
tween monthly PDO and NINO3.4 at zero lag is 0.42
in 1982-2013, while it is 0.38 in 1982-98 and 0.51 in
1999-2013. The higher correlation since 1999 is partly
attributed to the fact that both the PDO and NINO3.4
were in prevalent negative phases since 1999.

The historical perspective of the yearly mean SSTA
in 2013 was next investigated. Figure 3.4 shows the
average SSTAs in the (a) tropical Pacific, (b) tropical
Indian Ocean, () tropical Atlantic, (d) North Pacific,
(e) North Atlantic, and (f) global ocean. The SSTA
time series of OISST are largely consistent with
ERSST in the common period 1982-2013. HadISST
also agrees well with OISST and ERSST except it is
generally cooler in the tropical Indian Ocean, where
the differences reach up to 0.2°C.
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FiG. 3.4. Yearly mean SSTA (°C, relative to 1981-2010
average) from ERSST, and HadISST (blue line) for
1950-2013 (bar) and OISST for 1982-2013 (black line)
averaged over the (a) tropical Pacific, (b) tropical
Indian Ocean, (c) tropical Atlantic, (d) North Pacific,
(e) North Atlantic, and (f) global ocean.

The mean SSTA in the global ocean was domi-
nated by a warming trend superimposed with
interannual variations largely associated with El
Nifo and La Nifa events (Fig. 3.4f). For example,
the peaks and valleys in the global ocean SSTA often
correspond with those in the tropical Pacific SSTA
(Fig. 3.4a). The global ocean SSTA warmed by about
0.04°C (Fig. 3.4f). After a 30-year period (1970-99)
of a warming trend in the global ocean SST (+0.11°C
decade ! in ERSST and +0.06°C decade-! in HadISST),
the past decade in 2000-13 had little further trend
(+0.007°C decade-! in ERSST and +0.02°C decade-!
in HadISST) .

The tropical Indian Ocean SSTA is dominated by
an upward trend with an increase of 0.9°C from 1950
to 2010 when the historical high value was reached
(Fig. 3.4b). The interannual variations in the tropical
Indian Ocean SSTA correspond well with those in the
tropical Pacific SSTA due to the remote influences
of ENSO. In the tropical Atlantic, SSTA was mostly
negative before 1995, and warmed significantly from
—0.43°C in 1992 to +0.31°C in 2003. The positive
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SSTA largely persisted from 2003 to 2009, then sud-
denly increased to the historical high value +0.46°C in
2010 (Fig. 3.4¢), due to the combined influences of El
Nifio, long-persistent negative phase of NAO, as well
as the long-term trend (Hu et al. 2011). Since 2010, the
tropical Atlantic SST has cooled down substantially.
The North Pacific SSTA trended downward from
1950 to 1987, but rebounded from —0.5°C in 1987
to 0.31°C in 1990, and has been persistently posi-
tive since then (Fig. 3.4d). The North Pacific SSTA
increased 0.27°C from 2012 to 2013, and reached a
historical high in 2013. The North Atlantic SSTA
trended downward from 1951 to early 1970s, and
then trended upward, reaching a peak value in 2006.
From 2006 to 2010, the SSTA had a downward trend,
but rebounded and reached a historical high in 2012
(Fig. 3.4e). There was a cooling of —0.21°C from 2012
to 2013.

¢. Ocean heat content—G. C. Johnson, J. M. Lyman, J. K. Willis,

T. Boyer, J. Antonov, S. A. Good, C. M. Domingues, and N. Bindoff

Storage and transport of heat in the ocean are cen-
tral to aspects of climate such as ENSO (Roemmich
and Gilson 2011), tropical cyclones (Goni et al. 2009),
sea level rise and the global energy budget (Church
et al. 2011), constraining global warming scenarios
(Otto et al. 2013), and melting of ice sheet outlet
glaciers around Greenland (Straneo and Heimbach
2013) and the Antarctic (Rignot et al. 2013).

An estimate of upper (0-700 m) ocean heat content
anomaly (OHCA) for 2013 (Fig. 3.5a) is computed
from a combination of in situ ocean temperature data
and satellite altimetry data (hereafter referred to as
the combined estimate). In situ data are from (UK)
Met Office Hadley Center EN3 V2a (Ingleby and
Huddleston 2007), derived mostly from the World
Ocean Database (Boyer et al. 2009), but with a Janu-
ary 2014 download of Argo (Roemmich et al. 2009)
data. Updated mechanical and expendable bathy-
thermograph (MBT and XBT) bias corrections from
Ishii and Kimoto (2009) are applied, along with a
statistical quality control (Lyman and Johnson 2014).
Since OHCA changes are related to depth-integrated
ocean temperature changes, increases in OHCA are
sometimes referred to here as warming and OHCA
decreases as cooling. Some of the data used in this
analysis are preliminary, pending delayed-mode
scientific quality control; however, strong regional
signals are unlikely to change upon data finalization.

Upper OHCA in 2013 (Fig. 3.5a) shows typical
eddy and meander signatures (Johnson et al. 2012a).
Similarly, differences of upper OHCA between 2013
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Fic. 3.5. (a) Combined satellite altimeter and in situ
ocean temperature data estimate of upper (0-700 m)
ocean heat content anomaly (OHCA; x10? ] m-2) for
2013 analyzed following Willis et al. (2004), but using
an Argo monthly climatology and displayed relative
to a 1993-2013 average. (b) The difference of 2013
and 2012 combined estimates of OHCA expressed as
alocal surface heat flux equivalent (W m-2). For panel
comparisons, note that 95 W m-2 applied over one year
results in a 3 x 102 ] m-2change of OHCA.

and 2012 (Fig. 3.5b) exhibit typical interannual vari-
ability. OHCA variability (and net increases) are
also found from 700 to 2000 m in depth (Levitus et
al. 2012) and even in the abyssal ocean below (Pur-
key and Johnson 2013). These variations, as well as
salinity and mass signals, all contribute to local sea
level anomalies (Leuliette and Willis 2011). Despite
these additional factors, there are many large-scale
visual similarities between the combined estimate
of upper OHCA (Fig. 3.5a) and sea level (see Fig.
3.28a) fields in 2013. This similarity reflects mostly
the large contribution of upper OHCA variations to
sea level variations (Church et al. 2010), but also to a
lesser extent the influence of the altimeter data in the
combined estimate (Willis et al. 2004).

Large-scale patterns are evident in the combined
estimate of upper OHCA for 2013 (Fig. 3.5a) and its
difference from 2012 (Fig. 3.5b). The pattern of annual
mean OHCA (Fig. 3.5a) on the equator in the Pacific
exhibits slightly cool values in the east and slightly
warm values in the west. This relatively neutral pat-
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tern is consistent with the persistence of near-neutral
conditions for ENSO in the Pacific from 2012 through
2013 (section 4b).

In 2013, the North Pacific (Fig. 3.5a) showed a
pattern of anomalous warmth in the central Pacific
and cold in the eastern Pacific that is typical of the
negative phase of the Pacific decadal oscillation
(PDO; Mantua et al. 1997), although this pattern
was weaker in 2013 than in 2012. Extratropical SST
anomalies in 2013 exhibited a similar pattern (see Fig.
3.1). South of the Kuroshio Extension in the western
Pacific there was a cool patch between 20° and 30°N
that contrasts with the anomalously warm patch to
the south that extended well east of the Philippines.
There were strong zonal surface current anomalies
co-located with these two features (see Fig. 3.17a).

In the South Pacific, the strong band of cooling
from 2012 to 2013 (Fig. 3.5b) that extended from east
of the Solomon Islands to about 30°S, 100°W is associ-
ated with an increase in eastward tendency of surface
velocity (see Fig. 3.17b) and an increase in Ekman suc-
tion (anomalous upwelling) owing to changes in the
winds (see Fig. 3.9b). This cooling broke up a band of
anomalously warm upper OHCA in the South Pacific
extending from the Solomon Islands in the west to
about 30°S, 100°W (Fig. 3.5a) that had been present
at various latitudes since 2006 (Johnson et al. 2013a;
previous State of the Climate reports). However, much
of the South Pacific south of the Tropic of Capricorn
(~23°S) remained anomalously warm in 2013.

Upper OHCA in the Indian Ocean remained
mostly warm in 2013 (Fig. 3.5a) compared to the
1993-2013 average, with a prominent cool patch in
the southern half of the Mozambique Channel, where
strong cooling occurred between 2012 and 2013 (Fig.
3.5b). Cooling from 2012 to 2013 in a band around
8°S is associated with an increase in eastward flow
to the north and westward flow to the south (see Fig.
3.17b), consistent with an increase in the strength of
the thermocline ridge at that latitude and an increase
in Ekman suction just south of the equator extending
westward from Indonesia (see Fig. 3.9b).

Much of the subpolar North Atlantic warmed from
2012 to 2013 (Fig. 3.5b), although some of the Nordic
Seas cooled. With these changes, in this region a small
portion of the Irminger Sea and some patches west of
Norway remained colder than average in 2013 (Fig.
3.5a). In 2013, as in 2012 (Johnson et al. 2013a), there
was a meridional dipole of OHCA along the Gulf
Stream extension, warm to the northwest and cool to
the southeast. The tropical Atlantic mostly warmed
from 2012 to 2013 (Fig. 3.5b); hence it remained
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warmer than the 1993-2013 average, with some cool
patches along the tropical cyclone path from Africa
to the Antilles (Fig. 3.5a).

A few distinct (Fig. 3.6a) and statistically sig-
nificant (Fig. 3.6b) regional patterns stand out in the
1993-2013 local linear trends of upper OHCA. In
the Indian Ocean, the warming trend is widespread
and statistically significant in many locations, with
almost no regions of statistically significant cooling
trends in that ocean.

In the Atlantic Ocean, the Labrador, western
Irminger, and Nordic Seas have all trended warmer
over 1993-2013 (Fig. 3.6a), reflecting a robust re-
gional warming trend over the interval (Fig. 3.6b).
These changes may result from changes in the wind
stress curl linked to changes in Atlantic multidecadal
variability (AMV) since 1993 (Hédkkinen et al. 2013).
Eastern portions of the subtropical Atlantic and most
of the tropics also trend warmer across both hemi-
spheres. Statistically significant cooling trends in the
Atlantic are limited to the Gulf Stream extension,
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FiG. 3.6. () Linear trend from 1993-2013 of the com-
bined satellite altimeter and in situ ocean temperature
data estimate of upper (0-700 m) ocean heat content
anomaly OHCA (W m-2) analyzed following Willis et
al. (2004) but relative to a monthly Argo climatology.
Areas with statistically significant trends are outlined
in black. (b) Signed ratio of the linear trend to its 95%
uncertainty estimate, with increasing color intensity
showing regions with increasingly statistically signifi-
cant trends.
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probably related to a southward shift in that current
over the past few years. This shift is expected with an
overall declining NAO index (Pérez-Herndndez and
Joyce 2014), but recent subtropical cooling has also
been linked to a reduction in the Atlantic meridional
overturning circulation (Cunningham et al. 2013).

Statistically significant (Fig. 3.6b) 1993-2013 re-
gional trends in the Pacific Ocean (Fig. 3.6a) include
warming in the western tropical Pacific and extra-
equatorial cooling in the east, consistent (via the geo-
strophic relation) with general strengthening of the
interior subtropical-tropical circulation attributed to
trade wind intensification (Merrifield et al. 2012). The
statistically significant warming in the central North
Pacific and cooling south of Alaska and off the west
coast of North America are also consistent with an
overall downward trend in the PDO index since 1993.
There is a similar trend pattern in the South Pacific.

The overall 1993-2013 trends in Southern Ocean
upper OHCA are towards warming, consistent with
previous analyses (Boning et al. 2008), but with some
cooling trends in localized regions, most notably
around South America (Fig. 3.6a). The apparent
trends adjacent to Antarctica are located in both in
situ and altimeter data-sparse regions and may not
be as robust as suggested by the statistics (Fig. 3.6b).

Warming of the upper (0-700 m) oceans accounts
for about 63% of the total increase in energy storage
in the climate system from 1971 to 2010 (Rhein et al.
2013), and warming from 700 m depth to the ocean
floor adds about another 30%. Melting ice and warm-
ingland account for about 3% each, and the warming
atmosphere accounts for about 1% over those four
decades.

Four different upper ocean estimates of globally-
integrated in situ OHCA (Fig. 3.7) reveal a large in-
crease in global integrals of that quantity since 1993.
While each of the curves appears to show interannual
to decadal variability in upper ocean heat content,
they do not always agree in the details (Abraham et al.
2013; Church et al. 2013). These details differ for a va-
riety of reasons including differences in climatology
and base period, treatment of the seasonal cycle, map-
ping methods, instrument bias corrections, quality
control, and other factors (Lyman et al. 2010). Some
of these factors are not taken into account in some of
the displayed uncertainties, and the offsets applied to
the curves for display are arbitrary. Uncertainties in
annual estimates of global upper OHCA only permit
statistically significant trends to be estimated over
about 10 years or longer (Lyman 2012).
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FiG. 3.7. Time series of annual average global integrals of
in situ estimates of upper (0-700 m) OHCA (x 102! J, or
Z)) for 1993-2013 with standard errors of the mean. The
CSIRO/ACE CRC estimate (http://www.cmar.csiro.au
Isealevel/thermal_expansion_ocean_heat_timeseries
.html) and its uncertainties are updated following
Domingues et al. (2008), except without a 3-year
running filter applied. The PMEL/JPL/JIMAR estimate
assumes a representative average (Lyman and Johnson
2014) using data and instrument bias corrections
described in the text with uncertainty estimate
methodology following Lyman et al. (2010). The NODC
estimate (http://www.nodc.noaa.gov/OC5/indprod
.html) follows Levitus et al. (2012). Uncertainties
are estimated solely from the variance of quarterly
estimates of OHCA. The (UK) Met Office estimate
is computed from gridded monthly temperature
anomalies (relative to 1950-2013) calculated from
EN4.0.2 (Good et al. 2013) data following Palmer
et al. (2007). An updated version of the instrument
bias corrections of Gouretski and Reseghetti (2010)
was applied. Uncertainty estimates follow Palmer and
Brohan (2011). For comparison, all estimates have been
individually offset (vertically on the plot), first to their
individual 2004-13 averages (the best sampled time
period), and then to their collective 1993-2013 average
(the record length).

The rate of heat gain from linear trends fit to each
of the global integral estimates from 1993 through
2013 (Fig. 3.7) are 0.29 (£0.12), 0.48 (£0.13), 0.34
(£0.09), and 0.42 (£0.25) W m-2 applied over Earth’s
surface area (5.1 x 1014 m2) for the CSIRO/ACE CRC,
PMEL/JPL/JIMAR, NODC, and (UK) Met Office es-
timates, respectively. These trends are all statistically
different from zero and agree within their quoted
5% to 95% range of uncertainty. The uncertainty
estimates for the trends are based on the residuals,
taking their temporal correlation into account when
estimating of the degrees of freedom (Von Storch and
Zwiers 1999).
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d. Ocean surface heat and momentum fluxes—L. Yu,

X. Jin, P. W. Stackhouse Jr., Y. Xue, and A. Kumar

The net heat flux (Q,.,) at the ocean surface is
the sum of solar radiation (SW), longwave radiation
(LW), turbulent latent heat (LH), and sensible heat
(SH) fluxes. The balance of these heat exchange pro-
cesses is fundamental to the understanding of the role
of the ocean in mitigating radiative perturbations and
modulating the global climate. Global maps of surface
heat fluxes and winds are now being produced from
satellite observations and by incorporating outputs
of numerical weather prediction models as supple-
mental datasets. The net heat flux presented here is
a combination of surface fluxes produced by two flux
projects. One is the Objectively Analyzed air-sea Fluxes
(OAFlux) project (http://oaflux.whoi.edu) at the Woods Hole
Oceanographic Institution (Yu and Weller 2007; Yu et al.
2008) that provides turbulent LH and SH estimates from
using an optimal blending of flux-related variables from
satellite retrievals and atmospheric reanalyses. The other
project is the CERES (Clouds and Earth’s Radiant Energy
Systems) Fast Longwave And Shortwave Radiative Fluxes
(FLASHFlux) project (http:/flashflux larc.nasa.gov) at the
NASA Langley Research Center (Stackhouse et al. 2006;
Kratz et al. 2014) that delivers global daily surface
SW and LW flux products in near real-time (within
1 week). The OAFlux project has recently expanded
to the global analysis of daily 10-m vector wind fields
through synthesizing satellite radiometers and scat-
terometers (Yu and Jin 2012, 2014, manuscript sub-
mitted to J. Geophys. Res.). The wind-driven ocean
circulation is a major mechanism for redistributing
solar heating over the global oceans and contributes
to much of the change observed in heat content (see
Fig. 3.5), ocean salinity (see Fig. 3.11), sea level (see
Fig. 3.28), and ocean surface currents (see Fig. 3.17).

The annually-averaged Q,in 2013 is displayed
in Fig. 3.8a, showing that the maximum ocean heat
gain (>120 W m-) is associated with the equato-
rial cold tongues, and the maximum ocean heat loss
(<140 W m-2) with the western boundary currents
(WBCs) regimes. Compared to 2012 (Fig. 3.8b), Q,.,
in 2013 had an enhanced net heat loss (negative dif-
ference anomalies) over the Atlantic basin and an
enhanced net heat gain (positive difference anoma-
lies) over the Pacific basin and the subtropical south
Indian Ocean. In the North Atlantic Ocean, the net
heat loss anomalies exceeded 20 W m-2 both north
of 30°N and in the tropical latitudes. Sandwiched
between the two regions of heat loss (negative)
anomalies is a narrow latitudinal band of weak posi-
tive difference anomalies, forming a tripole pattern
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which began in May 2010, continued to
be negative in 2013 (see Fig. 3.2). The
relationship between the PDO phase and
the persistent high-pressure system over
the Gulf of Alaska is not currently known.

The net heat flux appears to have
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anomalies in the tropical Indian Ocean.
(@) LH+SH  DIFF (2013-2012) Enhanced net heating was observed in
g —— % the south central Indian Ocean due to
both increased downward radiation and
decreased latent and sensible heat fluxes
in response to the weakened wind speed
(Fig. 3.9a). Correspondingly, SST in the
area increased by more than 1°C in 2013
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Fic. 3.8. (a) Annual average net heat flux into the ocean (Q,.) in W¢I¢ induced by Q,... For instance, the
2013. Positive (negative) values denote ocean heat gain (loss). (b) SST in the eastern tropical Pacific de-
Annual average difference in Q.. between 2013 and 2012. (c) and (d) (reased by more than 1°C in 2013, but the
are the 2013 - 2012 difference anomalies in surface radiation (SW + t heat input in th . . d
LW) and turbulent heat fluxes (LH + SH), respectively. In (b)—(d), ¢! "¢3tnputintheregion wasincrease
positive (negative) anomalies denote ocean gains (losses) of heat by more than 20 W m2 in the same pe-
in 2013 compared to 2012. (Source: SW/LW produced by
FLASHFIlux and LH/SH by OAFlux.)
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of Q,., difference anomalies. The pattern is shown in kg -

both surface net radiation SW+LW (Fig. 3.8¢) and
turbulent LH+ SH (Fig. 3.8d) difference anomalies,
with the magnitude of the latter being about five times
larger than that of the former. The occurrence of the
difference pattern was in close association with the
atmospheric conditions of a predominantly positive

NAO phase in 2013 (see Fig. 3.4). 60°E  120°E  180°  120°W  B0°W  0°
In sharp contrast to the North Atlantic, much of mnﬁ
the North Pacific Ocean in 2013 experienced an en-
hanced oceanic heat gain (positive anomalies), with ®) Wind Stress and W, (2013-2012) ANOM
- \ _

the central basin and the Gulf of Alaska the center
of intensive heating (>20 W m-2). SSTs in these two
areas increased by more than 1°C (see Fig. 3.1). The  ao*n
close association of the surface warming with the
abnormally high net heat input is a clear indication
that the extra heating received at the ocean surface  30°s
contributed to the increase of local SST. In 2013, near-

60°S
surface atmospheric circulation in the North Pacific =
was dictated by a persistent high-pressure system 60°E 120°E  180°  120°'W  8O°W 0°
. T
centered over the Gulf of Alaska, which promoted 15 -10 5 0 5 10 15 cm day*

large-scale atmospheric subsidence farther to the  Fig, 3.9. (a) The 2013 wind stress magnitude anoma-
south and altered the atmospheric flow pattern. Asa  lies (colored background) superimposed with vector
result, the westerly winds in the North Pacific weak- anomalies from OAFlux. The 25-year (1988-2012)
ened significantly (Fig. 3.9a). The weakened winds ~average was used to compute the anomalies. (b) The
2013 - 2012 difference anomalies in Ekman vertical
velocity (wg, unit: cm day-!; colored background) and
wind stress (vectors). Positive (negative) values denote
upwelling (downwelling) anomalies.

reduced the rate of evaporation, leading to less latent
heat loss from the ocean (Fig. 3.8d), which, in turn,
caused the ocean warming. The negative PDO phase,
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riod. In fact, the increase of Q,., was a response to the
cooler SST, as the latter led to less latent heat loss from
the ocean (Fig. 3.8d) and hence, more net downward
heat flux. In the tropics, it is known that ENSO SSTs
are governed more by ocean dynamics through wind-
driven upwelling of cold water from the thermocline
(Wyrtki 1981). This SST-LH-Q,, relationship, which
was apparently at work in 2013, implies that Qnet has
acted as a damping mechanism to the existing SST
anomalies, suppressing the growth of ENSO SSTs.
The changing relationships between Q,., and SST
from one basin to another demonstrate that the global
climate system is influenced by intricate feedbacks
between the ocean and the atmosphere.

The changes of the 2013 wind stress relative to the
1988-2012 average and the 2012 condition are shown
in Fig. 3.9a,b, respectively. The anomaly pattern as-
sociated with the persistent high-pressure system
over the Gulf of Alaska was the most noted pattern
in 2013. The near-surface atmospheric circulation
was altered, which weakened the westerly winds
over the North Pacific significantly. Aside from the
North Pacific, weakened winds were observed in the
southeast trades over the south Indian Ocean and
also on the northern edge of Southern Hemisphere
(SH) westerlies over the 30°-50°S latitudinal band. By
contrast, the southern edge of SH westerlies, strength-
ened considerably in the Pacific and Atlantic sectors.

The spatial variations of wind stress cause diver-
gences and convergences of the Ekman transport,
leading to a vertical velocity, denoted Ekman pump-
ing velocity wy, at the base of the Ekman layer.
The convergent flow drives downwelling and the
divergent flow drives upwelling from beneath. This
pattern of vertical motion brings the interior of the
ocean into motion and sets the wind-driven gyre
circulation. Computation of wy follows the equa-
tion: wy = 1/pAx(t/f), where p is the density and f
the Coriolis force. Figure 3.9b shows the 2013 — 2012
wy difference anomalies with superimposition of the
difference anomalies of surface wind stress vectors.
It is evident that the Ekman pumping in the central
North Pacific and the Gulf of Alaska enhanced sig-
nificantly (negative anomalies) in 2013, in relation to
the weakening of the westerly winds associated with
the high-pressure system stationed in the region. The
changes of wy, in the near-equatorial downwelling
regions are also noted, with downwelling enhanced
in the eastern Pacific sector (negative anomalies)
but weakened in the central equatorial Pacific and
Atlantic (positive anomalies). Changes at latitudes
poleward of 60°S are also noticeable; the predominant
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negative difference anomalies suggest a weakening of
the upwelling in the region.

Yearly variability of Q,,, over the global oceans is
dominated by LH + SH. The long-term perspective
of the change in the 2013 LH + SH can be seen from
the 1958-2013 annual time series of the globally-
averaged LH + SH (Fig. 3.10a). The 2013 average value
was slightly lower compared to 2012, continuing
the downward trend that started around 2000. The
tendency toward reversing the upward trend that
dictated the decades of 1980s and 1990s holds strong.
Since 1958, LH + SH showed a minimum at 99 W
m2 in 1977 and a maximum at 109 W m-2 in 1999,
with LH being the major contributor. Yearly vari-
ability of the near-surface wind derived from satellite
observations since 1988 is displayed in Fig. 3.10b,
showing that the upward trend in the 1990s has lev-
eled off since 1999 and the long-term tendency of
the globally-averaged winds in the recent decade has
remained steady.

The OAFlux winds have an averaged root-mean-
square (rms) difference of 0.71 m s-! in wind speed
(9%) and 17° in wind direction when compared to
more than 120 buoys (Yu and Jin 2012). The OAFlux
heat flux analysis has an rms difference of 9.6 W m-2
(8%) for LH and 2.6 W m-2 (15%) for SH (Yu et al.
2008). The FLASHFlux has an rms error of 29.3 W
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Fic. 3.10. (a) Year-to-year variations of global-averaged
annual mean latent plus sensible heat flux (LHF + SHF;
W m-2, black curve), latent heat flux (LHF; W m-2, red
curve), and sensible heat flux (SHF; W m-2, blue curve)
from OAFlux. (b) Year-to-year variations of global-
averaged annual mean wind speed (m s-') from OAFlux.
The shaded areas indicate the error bars of the fluxes
and wind speed estimates at the 95% confidence level.
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m-2(15.7%) for downward SW and 18.6 W m-2 (6.0%)
for downward LW (Kratz et al. 2010). The FLASHFlux
algorithm has been upgraded to version 3a from 2012
onward, with improvements most evident in the SW
component. The fidelity of the OAFlux and FLASH-
Flux in 2013 was analyzed using the surface fluxes
from the NCEP/Climate Forecast System Reanalysis
(CFSR; Saha et al. 2010). There was an overall good
agreement in LH and SH anomaly pattern, and also
in Q,., because of the dominance of LH + SH over
SW+1LW in the Q,., anomalies. There were differ-
ences in the SW + LW anomalies between satellite
and model products, albeit the broad-scale patterns
were similar.

e. Sea surface salinity—G. C. Johnson, J. M. Lyman, G. §. E.

Lagerloef, and H.-Y. Kao

Ocean storage and transport of freshwater are
intrinsic to aspects of global climate, including the
water cycle (e.g., Schanze et al. 2010), El Nifio (e.g., Ro-
emmich and Gilson 2011), and anthropogenic climate
change (e.g., Held and Soden 2006). Since 2004, the
achievement of near-global coverage by Argo (Roem-
mich etal. 2009) has allowed an annual assessment of
upper ocean salinity and its complement, freshwater,
usually measured within a few meters of the ocean
surface. Although somewhat less accurate, the Aquarius sat-
ellite (http://aquarius.nasa.gov/index html) has measured
sea surface salinity (SSS) for the top cm of the global
ocean with greater temporal and spatial resolution
since August 2011. These two complementary data
sources are used to examine annual and seasonal SSS
variability, respectively.

The in situ data, downloaded from an Argo Global
Data Assembly Center in January 2014, are a mix of
real-time (preliminary) and delayed-mode (scientific
quality-controlled). The estimates presented here
could change after all data have been subjected to
careful scientific quality control. Analysis procedures
for Argo follow Johnson and Lyman (2012). For
Aquarius, SSS release V2.8.1 swath data interpolated
to 1°x 1° monthly maps with a bilinear fit and 150-km
radius are used.

Climatological SSS patterns are correlated with
surface freshwater flux—the sum of evaporation,
precipitation, and river runoff (e.g., Schanze et al.
2010)—but advection and mixing are also important
in many locations on seasonal (Yu 2011) and
longer (Lagerloef et al. 2010) time scales. In each
ocean basin, subtropical salinity maxima centered
between roughly 20° and 25° in latitude (Fig. 3.11,
gray contours) are signatures of the predominance
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of evaporation over precipitation. Conversely, in
most regions where climatological surface salinities
are relatively fresh, such as the high latitudes
and the intertropical convergence zones (ITCZs),
precipitation generally dominates over evaporation.

The 2013 SSS anomalies (Fig. 3.11a, colors) reveal
some large-scale patterns that also hold from 2004
to 2013. The regions around the subtropical salinity
maxima are generally salty with respect to World Ocean
Atlas (WOA) 2009 (Antonov etal. 2010), except in the center
of the South Pacific and in the eastern south Indian
Ocean, where strong interannual variations, discussed
below, disrupt that pattern. Most of the high-latitude
climatologically fresh regions appear fresher overall
than WOA 2009, including in the vicinity of much of
the Antarctic Circumpolar Current near 50°S and in
portions of the subpolar gyres of the North Pacific
and Atlantic. These multiyear patterns are consistent
with an increase in the hydrological cycle over the
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FiG. 3.11. (a) Map of the 2013 annual surface salinity
anomaly estimated from Argo data (colors in PSS-78)
with respect to monthly climatological salinity fields
from WOA 2009 yearly average (gray contours at 0.5
PSS-78 intervals). (b) The difference of 2013 and 2012
surface salinity maps estimated from Argo data [colors
in PSS-78 yr-! to allow direct comparison with (a)].
White ocean areas are too data-poor to map. While
salinity is often reported in practical salinity units, or
PSU, it is actually a dimensionless quantity reported
on the 1978 Practical Salinity Scale (PSS-78; Fofonoff
and Lewis 1979).
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oceans (more evaporation in drier locations and more
precipitation in rainy areas) as seen in simulations of
global warming, which suggest this signal might be
discernible since the 1980s (Held and Soden 2006).
While anomalous ocean advection could influence
the SSS pattern over decadal time scales, changes
observed at the local extrema are presumably
relatively insensitive to such effects. This SSS anomaly
pattern and its interpretation are consistent with
other analyses (Boyer et al. 2005; Hosoda et al. 2009;
Durack and Wijffels 2010). Changes in ocean interior
salinity values also appear consistent with an increase
in the hydrological cycle (Helm et al. 2010).

The large relatively fresh patch in 2013 west of Aus-
tralia and the Indonesian Throughflow (Fig. 3.11a,
colors) was also more prominent in 2012 (Johnson et
al. 2013b). The strong 2010-12 La Nifa, coupled with
a negative Indian Ocean dipole and a strong positive
southern annular mode, deposited a huge amount of
rain on and around Australia in 2010 and 2011 (Fas-
sulo et al. 2013), likely freshening surface waters. La
Nifia is also associated with an anomalously strong
Indonesian Throughflow (England and Huang 2005),
which transports relatively fresh waters westward
into the Indian Ocean. Most of the rest of the Indian
Ocean was saltier than the climatology in 2013.

Sea surface salinity changes from 2012 to 2013
(Fig. 3.11b, colors) strongly reflect 2013 anomalies in
precipitation (see Plate. 2.1h) and to a lesser extent
year-to-year changes in evaporation, with the latter
being closely related to latent plus sensible heat flux
changes (see Fig. 3.8d). Advection by anomalous
ocean currents (see Fig. 3.17) also plays a role in sea
surface salinity changes.

The most prominent large-scale freshening pat-
terns from 2012 to 2013 were in the western tropical
Pacific warm pool and along a band in the South
Pacific—strongest east of the Solomon Islands, but ex-
tending, albeit weakly, to just west of the southern end
of South America (Fig. 3.11b, colors). These features
are associated with anomalously strong precipitation
in 2013 (see Plate 2.1h). The South Pacific feature is
also associated with upper ocean cooling (see Fig.
3.5b), and more eastward surface velocity (see Fig.
3.17b) from 2012 to 2013, suggesting influence of a
slow down or southward shift of the South Equato-
rial Current. There was also some freshening under
the ITCZ in the eastern tropical North Pacific that
is associated with anomalously strong precipitation
in 2013 (see Plate 2.1h). In the Indian Ocean, surface
salinity increased from 2012 to 2013 in the central
equatorial Indian Ocean, possibly owing at least in
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part to advection by more eastward surface currents
(see Fig. 3.17b) and in the Northern Bay of Bengal
and Arabian Seas, largely decreasing elsewhere. In
addition, while the western Atlantic generally got
saltier from 2012 to 2013, the eastern Atlantic gener-
ally freshened.

Trends for 2004-13 are estimated by local linear
fits to annual average SSS maps (Fig. 3.12a), and are
discussed with the ratio of these trends to their 95%
significance (Fig. 3.12b). The starting year is 2004 be-
cause that is when Argo coverage became near global.
Striking trend patterns are found in all three oceans.
Saltier surface values in the western and central
tropical Pacific extend into the eastern Pacific sub-
tropics in both hemispheres. Large-scale freshening
is evident in the eastern tropical South Pacific. Some
freshening also occurs in the western subtropics of
each hemisphere in the Pacific, west of the Philippine
Islands, and in the Indian Ocean northwest of Aus-
tralia (the latter again perhaps owing to the influence
of La Nifia over the past few years). The western south
Indian Ocean exhibits a trend towards saltier surface
salinity values. Much of the Atlantic north of 30°N is
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FiG. 3.12. (a) Map of local linear trends estimated from
annual surface salinity anomalies for 2004-13 from
Argo data (colors in PSS-78 yr-1). (b) Signed ratio of
the linear trend to its 95% uncertainty estimate, with
increasing color intensity showing regions with increas-
ingly statistically significant trends. White ocean areas
are too data-poor to map.
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freshening. These trends over the past decade differ
somewhat from previously reported multidecadal
trends (Boyer et al. 2005; Hosoda et al. 2009; Durack
and Wijffels 2010). These differences are not surpris-
ing given the different time periods over which the
trends are computed.

The patterns of SSS differences of 2013 from 2012
derived from Aquarius data (Fig. 3.13b, colors) are
reassuringly similar to those made from the Argo
maps (Fig 3.11b, colors); however, in some locations
the changes are visibly different in amplitude. The
Argo differences also tend to have a bit more vari-
ance (on the scale of the Argo mapping and sampling
scales) than do the Aquarius differences.

Maps from Aquarius data can be useful for exam-
ining the SSS seasonal cycle in detail (Fig. 3.13a); their
agreement with Argo climatologies (e.g., Schmidtko
et al. 2013) has improved between version 2.0 (e.g.,
Johnson et al. 2013b) and version 2.8.1 (Fig. 3.13a).
Notably, version 2.8.1 exhibits high-latitude freshen-
ing from spring to fall that was not evident in version
2.0, and is now in better agreement with the sea-
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FiG. 3.13. Aquarius V2.8.1 SSS differences between (a)
Sep-Nov and Mar-May 2013 monthly maps (colors
in PSS-78), and (b) SSS differences of 2013 and 2012
from the means of differences of monthly maps (colors
in PSS-78) with WOA 2009 values (yearly average of
monthly maps, gray contours at 0.5 PSS-78 intervals)
overlaid. White ocean areas have excessive land or ice
contamination in the Aquarius field of view.
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sonal cycle from Argo. Substantial freshening from
March-May (MAM) to September—-November (SON)
is clear in the western Pacific fresh pool and under
the ITCZ across the Pacific and Atlantic as tropical
precipitation maxima shift with the seasons. Seasonal
salinification just south of the equator in the Pacific
is likely owing to mean Ekman advection acting on a
seasonally varying salinity gradient (Yu 2011). There
is strong salinification in the central tropical Indian
Ocean between MAM and SON. Broadscale patterns
of salinification between winter and summer in the
eastern subtropics (Fig. 3.13a) in both hemispheres are
typical of the seasonal cycle and most likely owing to
entrainment of fresher water from below in the winter
(Johnson et al. 2012b).

f. Subsurface salinity—T. Boyer, ]. Antonov, J. Reagan,

C. Schmid, and R. Locarnini

Evaporation minus precipitation (E-P) is well
correlated with mixed layer salinity over much of
the world’s ocean (Yu 2011). It is difficult to accu-
rately measure evaporation and precipitation over
the ocean, so near-surface salinity can be used to
constrain E-P estimates (Schmitt 2008; Yu 2011).
E-P surface forcing has led to an intensification of
the global hydrological cycle over the last 50 years,
increasing salinity at the sea surface in areas domi-
nated by evaporation and decreasing salinity in areas
dominated by precipitation (Durack and Wijffels
2010; Durack et al. 2012). These surface changes are
entrained into the subsurface ocean. Globally, near-
surface salt content has increased in recent times
compared to long-term averages, while intermediate
waters have decreased in salinity (Roemmich and
Gilson 2009; Helm et al. 2010). These changes are
reflected in changes to ocean water mass composition
and circulation patterns. Subsurface salinity changes,
along with sea surface salinity (SSS) changes and
ocean surface fluxes are important for understanding
changes to the ocean and in the atmosphere, both of
which affect the global climate system.

To investigate changes to subsurface salinity, all
available subsurface salinity profile data for 2013 were
used to derive 1° average gridded salinity anomalies
at standard depths from the surface to 2000 m. The
anomalies were calculated as differences from the
1955-2006 average (Antonov et al. 2010). Differences
from recalculated salinity anomaly fields for 2012
are also used to investigate year-to-year variations
in salinity. A full description of the method can be
found in Boyer et al. (2012).



At present, the single largest source of salinity
profiles for the world’s ocean is the Argo program
with its fleet of profiling floats (Roemmich et al.
2009). From this program, 144463 salinity profiles
were used in the process of calculating subsurface
salinity anomalies for 2013. About two-thirds of all
float profiles reach 2000 decibars. Because it takes a
minimum of six months of data to calculate a final
adjustment for salinity drift, less than 10% of the
profiles are of the higher level quality-controlled
delayed-mode data. For this reason, real-time salinity
data with basic quality control were also utilized in
this study. Of these, 80952 profiles include salinity
drift adjustments calculated for earlier cycles in a
floats lifetime.

In addition to the Argo data, another major source
of salinity data is 27743 daily average profiles from
tropical moored buoys (http://www.pmel.noaa.gov
/tao/). Included are data from the TAO/TRITON
array in the Pacific, PIRATA in the Atlantic, and
RAMA in the Indian Ocean, where the deepest
measurement was usually at 500-m depth. Almost all
buoys are located within 10° latitude of the equator.
There also were 14143 CTD casts largely concentrated
in the northwest Pacific and northwest Atlantic and
20 320 profiles from gliders (localized mostly in the
Gulf of Mexico, far western Pacific, and northeast
Atlantic), most of which were made available through
the Global Temperature and Salinity Profile Project
(GTSPP). In order to examine the year-to-year change
in salinity, anomaly fields for 2012 were recalculated
based on updated quality control provided by Argo.
A total of 48 558 of the 133 518 Argo salinity profiles
recorded in 2012 that were used in this study have now
been delayed-mode quality controlled. All salinity
and salinity anomaly data were examined using
quality control procedures outlined in Boyer et al.
(2013a) and are available through the World Ocean
Database (Boyer et al. 2013a). All derived fields can
be found at http://www.nodc.noaa.gov/OC5/3M_
HEAT_CONTENT]/. Average salinity anomalies for
the upper 100 m at each 1° grid were also computed.
The geographic distribution of these fields is similar
to SSS fields as presented in section 3e.

The zonally-averaged difference between salini-
ties in the Pacific Ocean in 2013 and the long-term
average are shown in Fig. 3.14a. The zonally averaged
differences >+0.1 (blue and red shaded areas) in Fig.
3.14a, and subsequent figures, are significant at the
5% confidence level based on Student T tests. Much
of the South Pacific was fresher than average in 2013,
with the exception of the upper 250 m in the subtrop-
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Fic. 3.14. Zonally-averaged (a) 2013 salinity anomaly
and (b) 2013 minus 2012 salinity field for the Pacific
Ocean. For both figures, blue shading represents nega-
tive (fresh) anomalies <-0.01, red shading represents
positive (salty) anomalies >0.01. The contour interval
for the anomalies is 0.02. In the background of each
figure (thick blue contours) is the zonally averaged
climatological mean salinity (WOA09). Contour inter-
vals for the background are 0.4. All values are PSS-78 .

ics and along the equator. Below the higher salinity
area in the subtropics, freshening was stronger in
2013 than in 2012. Between 50°S and 40°S a freshen-
ing relative to average was observed even at depths
exceeding 1500 m. Meijers et al. (2011) attribute the
freshening in this region to southward movement of
the Antarctic Circumpolar Current and water mass
changes possibly due to increased precipitation and
ice melt. Farther south along the 34.6 isohaline, high-
er salinity relative to the long-term mean was found.
The 2013 salinity anomalies in the South Pacific are
comparable to the 2012 salinity anomalies (Boyer
et al. 2013b), but with increased salinities reaching
deeper in many areas. For example, the area of high
salinity south of 50°S in 2013 (Fig. 3.14b) extends to
depths greater than 750 m along the 34.6 isohaline
near 60°S. Salinity in the upper 100 m (see Fig. 3.11a)
shows a large positive salinity anomaly relative to the
average under the South Pacific convergence zone
(SPCZ), sloping from near the equator in the far
western Pacific to around 30°S in the eastern Pacific,
similar to 2011 (Johnson et al. 2013b), whereas this
feature was weaker in 2012 (see Fig. 3.11b). In the
North Pacific, as for 2012, 2013 differed from average
with saltier conditions in the upper 250 m near the
equator. Freshening at midlatitudes down to 750-m
depth, is consistent with the thermocline freshening
described by Ren and Riser (2010). Salinity increase
exceeding 0.02 occurred in 2013 relative to 2012 below
250 m north of 40°N in the Pacific, including the
Bering Sea area. In fact, 2013 salinity in the Bering
Sea was similar to 2011 with higher salinity relative

JuLY 2014 BAITS | S63


http://www.pmel.noaa.gov/tao/
http://www.pmel.noaa.gov/tao/
http://www.nodc.noaa.gov/OC5/3M_HEAT_CONTENT/
http://www.nodc.noaa.gov/OC5/3M_HEAT_CONTENT/

to the long-term trend, while a freshening was seen
in this area in 2012.

Between the mid-1950s and the mid-1990s an
increase in salinity in the subtropical and tropi-
cal North Atlantic was coupled with a decrease in
salinity in the subpolar North Atlantic (Curry et
al. 2003; Boyer et al. 2007; Wang et al. 2010). Since
the mid-1990s, both the subtropical and subpolar
North Atlantic exhibit increased salinity (Boyer et al.
2007; Wang et al. 2010). This pattern persisted into
2013 (Fig. 3.15a), with the exception of a freshening
around 50°N. Most of the North Atlantic increased
in salinity in 2013 compared to 2012 in the upper 100
m, with substantial freshening (>0.02) in 100-500-m
depth primarily north of about 30°N, in contrast
to 2012 where there was freshening over 2011 from
the surface to 750-m depth (Fig. 3.15b). Freshening
>0.02 extends deeper than 500-m depth around 30°N.
This area of freshening expands at shallower depths,
with its maximum extent at 150-m depth between
15° and 40°N. At shallower depths, the tropical and
subtropical regions of the North Atlantic experienced
a large increase in salinity (>0.06). It may be that
the freshening signal in the North Atlantic in 2012
was a short-lived anomaly in the decadal signal of
increased salinity in the subpolar and subtropical
North Atlantic. In contrast to the North Atlantic,
the South Atlantic salinity signal in 2013 indicates
that the long-term trend was strengthened when
compared with the anomalies for 2012. Positive sa-
linity anomalies exceeding 0.06 were found for 2013
down to 250-m depth from 5°-25°S, with anomalies
exceeding 0.02 below 500 m south of 20°S. South of
40°S in the Atlantic Ocean, a deep freshening is ob-
served, to depths below 750 m, shoaling to the south,
where the freshening is limited to the upper 100-m
depth. Between 2012 and 2013, the positive salinity
anomalies weakened in the upper 150 m between the
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equator and 40°S, whereas they strengthened below
150-m depth (Fig. 3.15b). South of 40°S, the trends
between 2012 and 2013 were strengthened.

In the Indian Ocean, the differences between
2013 salinity zonal means and the long-term average
(Fig. 3.16a) include deep (>1000-m depth) freshening
south of the equator, interrupted by increased salin-
ity in the midlatitude south Indian Ocean from the
surface narrowing to a maximum depth of 800 m
at 40°S. In the upper 100 m (see Fig. 3.11a), the salty
anomaly at latitudes north of 30°S is confined to the
western half of the Indian Ocean, with freshening in
the eastern Indian Ocean. South of 30°S, the positive
anomaly extends across the entire basin in a narrow
band north of 50°S. The salinity change from 2012
to 2013 in the south Indian Ocean was small (<0.02;
Fig. 3.16b), except south of 60°S, where there were
limited observations, and just south of the equator
in the upper 100 m. Most of the North Indian Ocean
zonally-averaged anomalies for 2013 continue to be
salty down to depths exceeding 700 m. From 2012 to
2013, changes in the north Indian Ocean larger than
0.02 were mainly confined to the upper 150-m depth
and are of the opposite sign when compared with the
changes from 2011 to 2012. The fresh anomaly in the
upper 100-m depth (see Fig. 3.11b) is less than 0.02 in
the central equatorial Indian Ocean, which is smaller
than the salty anomaly in the western equatorial In-
dian. This is the opposite pattern as found between
2011 and 2012. There was a positive Indian Ocean
dipole (IOD, east-west temperature gradient >0.5°C)
in both 2011 and 2012, but a negative IOD in 2013.
It is unclear if there is any relation between the IOD
and the upper 100-m average salinity anomaly. In the
northern reaches of the Indian Ocean, following the
same pattern seen between 2011 and 2012, the eastern
Arabian Sea was saltier in 2013 than 2012, while the
western Arabian Sea was fresher. Opposite to the
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FiG. 3.15. Zonally-averaged (a) 2013 salinity anomaly
and (b) 2013 minus 2012 salinity field for the Atlantic
Ocean.
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pattern between 2011 and 2012, the northeast Bay of
Bengal was saltier in 2013 than 2012, while the rest
of the Bay of Bengal was fresher in 2013 than in 2012.

g Surface currents—R. Lumpkin, G. Goni, and K. Dohan

This section describes ocean surface current
changes, transports derived from ocean surface
currents, and features such as rings inferred from
surface currents. Surface currents are obtained
from in situ (global array of drogued drifters and
moorings) and satellite (altimetry, wind stress, and
SST) observations. Transports are derived from a
combination of sea height anomaly (from altimetry)
and climatological hydrography. See previous State of
the Climate reports, from 2011 and before, for details
of these calculations. Anomalies are calculated with
respect to the time period 1992-2007. Global zonal
current anomalies and changes in anomalies from
2012 are shown in Fig. 3.17 and discussed below for
individual ocean basins.

1) PaciFic OceaN

Compared to the dramatic changes in 2012,
2013 was a relatively quiescent year in the tropical
Pacific basin. It began with average January west-
ward surface current anomalies of —25 to =30 cm s-!
(negative = westward) across the equatorial Pacific
in the band 170°E-90°W, where the climatological
westward speed is ~65 cm s-1. By February, these
equatorial anomalies had diminished dramati-
cally and were present only in the longitude band
90°-150°W. Throughout the remainder of 2013, no
large-scale equatorial anomalies persisted for more
than a month.

The eastward North Equatorial Countercurrent
(NECC) at 5°-8°N was ~10-20 cm s-! faster than its
climatological average from January until August.
The longitude of anomalously fast NECC currents
shifted westward through these months, located at
90°-140°W in January, 130°-160°W in June, and
130°W-180° in August. These anomalies weakened in
September-October, and in November the NECC was
close to its climatological strength across the basin.

In March, strong eastward anomalies of 20-
30 cm s-1 developed at 2°S along 100°-150°W, where
the climatological currents are near zero. The loca-
tion of the anomalies propagated westward and
diminished in magnitude through May, located at
150°W-180° in May when they were last seen.

The annual-average zonal current anomaly for
2013 in the Pacific (Fig. 3.17a) highlights the NECC
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anomalies at 5°-8°N that persisted through most of
the year west of the dateline (see above). In the band
145°-170°E, anomalies of 15 cm s-! at 20°N indicated
a strengthening of the eastward Subtropical Coun-
tercurrent, while anomalies of —15 cm s-1 at 22°N
corresponded to a strengthening of the westward
flow located at this latitude. Alternating zonal bands
of ~20 cm s anomalies at 33°-36°N, 140°-160°E were
consistent with a northward shift of the Kuroshio Ex-
tension from its annual climatological position, a shift
seen since 2010. For the period 2010-13, the Kuroshio
has exhibited a narrower and stronger annual mean
signature, shifted approximately 1° in latitude to the
north compared to 2006-09. While the climatological
latitude of the Kuroshio core at 150°E is ~34.3°N, the
core of the current in 2013 was at ~36.0°N, slightly
south of the mean position during 2012 (36.7°N). The
2013 minus 2012 map (Fig. 3.17b) is dominated by
the strong eastward anomalies that were present in
February-August 2012 (Lumpkin et al. 2013).
Surface current anomalies in the equatorial Pa-
cific typically lead SST anomalies by several months,
with a magnitude that scales with the SST anomaly
magnitude. Recovery to normal current conditions
is also typically seen before SST returns to normal.
Thus, current anomalies in this region are a valu-
able predictor of the evolution of SST anomalies and
their related climate impacts. This leading nature can
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Fic. 3.17. Global zonal geostrophic anomalies for (a)
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Fic. 3.18. Principal EOF of surface current (SC) and
of SST anomaly variations in the tropical Pacific from
the OSCAR model (Bonjean and Lagerloef 2002). (a)
Amplitude time series of the EOFs normalized by their
respective standard deviations for 1996 through 31 Jan
2014. (b) Spatial structures of the SC (vectors, m s-!)
and SST (color, °C) EOFs.

be seen in the first principal empirical orthogonal
function (EOF) of surface current (SC) anomaly and
separately of SST anomaly in the tropical Pacific basin
(Fig. 3.18). In the period 1993-2013, the maximum
correlation between SC and SST is R = 0.70 with SC
leading SST by 76 days. Throughout 2013, this mode
exhibited weak fluctuations around a slightly negative
value for both SC and SST.

2) INDIAN OCEAN

In the western equatorial Indian Ocean, the year
began with ~20 cm s-! eastward anomalies over the re-
gion 2°S-2°N, 40°-70°E. These anomalies were erased
in February-March by the westward equatorial cur-
rents that develop during the northeast monsoon
season (c.f.,, Beal et al. 2013). Eastward anomalies were
also present in this region in August-November, al-
though they were weaker and not as spatially coherent
asin January. Outside this region, at scales larger than
mesoscale, surface currents in the Indian Ocean were
close to their climatological monthly values until May
(i.e., after the northeast monsoon) when eastward
anomalies of 15-30 cm s-1 developed at 60°-90°E, 2°S-
1°N. The climatological May current in this band is
60 cm s-1 at 1°S. These anomalies weakened through
June-July but remained present, and reintensified
in August to 15-20 cm s-1, extending as far south as
8°S in the same longitude band. In October, strong
(20 to —30 cm s-1) westward anomalies appeared at
0°-3°N, 60°-90°E, erasing the pattern of eastward
anomalies north of ~4°S (although eastward anoma-
lies persisted at 4°-6°S). These westward anomalies
persisted through November. By December, currents
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Fic. 3.19. Altimetry-derived transport of the
Agulhas Current (Sv) from a combination of sea
height anomaly and climatological hydrography.
(Source: http://www.aoml.noaa.gov/phod/altimetry
Icvar/agulindex.php.)

in the central Indian Ocean basin had returned to
their climatological strengths.

The Agulhas Current transport is a key indicator
of Indian-Atlantic ocean interbasin water exchanges
(Goni et al. 1997). As noted in last year’s report, the
altimetry-derived annual mean transport of the
Agulhas Current (Fig. 3.19) decreased abruptly in
mid-2011 compared to its long-term (1993-2013)
mean; this reduced transport persisted through 2012
but increased above the long-term average in 2013. In
2012, the annual mean Agulhas transport was ~46
Sv, which (along with 2005) was the lowest annual
mean observed since the beginning of the altimetric
record in 1993. This increased to an annual average
of 54 Sv in 2013, a maximum surpassed only by one
year (2007) in the record. Preliminary results indicate
that five rings were shed during 2013, which is the
average annual value.

3) AtLANTIC OCEAN

In January 2013, currents in the central equatorial
Atlantic (6°S-4°N, 5°-30°W) exhibited 10-20 cm s-!
eastward anomalies, reversing their direction from
the climatological westward flow at ~5 cm s-1. By Feb-
ruary these anomalies were present in strength only at
the latitude of the NECC, 5°-6°N, while they reduced
to <10 cm s-! elsewhere. Eastward anomalies persisted
in the NECC until May. In August, westward equato-
rial anomalies developed across the basin, reaching
—20 cm s1 at 2°S in the longitude band 5°-35°W.
These anomalies persisted in strength through Sep-
tember and weakened in October-November to ~10
cm s-1, disappearing entirely by December.

During 2013, the velocity fields suggest that the
annually-averaged Gulf Stream remained close to its
climatological position. This is in contrast to 2012,
when large-scale surface current anomalies indicated
a northward shift of the Gulf Stream of 1°-1.5° lati-
tude. The North Brazil Current (NBC), which sheds
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Fic. 3.20. Space-time diagram of de-seasoned sea
height residual values (cm) along the NBC ring corridor
during 2011-14. (Source: http://[www.aoml.noaa.gov
Iphod/altimetry/cvar/nbc.)

rings that carry waters from the Southern Hemi-
sphere into the North Atlantic basin, exhibited an
annual transport close to climatology and shed eight
rings, a larger-than-average value (Goni and Johns
2003). Sea height anomalies in the region, which
have generally increased since 2001 (apart from the
anomalous low years of 2003 and 2008), continued to
exhibit higher-than-average values in 2013 (Fig. 3.20).

In the southwest Atlantic Ocean, the Brazil Cur-
rent carries waters from subtropical to subpolar
regions. The separation of the Brazil Current front
from the continental shelf break continued to ex-
hibit annual periodicity driven by wind stress curl
variations (c.f., Goni and Wainer 2001). However,
the annual mean separation of the front was at its
average (1993—present) latitude after having exhibited
extreme southward anomalies of up to 2° latitude
during 2002-11 (http://www.aoml.noaa.gov/phod
/altimetry/cvar/mal/BM_anm.php). That southward
shift was related to a multidecadal oscillation or
was in response to a secular trend in South Atlantic
temperatures (c.f., Lumpkin and Garzoli 2010; Goni
et al. 2011).

h. Meridional overturning circulation observations in the
North Atlantic Ocean—M. 0. Baringer, G. McCarthy, ]. Willis,
M. Lankhorst, D. A. Smeed, U. Send, D. Rayner, W. E. Johns, C. S.
Meinen, S. A. Cunningham, T. 0. Kanzow, E. Frajka-Williams, and
J. Marotzke
The ocean’s meridional overturning circulation
(MOC) is the large-scale “conveyor belt” that re-
distributes heat, fresh water, carbon, and nutrients
around the globe. Variability in the MOC domi-
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nates the variability of transported properties (not
variability in the properties themselves), and so the
discussion here is focused on the mean and variability
of the MOC. For discussion of the importance of the
MOC and the state of understanding of this the reader
is referred to previous State of the Climate reports
(e.g., Baringer et al. 2013) and recent reviews such as
Macdonald and Baringer (2013), Lozier (2012), and
Srokosz et al. (2012). This section reports the results
provided by three MOC observing systems in the
North Atlantic at 16°N, 26°N, and 41°N.

As part of the 26°N system, the Florida Current
(FC, as the Gulf Stream is called at this latitude) has
been measured since 1982. Measurements continued
through 2013; however, the computer recording sys-
tem failed twice, leading to two brief gaps in the time
series during 28 October-4 November 2013 and dur-
ing 15 December 2013-3 January 2014. The median
transport (from 1982 to 2013) of the Florida Current
is 32.0 +£0.26 Sv (standard error of the mean based on
an integral time scale of about 20 days) with an insig-
nificant downward trend of —0.25 £0.28 Sv decade!
(errors using 95% significance with a decorrelation
time scale of about 20 days). In 2013 the annual
median was 31.7 £1.7 Sv with the annually-averaged
transport essentially equivalent to the long-term
average; the 2013 median is within the middle 50%
of all annual averages. The daily FC transport values
as compared to all previous years (Fig. 3.21a) indicate
that 2013 was unusual in that there were several low
transport values (extremes defined as outside the
95% confidence limits) during 8-14 March, 10-17
October, and early December. The lowest transport
observed (19.7 Sv) occurred on 11 March. This low
value was the ninth lowest transport recorded since
1982. During 2013 there was only one high transport
event that exceeded the 95% confidence limits: during
10-12 June the transport reached 40.2 Sv.

The RAPID-MOC/MOCHA/WBTS 26°N moor-
ing array continues to provide a twice-daily estimate
of basin-wide MOC strength (Fig. 3.22) and is the
most complete MOC existing observing system,
measuring the full water column across the full basin
and absolute transports in boundary currents (see
Rayner et al. 2010 for details). McCarthy et al. (2012)
noted statistically significant low MOC transport in
the winter of 2009/10, showing that the low trans-
port was predominantly caused by both a decrease
in the northward Ekman transport and particularly
by an increase in the southward interior transport:
the overturning weakened as the gyre strengthened.
Downturns in the overturning circulation such as
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Fic. 3.21. (a) Daily estimates of the transport (X106 m3
s-1) of the Florida Current during 2013 (red solid line)
compared to 2012 (dashed blue line). Daily values for
years since 1982 are shown in light gray and the 95%
confidence interval of daily transport values computed
from all years is shown in solid black line; the long-term
annual mean is dashed black. (b) Daily estimates of
the Florida Current transport (¥106 m3 s-!) for the full
time series record (light gray), a smoothed version of
transport (heavy black line; using a 12-month second-
order butterworth filter), the mean transport for the
full record (dashed black) and the linear trend from
1982 to present (dashed blue).

this have been shown to cool the subtropical North
Atlantic (Cunningham et al. 2013). The MOC and
interior transports data (INT) presented in Fig. 3.22
extend the record reported last year from April 2011
through October 2012, while FC and Ekman trans-
port data are available through 2013; MOC estimates
based on mooring data require substantially more
lead time because a ship is typically required to go
to the site to retrieve the data. During this period
there was significantly low MOC transport from 4
May to 20 June 2012 (average MOC of 10.8 Sv vs. the
long-term mean of 17.3 Sv). The FC contributes about
the same reduction during this period as the Ekman
transport (about —1.5 Sv), which is half the size of the
interior transport contribution (about —3.2 Sv). It is
the sum of the Ekman, Florida Current, and interior
components that makes up the MOC at this latitude
and the 2012 low transport shows a clear dominance
of the interior transport changes driving low MOC
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values. The long-term trend of the MOC is —5.4 +4.5
Sv decade-! (using 95% confidence assuming a 45-day
decorrelation scale); this means there is 95% confi-
dence the decrease in the MOC is greater than 0.8 Sv
decadel. Smeed et al. (2014) examine in detail this
downward trend in the MOC and note that the largest
changes have occurred since 2008 (as can be readily
seen from the annual averages noted on Fig. 3.22).
The 26°N array is not the only array estimating the
strength of the MOC in the North Atlantic. At 41°N
the MOC in the North Atlantic is being estimated
using a combination of profiling Argo floats (that
measure the ocean temperature and salinity in the
upper 2000 m on broad spatial scales) and altimetry
derived surface velocity (see Willis and Fu 2008 for
complete details). The data sources for this MOC
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Fic. 3.22. Daily estimates of the (a) strength (X106 m3
s-1) of the meridional overturning circulation (blue line)
and its components, the Florida Current (green), wind-
driven Ekman transport (red), and the geostrophic
interior (black), as measured by the UK National En-
vironmental Research Council (NERC) Rapid Climate
Change Program (RAPID-WATCH), the NSF's Meridi-
onal Overturning and Heat transport Array proposal,
and the NOAA Western Boundary Time Series project
(WBTS), and (b) Lower North Atlantic Deep Water
(3000-5000-m depth; orange line) and Upper North
Atlantic Deep Water (1100-3000-m depth; purple
line). The volume transports have a 10-day low pass
filter applied to the daily values (Rayner et al. 2010)
and the annual averages of the transports for each year

are shown in the associated color text (in Sv).



estimate are available in near real-time and hence
the time series has been extended from May 2012
(reported last year) to October 2013 (Fig. 3.23). Fur-
thermore, near 16°N, the MOC is being estimated by
a mooring array of inverted echo sounders, current
meters, and dynamic height moorings that measure
the deep circulation that is the southward flowing
part of the MOC conveyor belt that sends North At-
lantic Deep Water towards the equator (see Send et
al. 2011 for further details). For this report, the 16°N
data has been updated from June 2011 to October
2013, the date of the last cruise. The updated data
from all three latitudes were 90-day low-pass filtered
and plotted in Fig. 3.23. The mean MOC based on
these estimates decreases to the north (22.8 Sv at
16°N; 17.3 Sv at 26°N; 13.8 Sv at 41°N). Similarly, the
variability decreases to the north (as described by the
standard deviation: 4.2 Svat 16°N; 3.4 Svat 26°N; 2.9
Svat41°N). All three time series have a seasonal cycle,
which is most prominent at 26°N and 41°N (Fig. 3.23).
There are different phases for each, with 41°N having
a maximum MOC in May-July, 26°N having a broad
maximum in July-November (Kanzow et al. 2010),
and 16°N having a maximum southward flow (and
hence stronger MOC) in November-January. Of note
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FiG. 3.23. Estimates of the MOC (Sv) in the Atlantic
Ocean from the Argo/Altimetry estimate at 41°N
(black; Willis 2010), the RAPID-WATCH/MOCHA/
WABTS 26°N array (red; Rayner et al. 2010), and the
German/NOAA MOVE array at 16°N (blue; Send etal.
2011). All time series have a three-month second-order
butterworth low pass filter applied. Horizontal lines
are the mean transport during similar time periods as
listed in the corresponding text. Dashed lines are the
trends for each series over the same time period. For
the MOVE data the net zonal and vertical integral of
the deep circulation represents the lower limb of the
MOC (with a negative sign for the southward flow) and
hence a stronger negative southward flow represents
an increase in the MOC.
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with the most recent data, the 16°N data has stronger
southward flow, reaching filtered values above —34
Sv; the new 26°N data is slightly lower than the long-
term average and the newest 41°N data is similar to
the long-term average. Various authors have reported
longer-term MOC trends ranging from zero (Willis
2010 using the first seven years of data from 41°N) to a
-3 Svdecade! decrease (Send et al. 2011 using the first
9.5 years of data from 16°N), to the largest decrease
of =5.4 Sv decade-! (Smeed et al. 2014 using the first
8.5 years of data from 26°N). Using the overlapping
time period of these observations (2 April 2004 to 2
October 2012) which includes more recent data than
reported by Willis (2010) and Send et al. (2011), there
is an insignificant trend in the MOC of -3.3 £6.5
Sv decade-! at 41°N, while at 26°N there is a strong
decrease in the MOC of —5.1 £4.1 Sv decade-! (using
95% confidence limits; Fig. 3.23). However, at 16°N
the deep southward flow has recently been increas-
ing, suggesting a possible increase of the MOC at 8.4
£5.6 Sv decade-1. At 26°N where both the upper and
deep southward flows are measured, the decreas-
ing MOC is seen to be compensated by a reduction
in the southward export of lower North Atlantic
Deep Water (LNADW) in the depth range of 3-5
km (perhaps surprisingly there is no trend in export
of upper North Atlantic Deep Water in the depth
range 1.1-3 km). The decrease in export of LNADW
is 4.6 £3.9 Sv decade-! (Fig. 3.22b; Smeed et al. 2014).
From the full time series from 41°N and 16°N, the
MOC trends decrease, becoming insignificant (0.9
+4.6 Sv decade-! at 41°N and —2.3 +2.9 Sv decade-1 at
16°N). At these time scales, there appears to be no
consistent trend in the MOC at these latitudes. Note
that statistically significant changes can be found us-
ing various subsets of these time series; however, the
interpretation of any trend should consider regional,
interannual, and decadal variability that may not be
linked to longer-term trends.

i. Meridional oceanic heat transport in the Atlantic

Ocean—M. 0. Baringer, W. E. Johns, §. Garzoli, S. Dong,

D. Volkov, and W. R. Hobbs

The meridional overturning circulation is re-
lated to the meridional heat transport (MHT) in the
oceans, and the variability of MHT can impact heat
storage, sea-level rise, and air-sea fluxes, and hence
influence local climate on land. Time series of the
oceanic heat transport are more rare than time series
of the meridional overturning circulation because
they involve the product of temperature and veloc-
ity to be resolved across a trans-basin section where
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total mass transport can be accounted for. This report
includes MHT time series data from 26°N, 41°N, and
35°S in the Atlantic Ocean.

The MHT at 26°N is based on the MOC array of
moorings, cabled observations, and Argo profiling
float data described in Johns et al. (2011); like the
meridional overturning circulation estimates from
this array (section 5h), the MHT reported this year
has been updated to include new estimates from April
2011 through October 2012. At 26°N the median
MHT from April 2004 to October 2012 was 1.25
+0.36 PW (1 PW = 1015 W; Fig. 3.24). The MHT time
series follows the general variability of the MOC time
series at this latitude. The total MHT is composed of
the sum of temperature transports from the Florida
Current (median 2.52 +0.25 PW standard deviation),
Ekman temperature transport (0.35 £0.29 PW), and
interior ocean temperature transport (-1.60 £0.30
PW). The annual median MHT shows a decrease in
the MHT in 2009 and 2010 (including negative values
in December 2010 for the 10-day low pass filtered
data), which then returned to average values in 2011,
reported for the first time in this report (Fig. 3.24).
The MHT was fairly unremarkable in 2011 and 2012
(Fig 3.24b), except in May and June 2012 when the
transport was low for that time of year. For the full
time series, the Ekman transport accounts for about
60% of the variance of the MHT (0.77 correlation),
while the Florida Current accounts for about 30% of
the variance (0.55 correlation). Unlike the MOC, the
interior circulation appears to play a lesser role in
the variability overall; however, it can be a dominant
factor during certain time periods (e.g., McCarthy et
al. 2012). The MHT shows a statistically significant
decrease of —0.3 £0.25 PW decade! (95% confidence
limits) from April 2004 to October 2012 (using the full
8.5-year time series); however, this decrease is largely
due to the lows in 2009 and 2010 and is likely a signal
of interannual and decadal variability rather than a
longer-term secular change.

At 35°S in the South Atlantic, MHT has been
estimated using a combination of expendable bathy-
thermograph (XBT) data and Argo profiling floats
(Garzoli et al. 2012; Dong et al. 2009). From July
2002 to January 2014 the median of the MHT near
35°S is 0.55 £0.16 PW (1 standard deviation; Fig.
3.25). At 41°N the MHT was estimated by Hobbs
and Willis (2012) using altimetry and Argo profiling
tloat data. The median MHT near 41°N has not been
updated since Baringer et al. (2013), and from Janu-
ary 2002 to September 2010 is 0.50 £0.10 PW. There
is no significant trend at 41°N or 35°S, —0.04 +0.23
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FiG. 3.24. (a) Daily estimates at 26.5°N of the strength
(%1015 W) of the meridional heat transport (blue line)
and its associated temperature transport components,
the Florida Current (green), wind-driven Ekman trans-
port (red), and the geostrophic interior (black), as
measured by the UK National Environmental Research
Council (NERC) Rapid Climate Change Program
(RAPID-WATCH), the National Science Foundation’s
Meridional Overturning and Heat transport Array pro-
posal, and the NOAA Western Boundary Time Series
project (WBTS). The high frequency heat transports
have a 10-day low pass filter applied to the daily values
(Rayner et al. 2010), the smooth curve (heavy lines)
represent 90-day low pass filtered data. The annual
averages of the transports for each year are shown in
the associated color text. (b) MHT (x10!5 W) from 2012
(red), 2011 (dashed blue), and all other years (gray)
plotted as a function of month. Thin horizontal dashed
lines are annual mean values for 2012 (red), 2011 (blue),
and all years (black).

PW and +0.12 £0.12 PW, respectively (Fig. 3.25).
The eddy-permitting global ECCO2 data synthesis
(Menemenlis et al. 2005) follows nearly exactly the
MHT at 41°N, while its average is too low at 26°N and
35°S; however, the correlation is actually highest at
26°N (correlation = 0.8). The state estimation is least
correlated with observations at 35°S and has much
larger variance in general. Overall, the heat trans-
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Fic. 3.25. Observed time series of meridional heat
transport (PW) at (a) 41°N (profiling floats), (b) 26°N
(mooring/hydrography) and (c) 30°-35°S (XBTs) in the
Atlantic compared to the monthly estimates from the
ECCO2 state estimation (light blue line) and a 3-month
low pass of ECCO2 data (blue line). In (a) the black line
is the estimate MHT and the gray lines represents the
error in the estimate (Hobbs and Willis 2012). In (b) the
black line is the observed data filtered with a 3-month
low pass filter and the gray lines are the underlying
12-hourly data. In (c) the gray line is the quarterly es-
timated MHT from XBTs and the black line is a yearly
boxcar filter to those quarterly estimates.

2010

port was fairly average in 2012. In 2013, near 35°S
the MHT was larger than usual (with August 2013
data falling higher than 97.5% of the other estimates
at this latitude).

j. Sea level variability and change—M. A. Merrifield, P.

Thompson, E. Leuliette, R. S. Nerem, B. Hamlington, D. P. Chambers,

G. T. Mitchum, K. Mclnnes, J. ). Marra, M. Menéndez, and W. Sweet

Global mean sea level (GMSL) continued to rise
during 2013, on pace with a 20-year linear trend of
3.2 mm yr! (Fig. 3.26a). A portion of this trend (0.5
mm yr!) has been attributed to natural variability
associated with the Pacific decadal oscillation (PDO;
Hamlington et al. 2013) as well as to ongoing contri-
butions from the melting of glaciers and ice sheets
and ocean warming (Rhein et al. 2013). While inter-
annual variations in GMSL occur regularly, there is
no evidence of a hiatus in sea-level rise as has been
observed in the surface temperature record over the
last decade (Trenberth and Fasullo 2013).
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Interannual fluctuations in GMSL about the trend
are largely linked to exchanges of water with the
continents due to changes in precipitation patterns,
including the pronounced minima of 2010-11 and
maxima of 2012-13 (Boening et al. 2012; Fasullo et
al. 2013). Over 2011-12, global mean sea level rose at
~10 mm yr-! as it recovered from the 2010-11 minima.
This is also reflected in the changes in global mean
ocean mass measured by satellite gravimetry (Fig.
3.26a) and in global mean continental water storage
(see section 2d6). The highest regional sea surface
height (SSH) trends occur in the western equatorial
Pacific with strong positive trends extending across
northern Australia (White et al. 2014, manuscript
submitted to Earth-Sci. Rev.) and associated weak to
negative trends along the eastern boundary of the Pa-
cific (Fig. 3.26b). The regional sea level trend pattern
is reflected in the Southern Oscillation and Pacific
decadal oscillation indices in the Pacific (Merrifield
et al. 2012; Zhang and Church 2012) and northern
Australia (White et al. 2014, manuscript submitted
to Earth-Sci. Rev.) and is a result of multidecadal
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fluctuations in equatorial and midlatitude winds
(Merrifield et al. 2012; Moon et al. 2013).

Maps of SSH averaged over three-month intervals
show the anomalous seasonal evolution of regional
change during 2013. The positive SSH anomalies
around Australia and Southeast Asia during the first
half of the year (Fig. 3.27a,b) reflect a moderate La
Nifia state that relaxed toward an ENSO-neutral state
during the second half of 2013 (Fig. 3.27¢,d). Positive
anomalies in the southeast Indian Ocean persisted
throughout the year as anomalies associated with the
early-year La Nifia conditions propagated westward
away from the Australian coast as Rossby waves (Fig.
3.27a-d).

Substantial negative anomalies in the Baltic Sea
during the first quarter (Fig. 3.27a) increased steadily
to positive values by the end of the year (Fig. 3.27d).
This change is linked to a transition from negative
to positive phase in both the Arctic and North At-
lantic Oscillations. The phase change in these modes
also resulted in a moderate decrease of SSH in the
Mediterranean Sea (Fig. 3.27a-d). And SSH decreased
during 2013 over most of the Southern Ocean (Fig.
3.27a-d). This is most apparent in the South Pacific,
where the decreased gradient across the Antarctic
Circumpolar Current may reflect the transition from
positive to negative values of the southern annular
mode.

Annually-averaged sea level during 2013 (Fig.
3.28a) reflects the La Nifia-like conditions in the
tropical Pacific and Indian Oceans that persisted
throughout the year. The PDO index was consistently
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FiG. 3.27. SSH seasonal anomalies (cm) for 2013 relative to the 1993-
2012 average, obtained using the multimission gridded sea surface
height altimeter product produced by Ssalto/Duacs and distributed by
AVISO, with support from CNES (http://www.aviso.oceanobs.com).
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FiG. 3.28. (a) 2013 SSH annual mean anomaly (cm) from
the 1993-2012 average. (b) The difference between
2013 and 2012 annual means (cm).

negative throughout most of 2013, as it has been since
mid-2010. The 2013 sea level field is characteristic
of a negative PDO phase with low sea level anoma-
lies along the eastern boundary of the Pacific that
extend westward across the basin at low latitudes
(Merrifield et al. 2012; Zhang and Church 2012).
Higher-than-average sea levels at midlatitudes in the
northeast Pacific correspond to nega-
tive wind stress curl anomalies in the
Aleutian Low region (see Fig. 3.9). In
the Southern Ocean, the broad region
of lower-than-average sea levels west
of the southern tip of South America
remained essentially unchanged from
2012. Anomalies were positive north
of the Gulf Stream and Kuroshio ex-
tensions and negative south of these
regions, which suggests intensified
western boundary currents during
2013. The difference between annual
mean SSH maps from 2013 and 2012
shows little change in the large-scale
regional features of the SSH field (Fig.
3.28b).

Extreme coastal sea levels are ex-
amined using daily averages obtained
from a global network of tide gauges
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FiG. 3.29. (a) Average of the 2% highest daily-averaged
sea level values (mm) from tide gauges. (b) Probability
of exceeding the values in panel (a) based on a GEYV fit
to stations with at least 25 years of data.

(Fig. 3.29a). The average of the upper 2% highest daily
values exhibits a characteristic meridional structure
that reflects higher storminess at mid- and high
latitudes compared to the tropics. The probability of
2013 sea level extremes is estimated by performing a
generalized extreme value fit to records with at least
25 years of data. The probability of exceeding the 2013
values (Fig. 3.29b) shows that relatively unusual activ-
ity occurred around Scandinavia, parts of Australia
and New Zealand, and at scattered island stations
in the Indian Ocean. Extremes during 2013 were
relatively modest along the western coast of North
America and at the majority of tropical Pacific island
sites. However, it should be noted that extreme sea
levels caused by severe storms such as those associated
with Typhoon Haiyan were not well captured by the
available tide gauge stations in the Philippines. The
issue of the localized nature of extreme sea levels
caused by severe storms, such as tropical cyclones,
has also been noted for other tropical locations (e.g.,
Hoeke et al. 2013; MclInnes et al. 2014).

k. Global ocean carbon cycle—R. A. Feely, R. Wanninkhof,
C. L. Sabine, |. T. Mathis, T. Takahashi, and §. Khatiwala
I) SEA-AIR CARBON DIOXIDE FLUXES
The ocean plays an important role in the climate
system as a large sink for anthropogenic carbon di-

STATE OF THE CLIMATE IN 2013

oxide (CO,) and thereby partially mitigates the large-
scale effects of human-induced CO, emissions into
the atmosphere. The air-sea flux of CO, is computed
from the observed difference in the partial pressure of
CO, across the air-water interface (ApCO, = pCO,,, —
pCO,,.,), the solubility of CO, in seawater, and the gas
transfer velocity (Wanninkhof et al. 2009). Estimates
of the net air-sea CO, flux based on measurements
of partial pressure of CO, in near-surface seawater
(pCO,,,) and in the marine boundary air show that
the extratropics are major oceanic sinks of atmo-
spheric CO, and the tropics are major sources (Fig.
3.30). The development of the surface ocean CO, maps
involves continued processing of the ocean carbon
datasets generated from volunteer observing ships
and moorings and working with Lamont-Doherty
Earth Observatory (LDEO) to update sea-air CO,
flux climatology (Takahashi et al. 2009, 2013). The
process then uses these data along with satellite-based
sea-surface temperature and global multiplatform
wind products to develop algorithms to make global
seasonal CO, flux maps.

The LDEO pCO, database was used to generate an
updated sea-air CO, flux climatology in the Regional
Carbon Cycle Analysis Project (RECCAP) as reported
in Wanninkhof et al. (2013). The gridded pCO, data-
set was used along with a consistent global wind speed
product, the cross-calibrated multiplatform (CCMP)
winds (Atlas et al. 2011). Other adjustments to the
estimate of Takahashi et al. (2009) include incorpo-
rating the impact of El Niflo on global sea-air fluxes,
a new assessment of sea-ice coverage, and extrapola-
tion of data to the coastline. The updated net sea-air
flux is —1.33 Pg C yr-! for the year 2005 climatology
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Fic. 3.30. Updated sea-air CO, flux (mol C m-2
yr-1) climatology yielding a net global sea-air flux
of -1.33 Pg C yr-l. The most recent release of the
climatological pCO, maps centered on the year 2005
can be obtained at http://www.ldeo.columbia.edu/res/pi
/CO2/carbondioxide/global_ph_maps/pco2_maps.html.
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(Fig. 3.30) compared to the value of -1.22 Pg C yr-!
for the 2000 climatology (Takahashi et al. 2009) us-
ing the same consistent treatment of ApCO, fields,
gas transfer, and wind speeds. The ApCO, fields of
Takahashi et al. (2009, 2013) with the new wind fields
and new gas exchange algorithms are used such that
consistent regional and global flux estimates are made
over 19 years using the approach of Park et al. (2006,
2010a,b) and Park and Wanninkhof (2012).

Monthly estimates of sea-air CO, fluxes and re-
lated fields based on the empirical approach of Park et
al. (2010a,b) are provided as a user-friendly graphical
interface at http://cwcgom.aoml.noaa.gov/erddap/grid-
dap/aomlcarbonfluxes.graph. As an example, boreal
summer 2013 (Fig. 3.31) shows a decreased uptake
during June 2013 equivalent to 0.4 Pg C yr-! compared
to the 30-year average. This anomaly is caused by a
combination of larger equatorial outgassing due to
enhanced upwelling and decreased uptake in the
subpolar gyres as determined from the flux anomaly
option of the interface (not shown).

Wanninkhof et al. (2013) recently completed a
synthesis of global sea-air CO, fluxes and temporal
trends from 1990-2009 (Figs. 3.32 and 3.33; Table 3.1).
The estimates were based on analyses of ocean inverse
models (OIM), atmospheric inverse models (AIM),
ocean general circulation models with biogeochem-
istry (OBGCM), and empirical estimates based on
surface water CO, observations. The major conclu-
sion is that global ocean CO, inventory changes over
the last two decades, based on different observational
and modeling approaches, show good agreement with
an average ocean anthropogenic CO, uptake estimate
of 2.2 0.4 Pg C. The values based on sea-air CO,
fluxes are on the lower side of the estimates from
models and interior estimates. While the magnitude
appears well constrained, the interannual variability
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Fic. 3.31. Global sea-air CO, fluxes for Jun 2013 us-
ing the empirical approach of Park et al. (2010b) and
remotely sensed wind and SST data from NOAA
Coastwatch.
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FiG. 3.32. Anthropogenic sea-air CO, fluxes based on
the empirical approach of Park et al. (2010a) and dif-
ferent modeling approaches from Wanninkhof et al.
(2013). The anthropogenic CO, flux is the contempo-
rary flux minus the riverine carbon input (=0.45 Pg C
yr-1) where fluxes into the ocean are negative.

and trends between different approaches are quite
different, indicating the need for continued work on
observational time series.

The interannual variability over the two decades
for the OIM and OBGCM:s and empirical approaches
is approximately +0.18 Pg C yr-1 (Table 3.1). The AIMs
showed twice as large interannual variability as the
other approaches (=0.4 Pg C yr-1), which is attributed
to incomplete separation of terrestrial and oceanic
CO, sources and sinks in the AIMs. Consistent dif-
ferences in the 20-year trend of sea-air CO, were
observed between methods. Those relying on ocean
interior carbon and tracer measurements yielded a
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Fic. 3.33. The 50-year globally-integrated ocean an-
thropogenic CO, uptake from coupled ocean biogeo-
chemistry general circulation models (OBGCMs) used
in RECCAP. The thin solid and dashed lines show the
increasing annual uptake of the different models and
their interannual variability. The thick solid blue line is
the median of the OBGCMs; the thick solid red line is
the output of the Green function method (Khatiwala et
al. 2013) and the thick black line is the result from the
Global Carbon Project (GCP) ocean model ensemble.
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Anthropogenic Uncertainty IAVe SAVf Trend
Approach CO, Flux PelCyr Pz Cyrl Pg C yr-! (Pg Cyr)
Pg C yr-! decade-!
Empirical -2 +0.62 0.2 0.6 -0.15
OBGCM -1.9 10.3b 0.16 +0.38 -0.14
Atm. Inversion -2.1 +0.3¢ 0.4 +0.41 -0.13
Ocean Inversion 2.4 +0.3d -0.5i
'"“:::;rﬁﬁ;:e" 22 +0.5 -0.35
O,/N,h 2.2 0.6
O,/N,i -2.5 0.7

aRoot mean square of uncertainty in different components of the flux.

b Median absolute deviation of the six model outputs used to determine the median (for six model outputs:

LSC, UEA yegp CSI, BER, BEC, ETH,,,).

¢ Median absolute deviation of the 11 model outputs used to determine the median.

d Median absolute deviation of the 10 model outputs used to determine the median.

¢ Interannual variability (IAV) for the median values of the six models list in b.
fSubannual variability (SAV) for the median values (for five model outputs: LSC, UEA (,, CSI, BEC, ETH, ;).
¢ Based on interior ocean changes using transient tracers and a Green function (Khatiwala et al. 2009, 2013).

h For 1993-2003 (Manning and Keeling 2006).
i For 2000-10 (Ishidoya et al. 2012).

j Calculated using steady ocean circulation and CO, uptake proportional to atmospheric CO, increases.

global trend of increasing carbon uptake ranging
from 0.35 to 0.5 (Pg C yr1) decade! while those re-
lying on surface water CO, values such as OBGCMs
and empirical estimates gave values of ~0.15 (Pg C
yr-1) decade-l. The differences are attributed to the
insensitivity of interior measurements to changes in
surface biogeochemistry resulting from climate re-
organizations and global change. The relatively short
time record (two decades) of consistent measurements
and model input parameters precludes a definitive
attribution of the differences in trends between the
different methods.

2) OCEAN CARBON INVENTORY

The global ocean is continuing to take up a sub-
stantial fraction of the anthropogenic CO, (C,,,) emis-
sions from the atmosphere and, as a consequence, is
a significant mediator of global climate change. Esti-
mates based on data-constrained models indicate that
the anthropogenic carbon inventory has increased
from about 118 £20 Pg C in 1994 to about 155 +26
Pg C in 2010 (about 28% of the total anthropogenic
CO, emissions over that time period; Khatiwala et
al. 2013; Fig. 3.34).

The U.S. CLIVAR/CO, Repeat Hydrography
Program is providing new information about the
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FiG. 3.34. Column inventories for C_, . (mol m-2) in 2010.
(Source: Khatiwala et al. 2013.)
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uptake and storage of carbon within the ocean interior
by determining the change in C,,, concentration
between cruise occupations. Over the last decade,
several approaches have been developed to make these
determinations using a multiple linear regression
method (Friis et al. 2005; Sabine and Tanhua 2010;
Clement and Gruber 2014). The effort has continued its
basin-wide approach with a focus on the Pacific with
a data synthesis project called PACIFICA (see http:/
cdiac.ornl.gov/oceans/PACIFICA). These data are now
being included in the more extensive 2nd Global Ocean
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FiG. 3.35. Cross-section of discrete DIC data (umoles kg-!) from the P02
line taken in (a) 1994, (c) 2004, and (e) 2013. (b), (d), and (f) show the
differences in DIC concentrations between the occupations.
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Data Analysis Project (GLODAP-2; Key et al. 2004).
In 2013, data from three occupations of the Repeat
Hydrography P2 Line in the South Pacific were used
to examine changes in dissolved inorganic carbon
(DIC) inventories (Fig. 3.35). The changes in DIC are
being driven by air-sea exchange at the surface, but
also by ventilation processes in the subsurface waters.
The high DIC values shown in Fig. 3.35b,d,f between
500 and 1000 m, particularly in the western Pacific,
are a result of deep ventilation in these areas. The
accumulation of DIC in surface waters is much more
pronounced between the 2004 and 2013 occupations
due to increasing levels of CO, in the atmosphere
during that decade. Over the 20-year span of data
observations, DIC accumulation in the upper 500 m
ranged from <10 pmoles kg-! in the central Pacific
to >35 pmoles kg in the eastern and western edges
of the basin.

The role of the Southern Ocean (SO) continues to
be an important factor in understanding the ocean
carbon cycle and for predicting future changes in
the ocean. A number of recent studies suggest that
as much as 40% of ocean uptake of C,,, occurs in
this region (see Sabine and Feely 2007). However,
the amount of C,,, that is stored in deep and bottom
layers is still uncertain. Significant differences can
be found between indirect measurement-based ap-
proaches and ocean models (Fig. 3.35). Data from
the GLODAP (Global Ocean Data Analysis Project)
and CARINA (CARbon dioxide IN the Atlantic
Ocean) databases were used to develop a CO,-data-

(B)

based “back-calculation” method that provides C,,
concentration and inventory estimates in the SO
region (>45°S). The method addresses both water
mass mixing and the non-steady state nature of the
air-sea CO, disequilibrium (ACy,) term. Water mass
mixing was computed using the extended optimum
multiparametric (¢(OMP) analysis. In addition, pub-
lished parameterizations were used to obtain more
reliable values of AC;,. Results from the new approach
were compared with those from the AC* method,
the TrOCA method, and two different tracer-based
approaches: the transit-time distribution (TTD) and
Green function (GF) methods (Pardo et al. 2014). The
TTD, GF, and the new back-calculation methods give
similar estimates for the SO inventory (with reference
to the year 1994) of 30 £2, 2242, and 29+3 Pg C, re-
spectively (Fig. 3.36). Antarctic Bottom Water shows
C,,. concentrations of 9+1, 3+0.3, 6 +1 umolkg-1,
contributing 6%-12% of the SO inventory. The AC*
and TrOCA methods seem to yield lower and higher
values, respectively, for both the total C,,, inventory
and C,,, concentrations in deep water layers. Results
from the new approach suggest that deep and bot-
tom layers of the water column in the SO contain, in
general, low concentrations of C,,, compared with
subsurface and intermediate layers but higher than
those recorded in the global databases. It is impor-
tant to note that, as deep and bottom layers in the
SO fill two of the most voluminous water masses of
the global ocean, even these relatively low values of
C,n can be of considerable importance when com-
puting the inventories in the water

: ,o i Wi Il column, mostly in the SO but also in
! "j '@‘ L & ol ‘_w 0@ the ocean interior where, over time,
LA P bottom waters are moving.
J0A. L. 4Vs | L The storage rate of anthropogenic
B carbon dioxide can also be assessed
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by determining the change in C,,
concentration. Large-scale observa-
tions of the storage rate are in gen-
eral agreement with that expected
from the increase in atmospheric
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CO, concentrations and with the
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is an area with high variability in
circulation and deep water forma-
tion, influencing the C_,, inventory.
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The biological consequences of decreases
in pH and CO,2- on marine organisms
and ecosystems are only recently being
studied in detail (e.g., Orr et al. 2005; Orr
2011; Fabry et al. 2008; Doney et al. 2009;
Gattuso and Hansson 2011).

Monthly observations at time series
sites reflect changes in both the natural
carbon cycle and the uptake of anthro-
pogenic CO, from the atmosphere. The
observations are based on carbon system
and pH measurements at ocean time-
series stations in the North Atlantic and
North Pacific (Rhein et al. 2013). The
results indicate decreasing pH with rates
ranging between —0.0014 yr-1 and -0.0024

yr-1 (Bates 2007; Santana-Casiano et al.
2007; Dore et al. 2009; Olafsson et al.
2009; Gonzalez-D4vila et al. 2010; Bates

Fic. 3.36. Method dependent estimates of C,,. (umoles kg-!) in the
Antarctic Circumpolar Current: (a) TrOCA - AC*; (b) C;© - AC¥%;
(c) TTD - AC%*; and (d) GF — AC*. (Source: Pardo et al. 2014.)

Large differences in storage rates have been observed
on decadal and subdecadal time scales (Wanninkhof
et al. 2010; Khatiwala et al. 2013).

3) ANTHROPOGENIC OCEAN ACIDIFICATION

Since the beginning of the Industrial Revolution
the release of carbon dioxide (CO,) from human
industrial and agricultural activities has resulted
in the release of approximately 555 Pg C into the
atmosphere (Rhein et al. 2013; Fig. 3.37). During this
period, the ocean has absorbed about 155 Pg C from
the atmosphere, or a little more than a quarter of the

total carbon emissions. 10 __ - fossil fuel and cement from energy statistics ]

The uptake of excess CO, from anthropogenic a Ir:';ij::'::::‘?:kfmm e mpdely ]
sources by the ocean lowers the pH and changes the measured atmospheric growth rate |
chemical composition of seawater through the ther- B |- I ocean sink from data models o
modynamic equilibrium of CO, with seawater. When i T
the excess CO, is absorbed by seawater the dissolved emissions |
CO, forms a weak acid (H,CO,), which dissociatesin &, |
seawater such that the pH, carbonate ion (CO,2-), and 2,, 0

calcium carbonate (CaCO;) mineral saturation state
(Q = [Ca2+][CO,2-]/Ksp*) of seawater decrease while
bicarbonate ion (HCO,-) increases (Fig. 3.38). The
uptake of CO, in the surface ocean results in gradual
decrease in the pH of seawater, a process commonly
referred to as ocean acidification (Broecker and Clark
2001; Caldeira and Wickett 2003; Feely et al. 2009).
Since the beginning of the industrial era there has
been a decrease in surface open-ocean pH of 0.1,
corresponding to a 26% increase in the hydrogen
ion concentration [H*] concentration of seawater
(Orr et al. 2005; Doney et al. 2009; Feely et al. 2009).
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2012). There was good agreement between
the long-term pH decreases in the Bermuda Atlantic
Time Series (BATS; —0.0019 £0.0001), European Sta-
tion for Time Series in the Ocean (ESTOC; -0.0017
+0.0001), and Hawaii Ocean time series (HOT) at
station ALOHA (-0.0018 +0.0001). Data from the
northernmost station off Iceland showed the largest
pH decrease (-0.0024 +0.0002). Directly measured
pH differences in the surface mixed layer from a
CLIVAR/CO, Repeat Hydrography cruise section in
the central North Pacific Ocean between Hawaii and
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FiG. 3.37. Temporal changes in the partitioning of an-
thropogenic CO, emissions between the atmosphere,
oceans, and terrestrial biosphere. (Source: Ciais et

al. 2013.)
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Fic. 3.38. Multiple observed indicators of a changing
global carbon cycle: (a) atmospheric concentrations
of carbon dioxide (CO,) from Mauna Loa (19°32’N,
155°34’W; red) and South Pole (89°59’S, 24°48°W;
black) since 1958. (b) Partial pressure of dissolved CO,,
at the ocean surface (blue curves) and in situ pH (green
curves), a measure of the acidity of ocean water. Mea-
surements are from three stations from the Atlantic
(29°10’N, 15°30°W, dark blue/dark green; 31°40’N,
64°10°W, light blue/light green) and the Pacific Oceans
(22°45’N, 158°00°W, blue/green) (Source: Alexander
et al. 2013.)

Alaska showed a pH decline of —0.0017 yr-1 between
1991 and 2006, in agreement with observations at the
HOT site (Byrne et al. 2010). This rate of pH change is
also consistent with repeat transects of CO, and pH
measurements in the western North Pacific (winter:
—0.0018 +£0.0002 yr-1; summer: —0.0013 £0.0005 yr-1;
Midorikawa et al. 2010). The pH changes in Southern
Ocean surface waters are less certain because of the
paucity of long-term observations there, but pCO,
measurements collected by ships-of-opportunity in-
dicate similar rates of pH decrease there (Takahashi
et al. 2009).

4) GLOBAL OCEAN PHYTOPLANKTON—GB. A. Franz, M. J.
Behrenfeld, D. A. Siegel, and P. |. Werdell
Marine phytoplankton are responsible for roughly
half the net primary production (NPP) on Earth, fix-
ing atmospheric CO, into food that fuels global ocean
ecosystems and drives the ocean’s biogeochemical
cycles. Phytoplankton growth is highly sensitive to
variations in ocean physical properties, such as upper
ocean stratification and light availability within this
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mixed layer. Satellite ocean color sensors, such as the
Sea-viewing Wide Field-of-view Sensor (SeaWiFS;
McClain 2009) and Moderate Resolution Imaging
Spectroradiometer (MODIS; Esaias 1998), provide
observations of sufficient frequency and geographic
coverage to globally monitor physically-driven chang-
es in phytoplankton distributions. In practice, ocean
color sensors retrieve the spectral distribution of vis-
ible solar radiation reflected upward from beneath the
ocean surface, which can then be related to changes
in the photosynthetic phytoplankton pigment, chlo-
rophyll-a (Chla; measured in mg m-3). Here, global
Chla data for 2013 are evaluated within the context of
the 16-year continuous record provided through the
combined observations of SeaWiFS (1997-2010) and
MODIS on Aqua (MODISA; 2002-present). Ocean
color measurements from the recently launched
Visible and Infrared Imaging Radiometer Suite (VI-
IRS; 2011-present) are also considered, but results
suggest that the temporal calibration of the VIIRS
sensor is not yet sufficiently stable for quantitative
global change studies. Al MODISA (version 2013.1),
SeaWIFS (version 2010.0), and VIIRS (version 2013.1)
data presented here were produced by NASA using
consistent Chla algorithms.

Annual mean Chla concentrations from MODISA
were computed in 4.6 x 4.6 km?2 equal area bins
(Campbell et al. 1995) and mapped to an equi-
rectangular projection. The resultant average Chla
distribution for 2013 (Fig. 3.39) is consistent with the
well-established, physically-driven distribution of
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Fic. 3.39. Annual mean Chla distribution (mg m-3)
derived from MODISA for 2013. Also shown is the
location of the mean 15°C SST isotherm (black lines)
delineating the boundary of the permanently stratified
ocean (PSO). Chla data are from the NASA Reprocess-
ing of MODISA, version 2013.1. Data are averaged into
geo-referenced equal area bins of approximately 4.6 x
4.6 km?2 (Campbell et al. 1995) and mapped to an equi-
rectangular projection centered at 150°W.



nutrients (e.g., Siegel et al. 2013). Chla values during
2013 ranged over three orders of magnitude, from
<0.05 mg m-3in the central ocean gyres to >50 mg m-3
in nutrient-rich coastal and subpolar waters. Global
changes in Chla during this past year were calculated
for each geographic bin by subtracting monthly aver-
age values for 2013 from values during 2012, and then
averaging the monthly anomaly fields to produce an
annually-averaged distribution (Fig. 3.40a). Identical
calculations were performed on MODISA SST (°C)
data to produce an equivalent 2013 SST anomaly (Fig.
3.40b). Positive correlations and inverse correlations
between these Chla and SST anomalies are shown
in Fig. 3.40c, following the graphical approach of
O’Malley et al. (2010). Chlorophyll concentrations
during 2013 were also compared to values for the
full MODISA mission lifespan (Fig. 3.41). For this
analysis, monthly climatological average Chla values
(2002-13) were subtracted from monthly values for
each year to produce an anomaly time series.
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FiG. 3.40. Spatial distribution of summed monthly (a)
Chla anomalies (%) and (b) SST anomalies (°C) for
MODISA, where monthly differences were derived
relative 2012 data. Chla is expressed as % difference
from 2012, while SST is shown as an absolute differ-
ence. Panel (c) identifies relationships between the
sign of SST and Chla anomalies from panels (a) and
(b), with colors differentiating sign pairs. Also shown
in each panel is the location of the mean 15°C SST
isotherm (black lines) delineating the permanently
stratified ocean.
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In Figs. 3.39 and 3.40, black lines at approxi-
mately 40°N and 40°S delineate the relatively stable,
permanently-stratified ocean (PSO) from higher-
latitude systems, where strong seasonality in surface
mixing, temperature, and sunlight drive strong an-
nual plankton cycles. The PSO occupies ~74% of the
global ocean surface area, maintains annual-average
surface temperatures >15°C, and remains perpetually
depleted in surface nutrients (Behrenfeld et al. 2006).
Previous studies and annual State of the Climate as-
sessments (e.g., Behrenfeld et al. 2006; O’Malley et al.
2010; Siegel et al. 2012) have demonstrated significant
inverse correlations between chlorophyll and SST
anomalies for the PSO. The expectation for these
stratified waters is that a warming sea surface layer
is associated with shallower mixing depths, reduced
vertical nutrient transport, and higher average mixed
layer light levels that together drive decreases in
phytoplankton chlorophyll (Behrenfeld et al. 2006).
Consistent with these earlier studies, the 2013 versus
2012 anomalies show that regions of decreasing SST
(a proxy for stratification) (Fig. 3.40b) were associated
with increasing Chla (Fig. 3.40a). The predominance
of this relationship is illustrated in Fig. 3.40c by the
abundance of blue pixels relative to green. However,
the surprising finding for 2013 was that the opposite
relationship of decreasing Chla with increasing SST
was not equally prominent (i.e., red pixels do not
clearly outnumber yellow pixels in Fig. 3.40c). In
particular, regions of strong warming across the Pa-
cific were often dominated by increases in Chla (Fig.
3.40c¢). The reason for this discrepancy from previous
years is not clear, but an issue with MODISA Chla
retrievals during the past two years cannot yet be
ruled out. Regarding this latter possibility, it is noted
that: (1) monthly average Chla values during 2012
were at times lower than during the extreme 1998
El Nifo year (Fig. 3.41a), yet surface ocean physical
properties were not so anomalous during 2012 as in
1998, and (2) the rise in Chla during 2013 (Fig. 3.41a)
was expressed throughout almost the entirety of the
global ocean (i.e., Fig. 3.40a is predominantly red),
which is inconsistent with previous years, including
the extreme 1998 event (Behrenfeld et al. 2001).

The multimission record of monthly mean Chla
for the PSO, starting with the SeaWiFS mission and
extending into the MODISA and VIIRS eras (OBPG
2013), exhibits three primary features shown in Fig.
3.41a: (1) annual maxima in Chla associated with
Northern Hemisphere spring-summer phytoplank-
ton blooms; (2) a general offset between MODISA
and SeaWiFS data during their 2002 to 2010 overlap
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Fic. 3.41. Sixteen-year, multimission record of Chla
[mg m-3 (left) and % (right)] averaged over the PSO for
SeaW:iFsS (black), MODISA (blue), and VIIRS (red): (a)
Independent record from each mission, with horizon-
tal black line indicating the multi-mission mean Chla
concentration for the region, and (b) monthly anomaly
after subtraction of the monthly climatological mean
(SeaWiFsS relative to SeaWiFS climatology, MODISA
and VIIRS relative to MODISA climatology). The gray
region in (b) shows the averaged difference between
SeaWiFS and MODISA over the common mission life-
time. Green diamonds show the multivariate ENSO
index, inverted and scaled to match the range of the
Chla anomalies.
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period; and (3) a strong divergence between MODISA
and VIIRS Chla for 2013. Regarding the latter feature,
the trend in the VIIRS record through 2013 is flat or
declining and remains near a historic low. This in-
consistent behavior is believed to be due to temporal
changes in radiometric performance of the VIIRS
instrument that are currently being assessed.

With respect to SeaWiFS and MODISA data,
the offset between sensors is essentially eliminated
in the time series of Chla monthly anomalies (Fig.
3.41b). Also shown in Fig. 3.41b is the multivariate
ENSO index (MEI; Wolter and Timlin 1998), which
generally tracks large-scale temporal variability in
the monthly mean PSO Chla record (Behrenfeld et
al. 2006; Franz et al. 2013). Over the 16-year time
series, Chla concentrations in the PSO have varied
by £15% around a long-term mean of approximately
0.14 mg m-3, with largest variations generally associ-
ated with EI Nifio to La Nifa climatic events. Mean
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Chla concentrations in the PSO trended upward
from late 2012 to October 2013, for a total increase
of approximately 10%, and then declined during the
last few months of 2013. This range of variability in
MODISA Chla is within the envelope of the long-term
record, and the directional character of the trends is
consistent with expectations based on the change in
MEI, but as previously discussed the magnitude of
the change between 2012 and 2013 may not be accu-
rately quantified in the current satellite record. The
trend in VIIRS data for 2013, on the other hand, is
entirely inconsistent with MEI changes thus adding
support for the conclusion that VIIRS trends in 2013
are dominated by instrumental error (Fig. 3.41b).
These errors and uncertainties in the 2012 and 2013
ocean color records from MODISA and VIIRS can
potentially be reduced as more calibration data are
collected and instrument radiometric degradation
models are improved, but the results illustrate the
caution that must be taken when interpreting ocean
color measurements that are so highly sensitive to
instrument calibration and characterization accuracy
(Siegel and Franz 2010).

Caution is also warranted in the interpretation of
satellite-observed temporal trends in Chla concen-
tration as indicators of climate-driven changes in
phytoplankton net primary production (Behrenfeld
et al. 2008; Siegel et al. 2013). Phytoplankton adjust
their cellular chlorophyll content in response to
environmental changes in light and nutrient avail-
ability, and this physiological response can contribute
an order of magnitude variability in Chla that can
dominate monthly to interannual variations in PSO
anomalies. As such, changes in the satellite time series
can either reflect physiological variability or changes
in abundance, with these two sources of variability
having strongly divergent implications on NPP. In-
terpretation of the Chla record is also complicated by
limitations in the ability to separate optical signals of
phytoplankton abundance from colored dissolved
organic matter, which is simply assumed to co-vary
in the traditional band-ratio algorithms employed
here (e.g., Siegel et al. 2013).



4. THE TROPICS—H. ). Diamond, Ed.
a. Overview—H. ). Diamond

From the standpoint of the El Niflo-Southern Os-
cillation (ENSQO), indications are that ENSO-neutral
conditions prevailed throughout the year, though
mostly on the cool side of neutral.

Overall, global tropical cyclone (TC) frequency
during 2013 was slightly above average with a total
of 94 storms (the 1981-2010 global average is 89),
and was higher than in the previous three seasons,
including 2010, which featured the lowest numbers of
global TCs since the start of the satellite era (gener-
ally considered to have begun after 1970). Only the
Western North Pacific Basin experienced above-
normal activity in 2013; all other basins were either
at or below normal levels. Globally, only four TCs
reached the Saffir-Simpson hurricane wind scale
Category 5 intensity level—three in the Western
North Pacific Basin and one in the North Indian
Ocean. This number of TCs (four) was just one more
than the all-time lowest global number of Category
5 storms (recorded in both 2011 and 2012) since the
Dvorak intensity estimation method was introduced
in the 1980s (Diamond 2012).

This chapter consists of eight sections: (1) ENSO
and the tropical Pacific; (2) tropical intraseasonal ac-
tivity; (3) seasonal TC activity in the seven TC basins:
the North Atlantic, Eastern North Pacific, Western
North Pacific, North Indian and South Indian
Oceans, Southwest Pacific, and Australia; (4) TC heat
potential, which aids in summarizing the section for
TCs from an ocean heat perspective; (5) global mon-
soon summary; (6) intertropical convergence zone
behavior in the Pacific and Atlantic basins; (7) the
Atlantic warm pool (AWP); and (8) the Indian Ocean
dipole. The global monsoon summary section is new
in response to feedback received for the inclusion of
such a global summary. It is not intended to replace
the more detailed monsoon descriptions included in
the Regional Climates chapter. Finally, two sidebar
articles detailing the unusually quiet North Atlantic
hurricane season and the unique and destructive
nature of the Western North Pacific Basin’s Typhoon
Haiyan are also included.
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b. ENSO and the Tropical Pacific—G. D. Bell, M. L'Heureux,

and M. Halpert

1) OCEANIC CONDITIONS

ENSO is a coupled ocean-atmosphere phenom-
enon over the tropical Pacific Ocean. Opposite phases
of ENSO, El Nino and La Nifa, are classified by
NOAA’s Climate Prediction Center (CPC) using the
Nifio-3.4 index, which is based on the area-averaged
sea surface temperature (SST) anomalies in the east-
central equatorial Pacific (5°N-5°S, 170°-120°W).

A time series of the weekly Nifio-3.4 index for 2013
shows slightly cooler-than-average SSTs throughout
the year, with departures generally in the range of
-0.2° to —0.4°C (Fig. 4.1a). There were only three
short periods in which the index became positive
(early April, early September, and late November).
The latter two periods were associated with the
downwelling phases of equatorial oceanic Kelvin
waves (see Fig. 4.7).

The Oceanic Nifo index (ONI) is a three-month
running average of the Nifio-3.4 index, and is used
by NOAA to monitor and predict ENSO and also to

Nifio-3.4 Index
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FiG. 4.1. Time series of (a) weekly SST anomalies (°C)
in the Nifio-3.4 region (5°N-5°S, 170°-120°W) and (b)
the Oceanic Nifio Index (ONI, °C) from DJF 2012/13
through OND 2013. Values in (a) are departures from
the 1981-2010 weekly adjusted Ol climatology (Smith
and Reynolds 1998). Values in (b) are derived from the

ERSST-v3b dataset (Smith et al. 2008).
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2) ATMOSPHERIC CIRCULATION
On the whole, near-average atmo-
spheric wind and convection patterns
reflected ENSO-neutral throughout
the year (Figs. 4.4, 4.5). The main wind
anomalies were found over the western
equatorial Pacific during DJF through
JJA, in association with anomalous
low-level easterly winds (Fig. 4.4a—c)
) @%‘ and anomalous upper-level south-
==l westerly winds (Fig. 4.5a—c). This wind
T pattern was associated with enhanced
o - convection over the Maritime Conti-
=Y nentand far western equatorial Pacific,
SR A SRS RS TR and with above-average SSTs in the
z2 BB BH B ED sEa e 28 western Pacific. In contrast, convec-
Fic. 4.2. Seasonal SST (left) and anomaly (right) for (a, b) DJF 2012/13, ion was slightly suppressed near the
(c,d) MAM 2013, (e, f) JJA 2013 and (g, h) SON 2013. Contour interval
for total (anomalous) SST is 1°C (0.5°C). Anomalies are departures
from the 1981-2010 seasonal adjusted Ol SST climatology (Smith and

STy,
v O

WOE -

dateline during much of the year.
During JJA, the low-level circula-

Reynolds 1998). tion also featured anomalous westerly
winds extending from the eastern sub-

classify ENSO events historically!. A time series of the
ONI shows values slightly cooler than —0.5°C early in
the year, followed by values near —0.3°C for April-June
(AMJ) though the end of the year (Fig. 4.1b). These
values indicate ENSO-neutral conditions throughout
the year, though mostly on the cool side of neutral.
The spatial structure and seasonal evolution of the
tropical Pacific SSTs and anomalies during 2013 are
shown in Fig. 4.2. Equatorial SSTs were slightly below
average in the far eastern Pacific throughout the year,
and above average in the far western Pacific especially
during the latter part of the year (Fig. 4.2h). Consistent
with these conditions, subsurface temperatures in the
vicinity of the oceanic thermocline were above average
west of the dateline throughout the year (Fig. 4.3), and
below average in the eastern Pacific during December-
February (DJF) 2012/13 through June-August (JJA)
2013 (Figs. 4.3b-d). Temperatures along the thermo-
cline were also above average over the central equa- )
torial Pacific during JJA and September—-November D
(SON), reflecting a gradual build-up of oceanic heat ! d . y v .
content over the course of the year (Figs. 4.3¢,d). MGE = |160=W| e A e Ak
4TS A
Fic. 4.3. Equatorial depth-longitude section of ocean
temperature anomalies (°C) averaged between 5°N
and 5°S during (a) DJF 2012/13, (b) MAM 2013, (c) JJA
1 For historical purposes, the CPC classifies an El Nifio (La Nifia) 2013, and (d) SON 2013. The 20°C isotherm (thick
episode when the Oceanic Nifio index (ONI) is greater (less) than or solid line) approximates the center of the oceanic
equal to +0.5°C (-0.5°C) for five consecutive overlapping seasons (as ~ thermocline. The data are derived from an analysis

measured by the ERSST-v3b dataset, Smith et al. 2008); see http:/ system that assimilates oceanic observations into an
oceanic GCM (Behringer et al. 1998). Anomalies are

departures from the 1981-2010 period monthly means.

www.cpc.ncep.noaa.gov/products/analysis_monitoring/ensostuff
Jensoyears.shtml.
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Fic. 4.4. Anomalous 850-hPa wind vectors and speed
(contours, m s-!), and anomalous OLR (shaded, W m-2),
during (a) DJF 2012/13, (b) MAM 2013, (c) JJA 2013, and
(d) SON 2013. Anomalies are departures from the
1981-2010 period monthly means.

tropical North Pacific to equatorial western Africa
(Fig. 4.4¢). This pattern has been present since 1995
and is partly associated with the warm phase of the
Atlantic multidecadal oscillation and concurrent
enhancement of the west African monsoon system
(G. D. Bell et al. 2011, 2013).

c¢. Tropical intraseasonal activity—S. Baxter, ). Gottschalck,

and G. D. Bell

Tropical intraseasonal variability was prominent
during 2013 in both the atmosphere and ocean. Three
aspects of this variability included the Madden-Julian
oscillation (MJO; Fig. 4.6; Madden and Julian 1971,
1972, 1994; Zhang 2005), atmospheric Kelvin and
equatorial Rossby waves (Wheeler and Kiladis 1999;
Wheeler and Weickmann 2001), and equatorial oce-
anic Kelvin wave activity (Fig. 4.7). There were three
distinct periods of MJO activity, spanning a total
of eight months. There were two distinct periods of
nearly two months each (Fig. 4.6, blue boxes), dur-
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Fic. 4.5. Anomalous 200-hP: wind vectors and speed
(contours, m s-1), and anomalous OLR (shaded, W m-2),
during (a) DJF 2012/13, (b) MAM 2013, (c) JJA 2013, and
(d) SON 2013. Anomalies are departures from the
1981-2010 period monthly means.

ing which rapidly propagating atmospheric Kelvin
waves dominated the pattern of tropical convective
variability. There were also three occurrences each
of downwelling and upwelling oceanic Kelvin waves,
collectively spanning nearly eight months.

The MJO is a leading climate mode of tropical
convective variability that occurs on intraseasonal
timescales. The convective anomalies associated with
the MJO often have the same spatial scale as ENSO,
but differ in that they exhibit a distinct eastward
propagation and generally traverse the globe in 30-60
days. The MJO can strongly affect the tropical and
extratropical atmospheric circulation patterns, and
may produce ENSO-like anomalies on subseasonal
timescales (Knutson and Weickmann 1987; Kiladis
and Weickmann 1992; Mo and Kousky 1993; Kousky
and Kayano 1994; Kayano and Kousky 1999; Riddle
etal. 2012). The MJO is often quite variable in a given
year, with periods of moderate-to-strong activity
sometimes followed by little or no activity. Overall,
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Fic. 4.6. Time-longitude section for 2013 of anoma-
lous 200-hPa velocity potential (X106 m2 s-1) averaged
between 5°N and 5°S. For each day, the period mean
is removed prior to plotting. Green (brown) shading
highlights likely areas of anomalous divergence and
rising motion (convergence and sinking motion). Red
lines and labels highlight the main MJO episodes. Blue
boxes denote periods of atmospheric Kelvin wave ac-
tivity discussed in text, and solid (dotted) black lines
denote enhanced (suppressed) convective phases of
an important equatorial atmospheric Rossby wave.
Anomalies are departures from the 1981-2010 base
period daily means.

the MJO tends to be most active during neutral and
weak ENSO periods, and is often absent during strong
El Nifio events (Hendon et al. 1999; Zhang and Gott-
schalck 2002; Zhang 2005).

The MJO may be diagnosed as continuous east-
ward propagation of 200-hPa velocity potential
anomalies around the globe. A time-longitude section
of this parameter shows the three main MJO episodes
during 2013 (Fig. 4.6), which included (1) a strong and
long-lived episode from January to early April (MJO
#1); (2) a strong, short-lived, and rapidly propagating
episode from June to early July (MJO #2); and (3) a
long-lived episode during much of September and
October (MJO #3).

The first MJO episode (MJO #1) featured a zonal
wave-1 pattern of strong convective anomalies and
had a periodicity of approximately 45 days. Both the
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enhanced convective phase (negative anomalies) and
suppressed convective phase (positive anomalies) of
this MJO propagated around the globe nearly three
times. The event ended during April when westward-
propagating atmospheric equatorial Rossby waves
became the dominant feature (Fig. 4.6, black lines).

Some of the largest impacts from this prolonged
MJO episode include the triggering of a downwelling
oceanic Kelvin wave and interaction with the ex-
tratropics. The Kelvin wave was triggered during
early February by a relaxation of the trade winds as
enhanced convection propagated eastward across the
Maritime Continent. This wave reached the eastern
Pacific in March and resulted in a vastly decreased
magnitude of negative upper-ocean heat content
anomalies (Fig. 4.7).

The extratropical impacts from MJO #1 were
most prominent in March and were associated with
a combination of suppressed convection and anoma-
lous upper-level convergence over the eastern Indian
Ocean and anomalous upper-level divergence over the
eastern Pacific Ocean. These conditions likely con-
tributed to an eastward extension of the East Asian
jet stream and to an intensifying negative phase of
the Arctic Oscillation during March (see Fig. A1.4; H.
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Fic. 4.7. Time-longitude section for 2013 of the anoma-
lous upper Pacific Ocean (0-300 m) heat content aver-
aged between 5°N and 5°S. Blue (yellow/red) shading
indicates below (above) average heat content. The
downwelling (dashed lines) and upwelling (dotted lines)
phases of equatorial oceanic Kelvin waves are indi-
cated. Anomalies are departures from the 1981-2010
base period pentad means.



Lin et al. 2009; Cassou 2008), which had substantial
extratropical impacts that included anomalously
cold surface air temperatures during March across
central Canada, the east-central United States, much
of Europe, north west Russia, and parts of Japan (see
Fig. A1.3).

This MJO was followed by a two-month period in
which atmospheric Kelvin waves, indicated by a faster
propagation of the velocity potential anomalies, were
the prominent intraseasonal features in the tropical
atmosphere (Fig. 4.6, blue boxes). The second MJO
episode of 2013 (MJO #2, Fig. 4.6) began in June and
ended in early July. As is common with many MJO
episodes, its convective signal was partially masked
by the atmospheric Kelvin wave activity, which re-
sulted in a faster eastward propagation of the velocity
potential anomalies (Roundy 2012; Sobel and Kim
2012). This MJO event exhibited phase speed on
the high end of the MJO envelope, with a period of
roughly 30 days.

The third MJO episode (MJO #3) of 2013 lasted
from early September through late October, with a
periodicity of approximately 50 days. In early and
mid-September, the enhanced phase of this MJO
propagated eastward across the western and central
Pacific and the suppressed phase propagated across
the Western Hemisphere. This configuration likely
contributed to an uptick in tropical cyclone activity
across the Western North Pacific Basin, while helping
to suppress activity across the Eastern North Pacific
and Atlantic Basins (Mo 2000; Klotzbach 2010). By
mid-October the enhanced phase of this MJO had
propagated across the tropical Atlantic Ocean but
did little to enhance Atlantic TC activity. Other than
June, this was the only instance during 2013 in which
the MJO was conducive to Atlantic TC activity.

Also associated with MJO #3, enhanced convec-
tion over the western equatorial Pacific during Oc-
tober helped to weaken the trade winds and initiate a
downwelling equatorial oceanic Kelvin wave similar
to that associated with MJO #1. This wave was the
strongest of the year and eventually reached the South
American coast in late December (Fig. 4.7). During
November and December, the tropical intraseasonal
variability again featured a series of atmospheric
Kelvin waves. Additionally during early November
and again in early December, there were impressive
bursts of convective activity over the Indian Ocean,
which may have been triggered by the atmospheric
Kelvin waves but subsequently exhibited little east-
ward propagation.
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d. Tropical Cyclones

1) Overview—H. |. Diamond

The International Best Track Archive for Climate
Stewardship (IBTrACS) comprises historical tropical
cyclone (TC) best-track data from numerous sources
around the globe, including all of the WMO Regional
Specialized Meteorological Centers (RSMC; Knapp
et al. 2010). To date, IBTrACS represents the most
complete compilation of TC data and offers a unique
opportunity to revisit the global climatology of TCs.
Using IBTrACS data (Schreck et al. 2014, manuscript
submitted to Mon. Wea. Rev.), a 30-year average value
for storms (from WMO-based RSMC numbers) is
noted for each basin.

The global tallying of total TC numbers is chal-
lenging and involves more than simply adding up
basin totals because some storms cross basin bound-
aries, some basins overlap, and multiple agencies are
involved in tracking and forecasting TCs. Compiling
the activity (using WMO information) over all eight
TC basins, the 2013 season (2012/13 in the Southern
Hemisphere) had 94 named storms (wind speeds >34
kts or 18 m s-1), which is slightly above the 1981-2010
average of 89, and the 2013 total was higher than the
previous three seasons, with 2010 having the lowest
number of global named storms since the start of the
satellite era. The 2013 season also featured 50 hur-
ricanes/typhoons/cyclones (HTC; wind speeds 264
kts or 33 m s-1), which is also above the 1981-2010
average of 44 HTCs (Knapp et al. 2010). Of these, 14
(below the global average of 19) reached major HTC
status (wind speeds 296 kts or 49 m s-1; WMO 2014).

There were four Category 5 systems during the
year: Francisco, Lekima, and Haiyan (named Yolanda
in the Philippines region) in the western North Pa-
cific; and Phailin in the North Indian Ocean. This is
one more Category 5 storm than during the previous
two seasons in 2011 and 2012, which saw the lowest
global number of Category 5 storms during the satel-
lite era. However, there were several Category 3 and
4 intensity-level systems that had major impacts in
2013: (1) Evan, Freda, and Sandra in the southwest
Pacific; (2) Lehar and Madi in the North Indian
Ocean; (3) Danas, Utor, and Wipha in the western
North Pacific; (4) Felleng in the South Indian Ocean;
and (5) Rusty and Narelle in the Australian region.

The North Atlantic Basin season was unusually
quiet despite the absence of El Nifio conditions (see
Sidebar 4.1 for more detailed information). The only
basin with above-normal activity in 2013 was the
Western North Pacific, which featured the most well-
publicized and destructive storm of the year: Super
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Typhoon Haiyan. The nature and 300
climatology of Haiyan was unique

High-activity Era Low-activity Era High-activity Era

and Sidebar 4.2 is included to bet-
ter document this event.
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storms, of which only 2 became Fic. 4.8. NOAA’s Accumulated Cyclone Energy (ACE) index expressed
hurricanes, and none became ma- as percent of the 1981-2010 median value. ACE is calculated by summing
jor hurricanes. The HURDAT2 the squares of the 6-hourly maximum sustained wind speed (kt) for all

1981-2010 seasonal averages are
11.8 tropical storms, 6.4 hurri-
canes, and 2.7 major hurricanes
(Landsea and Franklin 2013).
The 2013 season ties 1982 for the
fewest hurricanes in the recent historical record from
1950 to present, and is the first season since 1994
with no major hurricanes. The entire life cycle of
both hurricanes occurred within the period of 9-16
September.

The seasonal accumulated cyclone energy (ACE)
value (Bell et al. 2000) was only 39% of the 1981-2010
median (Fig. 4.8)2. This is the 10th lowest value since
records began in 1950 and satisfies NOAA’s criteria
for a below-normal season (see http://www.cpc.ncep
.noaa.gov/products/outlooks/background_information
.shtml).

The 2013 ACE value, as well as the numbers of
hurricanes and major hurricanes, are the lowest of the
current high-activity era for Atlantic hurricanes that
began in 1995 (Landsea et al. 1998; Goldenberg et al.
2001; Bell and Chelliah 2006; Bell et al. 2013). Thir-
teen seasons since 1995 (68%) have been above normal
and only three (16%) have been below normal. Only
one of these below-normal seasons (2013) occurred in
the absence of El Nifio, which is an indicator of how
unusual the 2013 season was. In fact, the 2013 values
for every parameter (except number of named storms)
were below 1997, a year with one of the strongest El
Nifios in over 50 years. More details on the unusually
quiet 2013 season can be found in Sidebar 4.1.

low-activity eras.

2 ACE is calculated by summing the squares of the six-hourly
maximum sustained wind speed (knots) for all periods while
the storm is at least tropical storm strength.
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periods while the storm is at least tropical storm strength. Pink, yel-
low, and blue shadings correspond to NOAA’s classifications for above-,
near-, and below-normal seasons, respectively. The 165% threshold for a
hyperactive season is indicated. Vertical brown lines separate high- and

A main delineator between above- and below-
normal seasons (Fig. 4.9) is the frequency of hurri-
canes and major hurricanes that originate as named
storms within the main development region [MDR;
green boxed region in Fig. 4.10a, which encompasses
the tropical Atlantic Ocean and Caribbean Sea be-
tween 9.5° and 21.5°N (Goldenberg et al. 2001; Bell
and Chelliah 2006)]. Only six named storms formed
in the MDR during 2013, producing one hurricane
(Humberto) and having a total ACE value that was
18% of the median. These numbers are comparable to
the average MDR activity of a below-normal season,
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Fic. 4.9. Seasonal activity associated with storms
first named in the Atlantic MDR. Red bars show the
averages for above-normal seasons, blue bars show
the averages for below-normal seasons, and black lines
show the 2013 MDR activity. Season classifications are
based on NOAA'’s criteria (see http://www.cpc.ncep
.noaa.gov/products/outlooks/background_information
.shtml).
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Fic. 4.10. (a) ASO 2013 SST anomalies (°C). (b) Time
series during 1950-2013 of ASO area-averaged SST
anomalies in the MDR [green box in (a)]. (c) Time
series showing the difference between ASO area-
averaged SST anomalies in the MDR and those for
the entire global tropics (20°N-20°S). Red lines show
a 5-pt. running mean of each time series. Anomalies
are departures from the ERSST-v3b (Smith et al. 2008)
1981-2010 period monthly means.

and are at least six times lower than the above-normal
season averages (six hurricanes and an ACE value of
142% of the median).

(i) Storm tracks

The 2013 Atlantic hurricane season featured three
distinct sets of storm tracks. The first was related to
five named storms that formed over the central and
eastern tropical and subtropical Atlantic. Only one of
these storms made landfall—Tropical Storm Chantal
in the Caribbean islands. The second set of tracks
reflected three named storms that formed in the Bay
of Campeche and made landfall in eastern Mexico.
Of these storms, Ingrid was the only hurricane of
the season to make landfall. The third set of tracks
reflected two tropical storms that moved across the
central Gulf of Mexico. One of these systems, Tropi-
cal Storm Andrea, was the first named storm of the
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season and the only U.S. landfalling storm, striking
northwestern Florida before moving across south-
eastern Georgia and South Carolina and becoming
extratropical in North Carolina.

(iii) Atlantic sea surface temperatures

SSTs in the MDR were above average during the
peak months (August-October, ASO) of the season,
with the largest departures (between +0.5° and
+1.0°C) observed across the eastern half of the Carib-
bean Sea (Fig. 4.10a). The mean SST departure within
the MDR was +0.37°C. This value is the seventh high-
est in the 1950-2013 record (Fig. 4.10b) and is 0.3°C
warmer than the average departure for the entire
global tropics (Fig. 4.10¢). This relative warmth within
the MDR has been present since 1995 and is a fea-
ture of the warm phase of the Atlantic multidecadal
oscillation (AMO; Enfield and Mestas-Nufiez 1999;
Goldenberg et al. 2001; G. D. Bell et al. 2011, 2013),
and this makes the relative inactivity for the season
all the more unusual.

(iv) Atmospheric circulation

The below-normal Atlantic hurricane season
was largely the result of a set of exceptionally non-
conducive atmospheric conditions within the MDR.
One suppressing factor was the presence of strong (=8
m s-1) 200-850 hPa vertical wind shear across most of
the tropical Atlantic Ocean, Caribbean Sea, and Gulf
of Mexico (Fig. 4.11), with above-average shear ob-
served across the Caribbean Sea and Gulf of Mexico
(not shown). Areas of weaker shear were confined to
the southeastern MDR and Bay of Campeche. This
signal is in stark contrast to a typical above-normal
season, which features weak shear across large por-
tions of the MDR.

Also during ASO 2013, large areas within the
MDR experienced anomalous upper-level conver-

[ — —— — ] ]
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Fic. 4.11. ASO 2013 vertical wind shear magnitude
and vectors (m s-!). Shading indicates areas where
the vertical wind shear magnitude is < 8 m s-I. Green
box denotes the MDR. Vector scale is below right of
color bar.
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gence and lower-level divergence (Fig. 4.12a), along
with anomalous mid- and low-level sinking motion
(Fig. 4.12b) and drier air (Fig. 4.12¢). None of these
conditions are conducive to TC formation. Further-
more, the conducive phase of the MJO (Mo 2000)
did not substantially offset these non-conducive
conditions since it was present for only a brief period
in early September and mid-October (see Fig. 4.6).

Climate factors such as El Nifio and the cold phase
of the AMO can produce non-conducive conditions
within the MDR, but neither of these factors were
present during ASO 2013. Instead, the observed
conditions were related to a strong and persistent
anomalous 200-hPa wave pattern that extended from
North America to the eastern North Atlantic (Fig.
4.13a). This wave pattern had no apparent large-scale
climate links. Key features of this pattern (ridge and
trough axes shown by thick black lines in Fig. 4.13c¢)
include: (1) an amplified ridge extending northward
from Mexico; (2) a downstream amplified trough over
the western subtropical North Atlantic and Caribbean
Sea (called the tropical upper-tropospheric trough,
TUTT); and (3) an amplified ridge over the central
and eastern subtropical North Atlantic.

This wave pattern contributed to the non-con-
ducive conditions within the MDR in two primary
ways. First, its associated northwesterly flow from the
Great Lakes to the southern Caribbean Sea (Fig. 4.13a)
produced anomalous northerly and northwesterly
vertical wind shear across the entire Caribbean Sea,
resulting in the anomalously strong shear observed
across the western half of the MDR (Fig. 4.13b).

Second, the strong curvature of the wave pattern
was likely the primary contributor to the anomalous
upper-level convergence and sinking motion across
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Fic. 4.13. ASO 2013 circulation and anomalies: (a) 200-
hPa anomalous streamfunction (shaded, x10-6 m2 s-1)
and wind vector (m s-!), (b) 200-850 hPa anomalous
magnitude of vertical wind shear and anomalous shear
vector (m s-), and (c) total 200-hPa streamfunction
(contours, interval is 5 x 106 m2 s-1, with additional solid
contours at an interval of | X 106 m2s-1) and anomalous
divergence (shaded, x10-6 s-1). Boxes in (a) show index
regions for Figs. 4.14 and 4.15. Vector scales for (a, b)
are shown below right of color bar. Thick dashed lines
in (c) identify ridge and trough axes of persistent wave
pattern discussed in text. Green boxes in all panels in-
dicate the MDR. Anomalies are based on the 1981-2010
climatology.
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the western and central MDR.
This area was part of a much larger
region of upper-level convergence
located between the amplified
ridge (over Mexico) and the down-
stream TUTT axis, which is an
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Fic. 4.12. Aug-Oct 2013 height-latitude sections averaged between
40°-60°W of (a) anomalous divergence (x10-¢ s-1), (b) anomalous verti-
cal velocity (x10-2 hPa s-!), and (c) percent of normal specific humidity.
Green shading indicates anomalous divergence, anomalous rising mo-
tion, and increased moisture, respectively. Brown shading indicates
anomalous convergence, anomalous sinking motion, and decreased
moisture. Climatology and anomalies are with respect to the 1981-2010

period monthly means.
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area within midlatitude wave pat-
terns known for upper-level con-
vergence and descending motion.
Similarly, a strong ridge within the
eastern portion of the wave pattern
contributed to the anomalous up-
per-level convergence and sinking
motion over the central MDR, and
also over the central subtropical
North Atlantic north of the MDR.
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Given these relationships, it is of interest to quan-
tify the relative strength of the 200-hPa wave pattern
during ASO 2013, along with its historical frequency
of occurrence. The analysis is based upon ASO stan-
dardized streamfunction indices for the three regions
shown in Fig. 4.13a [Mexico (blue box), the Caribbean
Sea and western subtropical North Atlantic (orange
box), and the eastern North Atlantic (black box)].

The index time series (dating back to 1970) shows
that streamfunction anomalies within the Caribbean
Sea region (Fig. 4.14, orange bars) typically have the
same sign as those in both the Mexico (Fig. 4.14a, blue
bars) and east Atlantic (Fig. 4.14b, black bar) regions.
These relationships are reflected in their strong index
correlations (0.86 and 0.73, respectively). In contrast,
the ASO 2013 anomalies in the Caribbean Sea region
had an opposite sign of the other two regions. There
is only one other instance in the record (the below-
normal 1994 season which featured three hurricanes,
no major hurricanes, and an ACE of 35% of the me-
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Fic. 4.14. ASO standardized streamfunction indices
for the period 1970-2013 averaged over the boxed
regions shown in Fig. 4.13a. Panel (a) shows indices for
the Mexico (blue) and Caribbean Sea (orange) regions
and panel (b) shows indices for the eastern Atlantic
(black) and Caribbean Sea (orange) regions. The in-
dices are calculated by first standardizing the ASO
streamfunction anomalies at each grid point, and then
standardizing the area-averaged value of the standard-
ized grid-point anomalies. The correlations between
the Mexico and Caribbean Sea indices and between the
Eastern Atlantic and Caribbean Sea indices are given
in panels (a) and (b), respectively. All standardizations
are based on the 1981-2010 climatology.
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dian) in which a similar wave pattern existed with
the amplitudes of all three indices exceeding 0.25
standard deviations.

An examination of the differences in index am-
plitudes between the three regions shows that the
ASO 2013 wave pattern was of record strength (Figs.
4.15a,b). Similarly, the standardized index that is the
sum of the anomaly differences from Figs. 4.15a and
b (Fig. 4.15¢) was also of record strength (+3 stan-
dard deviations), exceeding the next largest value
(+2 standard deviations during ASO 1994) by a full
standard deviation.

The analysis shows that the exceptionally non-
conducive conditions within the MDR during ASO
2013 were linked to a rare (only twice since 1970)
upper-level wave pattern of record strength that ex-
tended from Mexico to the eastern North Atlantic. It
is of note that El Nifio was present when this pattern
last occurred in ASO 1994, but this was not the case
during 2013.

This wave pattern does not have a known relation-
ship to other climate factors and it therefore has a
low probability of prediction on seasonal time scales.
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Based on this analysis and on the ongoing warm
phase of the AMO, the suppressed 2013 Atlantic hur-
ricane season provides no indication that the current
high-activity era for Atlantic hurricanes has ended.

3) EAsTERN NORTH PaciFic AND CENTRAL NORTH
Paciric Basins—M. C. Kruk, C. J. Schreck, and T. Evans

(i) Seasonal activity

The Eastern North Pacific (ENP) Basin is offi-
cially split into two separate regions for the issuance
of warnings and advisories by NOAA’s National
Weather Service. NOAA’s National Hurricane Cen-
ter is responsible for issuing warnings in the eastern
part of the basin that extends from the Pacific Coast
of North America to 140°W, while NOAA’s Central
Pacific Hurricane Center in Honolulu, Hawaii,
is responsible for issuing warnings in the central
North Pacific (CNP) region between 140°W and the
dateline. This section summarizes the TC activity in
both warning areas using combined statistics, along
with information specifically addressing the observed
activity and impacts in the CNP region.

The ENP/CNP hurricane season officially spans
from 15 May to 30 November. Hurricane and tropical
storm activity in the eastern area of the basin typically
peaks in September, while in the central Pacific TC
activity normally reaches its seasonal peak in August
(Blake et al. 2009). During the 2013 season, a total of
20 named storms formed in the combined ENP/CNP
Basin, with only 2 of these forming in the CNP (very
close to the dateline). This total included nine hur-
ricanes and one major hurricane. The 1981-2010 IB-
TrACS seasonal averages for the basin are 16.5 named
storms, 8.5 hurricanes, and 4.0 major hurricanes.

An above-normal number of five named storms
developed or entered into the CNP during 2013 (Fig.
4.16). Although half the TCs that formed in 2013
reached hurricane intensity, the ACE index for 2013
indicates many of the storms were weak and short-
lived, with a seasonal value of only 70.1 x 104 kt2 (Fig.
4.16), which is well below the 1981-2010 mean of 137.0
x 104 kt2 (Bell et al. 2000; Bell and Chelliah 2006).

(ii) Environmental influences on the 2013 season

Figure 4.17 illustrates the background conditions
for TC activity in the ENP and CNP during 2013.
Consistent with the marginal La Nifia conditions,
weak cool SST anomalies were observed near the
equator and along the Central American coast (Fig.
4.17a). Most of the TCs formed over an area of warm
SST anomalies to the north off the Mexican coast.
This also coincided with a broad region of enhanced
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Fic. 4.16. Seasonal TC statistics for the ENP basin over
the period 1970-2013: (top) number of named storms,
hurricanes, and major hurricanes, and (bottom) the
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highlighted in red. The time series shown includes the
corresponding 1981-2010 base period means for each
parameter.

convection that extended from 140°W eastward to
the Gulf of Mexico (Fig. 4.17b). Meanwhile, the ITCZ
was generally suppressed and shifted northward, as
indicated by the positive outgoing longwave radiation
(OLR) anomalies along 5°N and negative anomalies
near 12°N. Vertical wind shear magnitudes were
generally close to their climatological values (Fig.
4.17¢); however, the vertical wind shear anomalies
were generally easterly in the ENP, which might have
also favored cyclogenesis.

Figure 4.17d shows a broad area of 850-hPa
westerly anomalies near the equator, with easterly
anomalies to the north, similar to what occurred in
2012 (Diamond 2013). This combination produced
the region of enhanced cyclonic vorticity within
which most of the ENP storms developed. Many of
these storms developed where the enhanced vorticity
intersected the westerly anomalies. The westerlies
could have strengthened easterly wave activity in
this region through barotropic energy conversion
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Fic. 4.17. Maps of May—Nov 2013 anomalies of (a)
SST, (b) OLR, (c) 850-200-hPa vertical wind shear
vector (arrows) and scalar (shading) anomalies, and
(d) 850-hPa winds (arrows) and zonal wind (shading)
anomalies. Anomalies are relative to the annual cycle
from 1981-2010, except for SST which is relative to
1982-2010 due to data availability. Hurricane symbols
denote where each ENP TC attained tropical storm in-
tensity. Wind data are obtained from the NCEP-DOE
Reanalysis 2 (Kanamitsu et al. 2002).

and wave accumulation (Maloney and Hartmann
2001; Aiyyer and Molinari 2008). During 2013, these
westerlies were also associated with a persistent up-
per level trough off the coast of Baja California that
helped steer many of the TCs to make landfall in that
region (Farfan et al. 2012).

ENP TC activity is strongly influenced by the MJO
(Maloney and Hartmann 2001; Aiyyer and Molinari
2008; Slade and Maloney 2013) and recent studies
have found a greater role for convectively coupled
Kelvin waves in modulating tropical cyclogenesis
(Schreck and Molinari 2011; Ventrice et al. 2012a,b).
Figure 4.18 uses OLR to examine the evolution of
convection during the 2013 ENP hurricane season.
Following Kiladis et al. (2005, 2009), the black con-
tours identify the MJO-filtered anomalies and the
green contours are filtered for Kelvin waves. Easterly
waves are also apparent in the unfiltered anomalies
(shading) as westward moving features, such as the
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ones leading up to Tropical Storm Juliette and Hur-
ricane Manuel.

The MJO played a dominant role in modulating
ENP TC activity during 2013. Nearly every ENP TC
developed within periods of active MJO convection
over the ENP associated with an MJO (black solid
contours) that could be traced back to signals in the
western North Pacific (WNP). The suppressed phases
of the MJO (black dashed contours) are also consis-
tent with the quiet periods in early June, early July,
and late September. The only storms that were not
clearly associated with the MJO were Tropical Storm
Flossie and Hurricanes Gil and Henriette, which were
the only three storms of the season to traverse from
the ENP to the CNP.

Tropical Storms Pewa and Unala in the CNP are
of particular interest as both storms appear to have
developed in association with a Kelvin wave (green
contours) that connected the dissipating MJO in the
WNP with the intensifying convection in the ENP.
Such a connection is consistent with recent studies
that have found that the MJO often transitions to
a Kelvin-like structure in the Western Hemisphere
(Straub et al. 2006; Sobel and Kim 2012).
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(iii) TC impacts

During the 2013 season, 9 of the season’s 20 com-
bined ENP/CNP tropical storms affected the western
coast of Mexico and Baja California. The long-term
annual average number of landfalling storms onto the
western coast of Mexico is 1.8 (Raga et al. 2013). The
first was Hurricane Barbara (28-30 May), which had
maximum sustained winds of 65 kt (33 m s-1) and a
minimum central pressure of 983 hPa. Barbara made
landfall in Chiapas, Mexico, on 29 May and became
the easternmost storm in the historical record to make
landfall in the basin. Ahead of the storm, moderate
rains fell in El Salvador, resulting in flooded roads and
some damaged homes. In Mexico, Barbara brought
torrential rains in a 24-hour period, severely impact-
ing small fishing villages and flooding roads leading
to many resorts in Acapulco, Mexico.

Hurricane Erick had maximum sustained winds
of 70 kt (36 m s-1) and moved northwest and parallel
to the coasts of Mexico and Baja California. Although
the storm remained offshore throughout its lifecycle,
extensive flooding was reported in Nayarit, Mexico,
with rivers overflowing their banks and hundreds of
people being rescued from the floodwaters.

Tropical Storm Ivo impacted Mexico in late Au-
gust. Similar to Erick, Ivo moved northwest roughly
parallel to the Mexican coastline. Maximum sus-
tained winds for Ivo reached 40 kt (21 m s-1) and the
storm forced the closure of seven ports in Baja Califor-
nia. Rains from Ivo damaged highways and water sup-
ply lines to the city of Loreto were destroyed. While
the storm quickly dissipated before making landfall,
residual moisture was channeled northward into the
southwestern United States, causing heavy flooding
rains from San Bernardino County to Needles, Cali-
fornia, and eventually Las Vegas, Nevada.

The strongest storm of the season was Major
Hurricane Raymond, which developed on 20 Octo-
ber south of Acapulco, Mexico. Within 24 hours of
initial development, Raymond achieved hurricane
status and further strengthened until reaching peak
intensity with maximum sustained winds of 140 kt
(72 m s1). Though Raymond never made landfall, its
close proximity to the Mexican coast led to periods of
heavy rainfall near Acapulco over a 48-hour period.
The flooding rains left nearly 600 residents homeless
in the Mexican state of Guerrero.

4) WEsTERN NORTH PaciFic Basin—S. J. Camargo

The TC season in the Western North Pacific
(WNP) Basin for 2013 was above normal, and this
takes into account most measures of TC activity.
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According to the Joint Typhoon Warning Center
(JTWC), there were a total of 35 TCs that were active
in the basin, which is equal to the top 25th percen-
tile of the climatological distribution. Twenty-nine
became named tropical storms (the climatological
median is 26, the 75th percentile is 29.5), sixteen
of which became typhoons, and five evolved into
super typhoons, as noted in Fig. 4.19a. The Regional
Specialized Meteorological Center (RSMC), Tokyo,
operated by the Japan Meteorological Agency (JMA),
compiled tracks for a total of 31 TCs (in the top quar-
tile of the JMA climatological distribution of 27), with
10 tropical storms, 8 severe tropical storms, and 13
typhoons. The climatological average numbers of TCs
(1951-76) or tropical storms, super tropical storms,
and typhoons (1977-2013) according to JMA are de-
picted in Fig. 4.19b. The 1981-2010 median IBTrACS
seasonal averages for the basin are 25 tropical storms,
16.5 typhoons, and 7.5 major typhoons.

The first storm of 2013 was Tropical Storm
Sonamu, which formed in January, followed by
Tropical Depression 02W in February. There were
no storms during March, April, or May. This lull was
followed by the active month of June, when four TCs
formed: Tropical Storms Yagi, Leepi, and Bebinca,
and Typhoon Rumbia. In contrast, July was a quiet
month, with only two storms : Tropical Storm Cima-
ron and Typhoon Soulik. Eight storms were active
in the WNP in August: Tropical Depression 13W;
Tropical Storms Jebi, Mangkhut, Unala, and Kong-
Rey; Typhoons Trami and Pewa; and Super Typhoon
Utor; while Tropical Storm Unala and Severe Tropical
Storm Pewa both formed in the Central North Pacific
basin and moved into the Western North Pacific.

In September, six storms formed: Tropical De-
pression 18W, Tropical Storms Toraji and Man-Yi,
Typhoons Pabuk and Wutip, and Super Typhoon
Usagi. October had nine TCs active in the basin,
matching the previous historical record: Tropical
Depression 27W; Tropical Storm Sepat; Typhoons
Fitow, Nari, Wipha, and Krosa; and Super Typhoons
Danas, Francisco, and Lekima. November had three
storms: Tropical Depression Podul, Tropical Storm
30W, and the very powerful Super Typhoon Haiyan
(see Sidebar 4.2 for more details). Climatologically,
64% of tropical storms reach typhoon intensity; in
2013 only 55% percent reached this threshold. In
contrast, climatologically 23% of typhoons attain
super typhoon intensity; in 2013 the percentage was
higher at 31%.

The cumulative number of named storms (Fig.
4.19¢) and super typhoons were above normal, and
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FiG. 4.19. (a) Number of tropical storms (TSs), typhoons (TYs) and super typhoons
(STYs) per year in the western North Pacific (WNP) for the period 1945-2013
based on the JWTC best-track dataset. (b) Number of tropical cyclones (TCs,
TS intensity or higher) from 1951 to 1976; number of TSs, severe tropical storms
(STSs) and TYs from 1977 to 2013 based on the JMA best-track dataset. (c) Cu-
mulative number of tropical cyclones with TS intensity or higher (hnamed storms),
per month in the WNP: 2013 (black line), and climatology (1971-2010) as box plots
[interquartile range: box, median: red line, mean: blue asterisk, values in the top
or bottom quartile: blue crosses, high (low) records in the 1945-2012 period: red
diamonds (circles)]. Panels (d), (e), and (f) show the number of NSs, TYs and STYs,
respectively, per month in 2013 (black line) and the climatological mean (blue line),
the blue plus signs denote the maximum and minimum monthly historical records
and the red error bars show the climatological interquartile range for each month
(in the case of no error bars, the upper and/or lower percentiles coincide with the
median). [Sources: 1945-2012 JTWC best-track dataset, 2013 JTWC preliminary
operational track data for panels (a), (c), (d), (e), and (f). 1951-2013 RSMC-Tokyo,
JMA best-track dataset for panel (b).]

quartile of the clima-
tological distribution
for that month. Indi-
vidually, Super Typhoon
Haiyan (3-11 Novem-
ber) and Super Typhoon
Francisco (16-25 Octo-
ber) each had ACE val-
ues in the top decile per
storm climatologically
and contributed 13.3%
and 12.6%, respectively,
to the total basin ACE
in 2013. Other TCs in
the top quartile of the
climatological and his-
torical distributions of
ACE per storm were Su-
per Typhoons Lekima,
Usagi, Soulik, and Utor,
contributing a combined
57.3% of the total ACE
for the season.

There were 136.5
days with TCs in 2013,
below the climatologi-
cal median of 157.25.
There were 97.75 days
with storms that reached
tropical storm intensity
or higher, also below the
climatological median
of 111.75. From those
active days, 50.75 had
typhoons, below the cli-
matological median of
55.6 days. There were 21

close to the 75th percentile range of the climatological
averages (29.5 tropical storms and 5 super typhoons).
In contrast, the cumulative number of typhoons was
equal to the mean climatological value of 16. Climato-
logically, June was a very active month with four TCs;
the maximum number of TCs in June in the historical
record was five (in 2004; see Fig. 4.19d).

The total ACE was close to the climatological
median (Fig. 4.20a). The bulk of the seasonal ACE
occurred in October, when four typhoons and three
super typhoons were active in the basin and was the
second highest in the historical record for that month,
behind 1992. The only other month with an above-
normal ACE value was November, largely attributed
to Super Typhoon Haiyan; total ACE was in the top

STATE OF THE CLIMATE IN 2013

days with major typhoons (Categories 3-5), slightly
above the climatological median of 20 days. In 2013,
the percentage of days with typhoons and super ty-
phoons were 37% and 15%, near the climatological
median (38%) and the 75th percentile (16%) of their
climatological distributions, respectively. The median
lifetime of named storms in 2013 was 6 days, below
the climatological median of 8 days and close to the
climatological bottom quartile (5.75 days). From the
29 TCs, 11 had a lifetime in the bottom quartile of
the climatology, and only 1 in the top quartile (weak
Tropical Storm 30W), which lasted 19.5 days, but
reached tropical storm intensity for just a short time
(and the reason it was not named). Super Typhoon
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FiG. 4.20. (a) Accumulated Cyclone Energy (ACE) index
per year in the WNP for 1945-2013. The solid green
line indicates the median for the climatology years
1971-2010, and the dashed lines show the climatologi-
cal 25th and 75th percentiles. (b) ACE index per month
in 2013 (red line) and the median during 1971-2010
(blue line), where the green error bars indicate the
25th and 75th percentiles. In case of no error bars,
the upper and/or lower percentiles coincide with the
median. The blue “+” signs denote the maximum and
minimum values during the period 1945-2012. (Source:
1945-2012 JTWC best-track dataset, 2013 JTWC pre-
liminary operational track data.)

Francisco and Typhoon Pewa were the second most
long-lived storms of the season, each lasting 10 days.

The mean genesis location in 2013 was 15.2°N,
137.1°E, which was shifted northwestward of the cli-
matological mean genesis position (13.1°N, 142.8°E).
The mean track position (20.5°N, 128.6°E) was also
shifted northwestward of the mean climatological
track position (19.1°N, 133.7°E). This northwestward
shift is typical of La Nifna years; however, in 2013
ENSO-neutral conditions were present throughout
the year. Nineteen TCs made landfall in 2013, above
the 1951-2010 climatological 75th percentile of 18
(median is 15). Eight systems made landfall as a tropi-
cal depression (median is three); five storms made
landfall as a tropical storm (median is six); five made
landfall as a typhoon with Category 1-2 (median is
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four); and one, Super Typhoon Haiyan, as an intense
major TC (mean3 is 0.7).

Figure 4.21 shows environmental conditions
associated with the TC activity in 2013. The SST
anomalies in the July-October period (Fig. 4.21a)
were small in the basin, with exception of a positive
anomaly near Japan. The monsoon trough zonal
winds (Fig. 4.21b) maximum extension was just east
of the Philippines and, together with the 600-hPa
relative humidity positive anomalies in the western
part of the basin (Fig. 4.21¢), can explain the westward
shift in the genesis location in the basin. Not surpris-
ingly, the genesis potential index (GPI; Emanuel and
Nolan 2004; Camargo et al. 2007) also had positive
anomalies in the western part of the basin, especially
near the Philippines and the South China Sea. With
respect to Super Typhoon Haiyan, more details are
presented in Sidebar 4.2.

5) NorTH INDIAN Ocean—NM. C. Kruk and K. L. Gleason

The North Indian Ocean (NIO) TC season typi-
cally extends from April to December, with two peaks
in activity, during May-June and again in November
when the monsoon trough is positioned over tropical
waters in the basin. TCs in the NIO basin normally
develop over the Arabian Sea and Bay of Bengal be-
tween 8° and 15°N. These systems are usually short-
lived and relatively weak, and often quickly move into
the Indian subcontinent.

According to the JTWC, the 2013 TC season pro-
duced six tropical storms, three cyclones, and one
major cyclone (Fig. 4.22a). The 1981-2010 IBTrACS
seasonal averages for the basin are 3.9 tropical storms,
1.4 cyclones, and 0.6 major cyclones. The season pro-
duced its highest ACE index since 1972 with a value
of 48.9 x 104 kt2, which is almost four times higher
than the 1981-2010 mean of 12.5 x 104 kt2 (Fig. 4.22b).
Typically, there is enhanced TC activity, especially
in the Bay of Bengal, during the cool phase of ENSO
(Singh et al. 2000); however, most of this season was
characterized by near-neutral ENSO conditions.

The NIO season started much earlier when com-
pared to the 2012 season (Diamond 2013), with the
first storm occurring 10-16 May. Cyclone Mahasen
developed in the central Bay of Bengal and began a
slow westward and then northward track towards
Bangladesh. The storm made landfall on 16 May
near the Patuakhali district of Bangladesh, with
maximum sustained winds of 50 kt (26 m s-1) and

3 The mean is used for this category as the median is 0.
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produced widespread destruction to coastal areas.
More than 60 deaths were reported in Bangladesh

Cyclones Helen (19-23 November) and
Lehar (19-28 November) both impacted
southern India. Helen formed in the Bay
of Bengal near the Andaman Islands on 17
November and slowly gathered strength
before reaching T'C status on the 19th. The
storm had maximum sustained winds of
60 kt (31 m s-1) before interacting with the
Indian subcontinent and weakening, mak-
ing landfall just south of Machilipatnam,
Andhra Pradesh.

Cyclone Lehar was the second most
intense storm of the 2013 NIO season, with
peak maximum sustained winds of 75 kt
(39 m s1). Lehar developed over the Ma-
lay Peninsula and intensified as it moved
into the warmer waters of the Andaman
Sea and eventually the Bay of Bengal. It
continued on a slow west-northwest track
until landfall in Andhra Pradesh and
Odisha on 28 November.

and neighboring Myanmar.
The most noteworthy storm of the season was
Phailin, which became a very severe cyclonic storm

during 9-12 October with peak winds of 140 kt g i
(72 m s-1) and an estimated minimum central pres- E ¢
sure of 910 hPa. Phailin made landfall with 100 kt E
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(52 m s-1) winds near Gopalpur along the Odisha
coast on 12 October and became the second strongest

N

N

storm ever to make landfall in India, following that

of Cyclone 05B (the Odisha super cyclone) in 1999. 0

NCAUNIY

VN AT AVA LY
ra Ay a—ar Y

Phailin is noted for its rapid intensification over L

1975 1980 1985 1990 1995 2000 2005 2010

the Bay of Bengal, increasing from 65 kt (33 m s-1) %

sustained winds to over 125 kt (64 m s-1) in just a 12-

hour period. The cyclone maintained at least 100 kt ?40‘
(52 m s1) winds for 63 consecutive hours, helping ; )
propel the storm’s ACE value to 17.5125 x 104 kt2, or %
about 35% of the entire season’s ACE total. g i
Heavy rainfall, averaging 250-350 mm, led to 4
<

(b)  wmm 2013 ACE Index

—— 1981-2010 Mean ACE Index

flooding and landslides in the interior areas of Odi-
sha and Andhra Pradesh, while storm surge flooding

-
o

was prevalent along the Odisha coastline. It was also
estimated that over 250000 homes were partially or
fully destroyed and more than 600000 hectares of
agriculture were lost. Due to vastly improved early
warning systems and preparedness, the death toll
from Phailin was estimated to be 39. This contrasts
with the nearly 10000 people who were killed during
the 1999 Odisha super cyclone.
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FiGc. 4.22. Annual TC statistics for the NIO for 1970-
2013: (a) number of named storms, cyclones, and major

cyclones and (b) the esti

mated annual ACE Index (in

kt2 x 104) for all TCs during which they were at least
tropical storm strength or greater intensity (Bell et al.
2000). The 1981-2010 base period means are included

in both (a) and (b).
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6) SouTH INDIAN Ocean—K. L. Gleason and M. C. Kruk

The South Indian Ocean (SIO) Basin extends south
of the equator from the African coastline to 105°E4,
with most cyclones developing south of 10°S. The SIO
TC season extends from July to June encompassing
equal portions of two calendar years (the 2013 season
is comprised of storms from July to December 2012
and from January to June 2013). The peak activity
typically occurs during December—April when the
ITCZ is located in the Southern Hemisphere and
migrating toward the equator. Historically, the vast
majority of landfalling cyclones in the SIO impact
Madagascar, Mozambique, and the Mascarene Is-
lands, including Mauritius and La Réunion.

The historical SIO TC data is probably the least re-
liable of all the TC basins (Atkinson 1971), primarily
due to alack of historical record keeping by individual
countries and no consistent, centralized monitoring
agency; however, the historical dataset for the region
has been updated (Knapp et al. 2010). The historical
data are noticeably deficient before reliable satellite
data were operationally implemented in the region
beginning about 1983. The RSMC on La Réunion
now serves as the official monitoring agency for TC
activity within the basin (WMO 2012).

The 2012/13 SIO storm season was near average
with ten tropical storms, seven cyclones, and one
major cyclone (Fig. 4.23a). The 1981-2010 IBTrACS
seasonal median averages are eight tropical storms,
four cyclones, and one major cyclone. The season is
also reflected in the 2012/13 ACE index of 89.9 x 104
kt2, which was near the 1981-2010 average of 91.5 x
104 kt2 (Fig. 4.23b). This is the first year since 2008
with a near-average ACE value for the SIO; as noted
in Fig 4.23b, the ACE values have been below to well
below normal for that past few years.

Of note, Cyclone Anais developed in mid-October
2012 near the Chagos Islands and strengthened into
a Category 3 storm, the strongest storm on record so
early in the season (equivalent to a major hurricane in
the Atlantic during April)5. The most intense storm
of the season, Cyclone Felleng, attained Category 4
strength with maximum sustained winds of 89 kt (46
m s1) in late January 2013. Although it never made

4In order to generate consistent basin statistics, the SIO basin
boundary overlaps with the Australian Bureau of Meteorol-
ogy’s operational warning area from 90° to 105°E.

5 The Saffir-Simpson scale is used as the standard in this report
for identifying the intensity of TCs in the South Indian Ocean
Basin.
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FiG. 4.23. Annual TC statistics for the SIO for 1980-
2013: (a) number of tropical storms, cyclones, and
major cyclones and (b) the estimated annual ACE
Index (in kt2 % 104) for all TCs during which they were
at least tropical storm or greater intensities (Bell
et al. 2000). The 1981-2010 base period means are
included in both (a) and (b). Note that the ACE Index
is estimated due to a lack of consistent é6-h-sustained
winds for each storm.

landfall, Felleng impacted both Réunion and Mada-
gascar with heavy winds and rainfall. In La Plaine
des Cafres, Réunion, 512 mm of rain fell during a
24-hour period.

Cyclone Haruna was the only TC to make land-
fall during the season. Resulting from a break in the
subtropical ridge, Haruna vacillated over the Mozam-
bique Channel for a week, bringing copious rainfall
to the western coast of Madagascar. Peak sustained
winds were measured at 81 kt (42 m s-1) while Haruna
remained over the Mozambique Channel. Haruna
made landfall in southwestern Madagascar near
Manombo as a Category 2 cyclone on 22 February
with wind gusts of up to 91 kt (47 m s-1). Landfall-
ing tropical cyclones in this region of Madagascar
are unusual. Twenty-six fatalities were reported and
thousands were left homeless.



7) AusTRALIAN REGION BasiN—B. C. Trewin

(i) Seasonal activity

The 2012/13 TC season was near normal in the
broader Australian basin (areas south of the equator
and between 90° and 160°E , which includes Austra-
lian, Papua New Guinea, and Indonesian areas of
responsibility). The season produced 9 named storms,
near the 1983/84-2010/11 average (coincident with
comprehensive satellite coverage of the region) of 10.8,
and consistent with ENSO-neutral conditions. The
1981-2010 IBTrACS seasonal averages for the basin
are 9.9 named storms, 7.5 TCs, and 4.0 major TCs,
which compares with the 2012/13 counts of 9, 5, and
2, respectively. TC categories in this basin are based
on the Australian TC intensity scale (http://www
.bom.gov.au/cyclone/about/intensity.shtml).

There were five named storms in the eastern sec-
tor of the Australian region during 2012/13 (two of
which reached their peak intensity after moving into
the southwest Pacific region), four in the northern
sector, and five in the western sector. Two systems
made landfall in Australia as TCs: one in Western
Australia and one in Queensland.

(ii) Landfalling and other significant TCs

The most significant storm of the season in the
Australian region was Tropical Cyclone Rusty. Rusty
reached TC intensity on 24 February near 17°S, 118°E,
and then tracked generally southwards towards the
Pilbara coast of Western Australia. It reached Cate-
gory 4 intensity early on 27 February, with maximum
sustained winds of 90 kt (46 m s-1), and weakened
slightly before making landfall as a Category 3 system
later that day near Pardoo Station, about 150 km east
of Port Hedland. The slow movement of the cyclone
resulted in an extended period of high winds and
heavy rain, with gale-force winds continuing at Port
Hedland for 39 consecutive hours, an unprecedented
event. Rain from the remnant system extended south
to Kalgoorlie and beyond; at Pardoo, 520 mm was
recorded over 26-28 February. Only minor wind
damage was reported from Rusty but flooding was
widespread, and there was considerable disruption to
the resources industry, with the port at Port Hedland
closed for 86 hours.

Narelle was slightly more intense than Rusty [Cat-
egory 4, maximum sustained winds 100 kt (54 m s-1)].
It reached TC intensity on 8 January, well off the west-
ern Australian coast, and moved southwest roughly
parallel with the coast, reaching its peak intensity on
11 January. The following day Narelle made its closest
approach to the coast, passing approximately 330 km
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northwest of Exmouth, before weakening steadily and
falling below cyclone intensity on 15 January west of
Geraldton. While Narelle did not make landfall, it
disrupted shipping and offshore oil and gas opera-
tions, and its precursor low caused damaging floods
in parts of Indonesia.

TC Oswald formed from a low that had been
meandering in the Gulf of Carpentaria from 17
January. It reached minimal Category 1 intensity (35
kt or 18 m s-1) and was named as it moved towards
the east coast of the Gulf on 21 January, making
landfall north of Kowanyama. The remnant tropical
low remained intact and tracked southeast through
inland eastern Australia, generally on a track parallel
with and about 100-200 km inland from the coast,
eventually emerging over water south of Sydney on
30 January. Oswald was responsible for substantial
flooding over many coastal regions of Queensland
and New South Wales. Among the most significantly
affected regions was the Burnett River catchment in
Queensland; the 1-day catchment average rainfall for
27 January of 206.8 mm exceeded the previous record
by nearly 70%. The river reached a record height
at Bundaberg, where extensive flooding occurred.
Record flood heights also occurred on the Clarence
River at Grafton, in northern New South Wales, but
levees limited damage there. The Brisbane River
catchment, which received similar rainfalls to those
experienced in the 2011 floods, was spared similarly
severe flooding because of dry antecedent conditions,
although there was destructive flooding in some
southern parts of the catchment, where the 24-hour
rainfall total reached 744 mm at Upper Springbrook
in the Gold Coast hinterland, and 709 mm at Mount
Castle on the escarpment northeast of Warwick. A
number of tornadoes were also reported during the
event. Six deaths were attributed to Oswald and its
remnant low, and reported damage was in excess of
$2 billion US dollars.

A system that was operationally named Peta, but
was downgraded to a tropical depression on post-
analysis, formed off the coast between Broome and
Port Hedland, and moved south to make landfall on
23 January at Point Sansom, near Karratha. Shipping
was disrupted and there was widespread flooding.
Hooley and Wittenoom, in the inland Pilbara, re-
corded 377 and 350 mm of rain, respectively, during
24-25 January.

TCs Sandra and Freda were two eastern region
cyclones which both peaked as Category 4 systems
outside the Australian region and are described in
more detail in section 4d8.
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8) SouTHWEsT PaciFic BasiN—A. M. Lorrey, N. C.
Fauchereau, P. R. Chappell, S. Ready, and H. ]. Diamond

(i) Seasonal activity

Tropical cyclone activity began in December 2012
and extended until the end of April, with Queensland,
Australia, and Samoa experiencing significant im-
pacts and loss of life during the course of the season.
Storm track data for November 2012-April 2013
period was gathered from the Fiji Meteorological
Service, Australian Bureau of Meteorology, and New
Zealand MetService. Following the climatological
definition put forward by Diamond et al. (2012), the
Southwest Pacific Basin (135°E-120°W) had eight
tropical cyclones (Fig. 4.24), including four severe
tropical cycloness.

The 1981-2010 South Pacific Enhanced Archive
of Tropical Cyclones (SPEArTC) seasonal averages
indicates 10.4 tropical cyclones and 4.3 major tropi-
cal cyclones usually occur in the basin each year. The
ratio of severe TCs relative to the total number of
named TCs was 50%, and significant impacts to in-
frastructure and loss of human life occurred in the
Cook Islands even as a result of a lower-order tropi-
cal storm. Six deaths and >$2.5 billion US dollars in
damage was caused by Category 1 Tropical Cyclone

6 This basin also utilizes the Australian TC intensity scale.

Oswald in northeast Australia, making it the most
damaging storm to hit Queensland since 1999. Severe
Tropical Cyclone Evan caused four deaths (with an-
other ten missing and presumed dead) and damage
in excess of $160 million US dollars in Samoa, and
there were two fatalities in New Caledonia associated
with Severe Tropical Cyclone Freda.

(ii) Landfalling and other significant TCs

The first TC of the season, Evan, developed as a
tropical depression within the South Pacific conver-
gence zone (SPCZ) northeast of Fiji on 9 December.
TC Evan strengthened to Category 2 status and made
landfall in Samoa with maximum sustained winds
in excess of 59 kt (30 m s-1) and gusts up to 94 kt (48
m s-1). The storm then reversed course, making a
northwest loop around Samoa before turning south-
west and accelerating toward Fiji. On 17 December,
Evan reached Fiji as a Category 4 storm (mean central
pressure of 943 hPa) and affected those islands with
maximum sustained winds of up to 124 kt (64 m
s-1). The system turned south and began to weaken
on 19 December, with the post-tropical remnants of
the storm bringing heavy rain and strong winds to
northern New Zealand during 21-22 December.

TC Freda spawned north of Efate, Vanuatu, and
began moving westward while intensifying and
becoming a Category 1 storm on 28 December as
it passed south of the Solomon
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Fic. 4.24. TCs in the Southwest Pacific Basin. Solid black lines indicate
each storm track, while the number for each storm (noted in chronologic
sequence of occurrence in the upper right corner) indicates TC genesis
location. SST anomalies (°C), 4 m s-! steering wind, surface pressure
anomalies (geopotential at 1000-hPa), and the location of the SPCZ
(purple line) are shown for reference. Omega (used to define the core
location of the SPCZ) and the steering wind information are shown for
the 500-hPa geopotential height. SST anomalies are plotted relative to
the austral warm season (Nov-Apr) 1981-2010 climatology. Geopotential
height contours are in meters.
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ary. Two people drowned in New
Caledonia and more than 3000
lost power. The system dissipated
on 4 January south of Fiji.

On 14 January, a tropical dis-
turbance developed to the south-
east of Guadalcanal, intensified
into TC Garry while north of
Wallis and Futuna, and rapidly



traveled east towards the waters north of Samoa. TC
Garry increased to a Category 2 strength system on
22 January with a minimum central pressure of 984
hPa and tropical storm force winds extending 50
nautical miles from the storm eye and sustained at
45 kt (23 m s-1) with wind gusts of up to 50 kt (26 m
s1). Garry peaked as a Severe Category 3 storm north
of Suwarrow and Palmerston Island in the Northern
Cook Islands, with average wind speeds estimated
at 80 kt (41 m s-1) and gusts up to 110 kt (57 m s-1).

In January, a Category 1 TC, Oswald, made land-
fall on the Cape York Peninsula on 21 January with
winds of 35 kt (18 m s-1). The storm traversed the
peninsula and turned due south, traveling almost the
entire length of Queensland over land as a deteriorat-
ing system. Significant impacts from waves and winds
in Cairns included downed power lines and damage
to coastal communities, with many extreme rainfall
records broken that led to flooding and road closures.
Total damages exceeded $2.5 billion US dollars and
six people died.

The final severe TC during the season formed on
7 March in the Queensland region and was named
Sandra the next day as it rapidly intensified in the
Coral Sea from a Category 1 to Category 2 tropical
cyclone. Convection strengthened over TC Sandra’s
center as it was located northwest of Noumea, New
Caledonia, while it moved eastward into RSMC
Nadi’s area of responsibility and further intensified
into a Severe Category 3 system (minimum central
pressure estimated at 968 hPa). Upon reaching Cat-
egory 4 status on 9 March over the eastern Coral Sea,
wave action and maximum sustained winds of 76
kt (39 m s-1) with gusts in excess of 108 kt (56 m s-1)
impacted the Solomon Islands. Vanuatu received in
excess of 380 mm of rainfall at some locations. The
storm turned southeast, then due south, tracking
along a trajectory to the west of New Caledonia when
it peaked on 11 March with maximum sustained wind
speeds of 105 kt (54 m s-1). On 13 March, TC Sandra
then passed within 220 km of Lord Howe Island in
the North Tasman Sea as a Category 1 storm on 14
March, bringing destructive wind gusts of 81 kt (42 m
s-1) that downed trees and littered roads with debris
along with heavy ocean swells that brought rough surf
and rip currents to Australia’s east coast. Remnants of
the storm brought severe thunderstorms, tornadoes,
and heavy rainfall to the Taranaki region of New
Zealand’s North Island.
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e. Tropical cyclone heat potential—G. |. Goni, J. A. Knaff,
and I-I Lin

This section summarizes the previously described
TCbasins from the standpoint of tropical cyclone heat
potential (TCHP), by focusing on upper ocean tem-
perature conditions during the season with respect to
average values. The TCHP (Goni and Trinanes 2003),
defined as the excess heat content above 26°C in the
water column contained between the sea surface
and the depth of the 26°C isotherm, has been linked
to TC intensity changes (Shay et al. 2000; Goni and
Trinanes 2003; and I-I Lin et al. 2008, 2009). In ad-
dition, the magnitude of the in situ TCHP has also
been identified as impacting maximum potential
intensity (MPI) through modulating the during-TC
air-sea coupling flux supply (Mainelli et al. 2008;
I-I Lin et al. 2013). In general, fields of TCHP show
high spatial and temporal variability associated with
oceanic mesoscale features, interannual variability,
or long-term decadal variability that can be detected
with satellite altimetry (Goni et al. 1996; I-I Lin et al.
2008; Goni et al. 2009; Pun et al. 2014).

To examine the TCHP interannual variability,
anomalies (departures from the 1993-2012 mean val-
ues) are computed during the months of TC activity
in each hemisphere: June-November in the Northern
Hemisphere and November—April in the Southern
Hemisphere. In general, these anomalies show large
variability within and among the TC basins.

In most of the ocean basins, the number of tropi-
cal cyclones remained similar to last year, except for
the tropical Atlantic. Most of the basins continue
to exhibit positive TCHP anomalies, except for the
Arabian Sea and large areas of the South Pacific Ba-
sin (Fig. 4.25). The North Atlantic Basin continued
exhibiting positive anomaly values of TCHP as pre-
vious years. However, there was only one hurricane
in the Gulf of Mexico and one in the tropical North
Atlantic, compared with 12 hurricanes in this region
during the 2012 season. The Gulf of Mexico (part of
the North Atlantic Basin) continued exhibiting posi-
tive anomalies except for a region susceptible to the
spatial variability of the Loop Current, which had
negative anomalies. The WNP Basin usually exhibits
anomalies related to ENSO variability, and has been
undergoing a long-term decadal subsurface warming
associated with the La Nifia-like conditions over the
last decade (Kosaka and Xie 2013; England et al. 2014).
The TCHP over the west Pacific MDR (4°-19°N,
122°E-180°) has been observed to increase consider-
ably as well (Pun et al. 2013; Goni et al. 2013). During
2013, this warming continued in the western North
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Fic. 4.25. Global anomalies of TCHP corresponding
to 2013 computed as described in the text. The boxes
indicate the seven regions where TCs occur: from left
to right, S10, NIO, NWP, Southeast Indian, Southwest
Pacific, ENP, and North Atlantic (shown as Gulf of
Mexico and tropical Atlantic separately). The green
lines indicate the trajectories of all tropical cyclones
reaching at least Category | (I-minute average wind
264 kts) and above during Nov 2012-Apr 2013 in
the Southern Hemisphere and Jun-Nov 2013 in the
Northern Hemisphere. The numbers above each box
correspond to the number of Category | and above cy-
clones that travel within each box. The Gulf of Mexico
conditions during Jun—Nov 2013 are shown in the insert
in the lower right corner.

Pacific and TCHP is currently at the highest level in 20
years. The TCHP fields in the west Pacific MDR since
1993, when altimetry became available, have increased
by an average of 15%.

For each basin, the differences in the TCHP values
between the most recent cyclone season and the previ-
ous season (Fig. 4.26) follow the same overall pattern
as the differences between the 2012 and 2011 seasons
(Goni et al. 2013). Some notable differences occurred
in the NWP; west of Madagascar in the SIO; the NIO
in the Bay of Bengal; and the northern tropical and
subtropical areas of the North Atlantic, where TCHP
values increased with respect to the previous season.
The largest changes were in the South Pacific where
warm anomalies are depicted in a large region toward
the central equatorial Pacific while negative anomalies
developed in the subtropics off the eastern coast of
Australia.

During the 2013 season, the basins exhibited the
following TCHP anomalies:

o Asdescribed in section 4d4, four TCs attained
Category 5 super typhoon intensity. The most
notable was Haiyan, which intensified over the
WNP region from a Category 1 to a Category
5 storm associated with significant subsurface
warming over a region of high TCHP values
that ranged from 100-125 k] cm-2 (Fig. 4.27b).

SI00 | BAMS juLy 2014

60°W

60°E 120°E 180° 120°W

s ee———————____]
-20 10 0 10 20
TCHP Anomaly Difference 2013-2012 (kJ cm?)

Fic. 4.26. Differences between the TCHP fields in 2013
and 2012.

In the WNP, as confirmed by two decades of the
TAO/Triton mooring and satellite observations,
the TCHP increased by about 10%, as compared
to the early 90s (Pun et al. 2013). Haiyan’s fast
translation speed (7-11 m s1) during intensifica-
tion minimized the cooling effect. As Haiyan
continued traveling over this favorable TCHP
region with subsurface warmth for another 36
hours, its sustained winds reached the highest
wind speed ever assigned to a TC by the JTWC
with a value of 170 kt (85 m s-1). Typhoon Usagi
intensified over the same region, and within 24
hours, it also rapidly intensified into a Category
5 system. The pre-typhoon TCHP values ranged
from 110-125 kJ cm2, comparable to Haiyan
(Fig. 4.27a).

o IntheNIO Basin, TC Phailin (Fig. 4.27c) was the
second strongest TC to make landfall in India on
record. On 10 October, Phailin became a Cat-
egory 1 tropical cyclone in the Bay of Bengal and
one day later rapidly intensified to a Category 5
TC, with maximum sustained winds of 160 kt
(82 m s1). This intensification coincided with
its path traveling over warm waters with TCHP
values slightly above 50 k] cm2. The intensifica-
tion of this cyclone produced a cooling of the
surface waters of approximately 3°C.

o In the SIO Basin, TC Felleng formed in Janu-
ary 2013, reaching maximum intensity of 115
kt (59 m s1) at approximately 16.2°S on 30
January at 1200 UTC. The TCHP under this
TC track only reached 50 kJ cm-2 at the time of
its maximum intensity (Fig. 4.27d); however, the
storm developed a well-defined eye, with a deep,
intense ring of convection forming in the eye-
wall (http://weather.noaa.gov/pub/data/raw/wt
/wtio30.fmee.txt). The associated cooling of 3°C
and 25 kJ cm2 in SST and TCHP, respectively,
are typical values for intense TCs.


http://weather.noaa.gov/pub/data/raw/wt/wtio30.fmee.txt
http://weather.noaa.gov/pub/data/raw/wt/wtio30.fmee.txt

30°N near normal except for a
moderate cooling in the
far eastern Pacific. Given
the ENSO-neutral sta-
tus, no coordinated mon-
soon rainfall anomalies
were expected on a global
scale, and as such the
global monsoon anoma-
lies would be expected to
be near average overall.
This was indeed the case
for 2013, as shown in Fig.
4.28. Significant mon-
soon rainfall anomalies,
however, did occur on
local and regional scales.
The SHSM rainfall over
land areas tended to be
moderately below normal
with deficient rainfall over
northeast Australia and
Madagascar. The NHSM
rainfall over land shows a
mixed pattern of regional
anomalies: above-normal
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Figure 4.29 shows the

Fic. 4.27. (Left) TCHP and surface cooling given by the difference between post-
and pre-storm values of (center) tropical cyclone heat potential and (right) sea
surface temperature for tropical cyclones (a) Usagi, (b) Haiyan, (c) Phailin, and (d)
Felleng. The TCHP values correspond to two days before each cyclone reaches
its maximum intensity value.

f. Global monsoon summary—-B. Wang

Global monsoon (GM) is the dominant mode of
annual variation of the tropical-subtropical precipita-
tion and circulation (Wang and Ding 2008), and thus
a defining feature of seasonality and a major mode
of variability of the Earth’s climate system. Figure
4.28 summarizes the monsoon rainfall anomalies
for the period November 2012-October 2013, which
is a global monsoon year that includes both the SH
summer monsoon (SHSM) from November 2012 to
April 2013 and the NH summer monsoon (NHSM)
from May to October 2013.

The global land monsoon precipitation is strongly
influenced by the status of ENSO, especially the land
areas of Asia, Australia, northern Africa, and Central
America (Wang et al. 2012). From November 2012
to October 2013, the equatorial Pacific SSTs were
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time series of the monsoon

precipitation and low-level
circulation indices. Note that the precipitation indices
represent the total amount of precipitation over both
land and ocean. The definitions of circulation indices
for each monsoon region are shown in Table 4.1 (Yim
etal. 2013). In 2013, the majority of summer monsoon
systems, including western North Pacific (WNP),
North American (NA), northern African (NAF),
southern African (SAF), and Australian (AUS), had
normal seasonal mean strength with an average pre-
cipitation and circulation index value <0.5 standard
deviation. The precipitation and circulation indices
together represent the strength of each regional mon-
soon system. The Indian (I) summer monsoon in 2013
was strong (the precipitation index was +0.8 standard
deviation and the circulation index was +2.5 standard
deviation). On the other hand, the East Asian (EA)
summer monsoon and South American (SA) summer
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Fic. 4.28. Precipitation anomalies (mm day-!) averaged
for (a) Nov 2012-Apr 2013 and (b) May-Oct 2013. The
red lines outline the global monsoon precipitation do-
main that is defined by (a) the annual range (local sum-
mer minus winter) precipitation exceeding 300 mm
and (b) the summer mean precipitation exceeding 55%
of the total annual precipitation amount (Wang and
Ding 2008). Here the local summer denotes May-Sep
for the NH and Nov-Mar for the SH. The precipitation
indices for each regional monsoon are defined by the
areal mean precipitation in the corresponding rectan-
gular regions (dashed blue), which are highly correlated
with the precipitation averaged over the corresponding
real regional monsoon domains. The rainfall data are
from the Global Precipitation Climatology Project
analysis (Huffman et al. 2009).
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Fic. 4.29. Normalized summer mean precipitation
(green) and circulation (red) indices in each of eight
regional monsoons. The indices are normalized by
their corresponding standard deviation. The numbers
shown in the corner of each panel denote the correla-
tion coefficient between seasonal mean precipitation
and circulation indices.

(h) AUSSM

monsoon systems were below normal by about one
standard deviation. The compensation between the
Indian and East Asian summer monsoon made the
total NHSM near normal. The total strength of the
SHSM was also slightly negative but remained in the

Table 4.1. Definition of regional summer monsoon circulation indices and their correlation coefficients
(CC:s) with the corresponding regional summer monsoon precipitation indices for the period 1979-2013.
All circulation indices are 850-hPa vorticity indices except northern African (NAF) and East Asian (EA).
The correlation coefficients were computed using monthly time series (Jun-Sep in NH and Dec-Mar in
SH). The bolded numbers represent significance at 99% confidence level.
Region Definition of Vorticity Circulation Index CcC
| U850 (5°-15°N, 40°-80°E) minus 0.76
U850 (25°-35°N, 70°-90°E) ’
U850 (5°-I5°N, 100°-130°E) minus
WNP 0.82
U850 (20°-35°N, 110°-140°E)
EA V850 (20°-40°N, 120°-140°E) 0.70
U850 (5°=I5°N, 130°~100°W) minus
NA 0.82
U850 (20°-30°N, 110°-80°W)
NAF U850 (0°—15°N, 60°-10°W) 0.74
SA U850 (5°—2(1°S, 700°—4(3°W)o minus 0.81
U850 (20°-35°S, 70°-40°W)
U850 (5°-15°S, 20°-50°E) minus
SAF 0.70
U850 (20°-30°S, 30°-55°E)
U850 (0°—15°S, 90°~130°E) minus
AUS 0.90
U850 (20°-30°S, 100°-140°E)
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near-normal range. Note that these results are for the
summer mean monsoon strength. Over the Indian
and WNP summer monsoon regions, there were large
month-to-month fluctuations due to intraseasonal
oscillation. The Indian monsoon was strong in June
and July, but became weak in August. The WNP
monsoon became extremely strong in September
(not shown), and remained that way through early
November. The other regions had moderate month-
to-month variation.

g Intertropical convergence zones

1) PaciFic—A. B. Mullan

The Pacific intertropical convergence zone (ITCZ)
lies approximately parallel to the equator with a
slight northeasterly tilt, and varies in position from
around 5°-7°N during February-May to 7°-10°N in
August-November. The South Pacific convergence
zone (SPCZ) extends diagonally from around Solo-
mon Islands (10°S, 160°E) to near 30°S, 140°W, and
is most active during November-April. In the far
western Pacific, these two convergence bands merge
into the Australian and East Asian monsoon troughs,
which are most active in the summer seasons of their
respective hemispheres: December-March in the
South Pacific (northern Australia) and June-Septem-
ber in the western North Pacific (Federated States of
Micronesia, Republic of Marshall Islands, and other
US-affiliated Pacific islands).

The positions of the Pacific convergence zones
are strongly influenced by

the status of ENSO, and be- (a) Jan—Mar

NASA’s ENSO Precipitation Index (Curtis and Adler
2000; http://trmm.gsfc.nasa.gov/trmm_rain/Events
/thirty_day.html), which quantifies the rainfall
changes in the Indonesian and central Pacific re-
gions from the TRMM rainfall imagery, was below
-1.0 (La Nifia-like rainfall pattern) for most of the
April-August period.

Figure 4.30 summarizes the convergence zone
behavior for 2013 and allows comparison of the 2013
seasonal variation against the 1998-2012 climatology.
Rainfall transects over 20°N to 30°S are presented for
each quarter of the year, averaged across successive
30° longitude bands, starting in the western Pacific
at 120°-150°E.

For January-September 2013 (Fig. 4.30a-c), the
ITCZ exhibited a more skewed orientation than
usual, being slightly closer to the equator west of the
dateline, but farther north in the 150°-120°W sector.
West of the dateline (150°E-180° sector), the equator-
ward displacement of the ITCZ produced significant
drought conditions in many western Pacific U.S.
islands (http://www.prh.noaa.gov/peac/), including
Yap (8°N), Guam (13.5°N), and Kwajalein (9°N). The
large anomalously dry region in the western Pacific
around 10°N and corresponding wetter conditions
at similar latitudes east of 150°W are evident in the
2013 annual-average anomaly rainfall field (Fig. 4.31).
The enhanced dryness along the equator near the
dateline, a feature often occurring in La Nifia years,
is also evident in Figs. 4.30 and 4.31.

(b) Apr—Jun
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enhanced low-level easterly
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In the westernmost monsoon-dominated sector
of Fig. 4.30 (120°-150°E), some pronounced seasonal
rainfall anomalies occur. In the southern monsoon
period of January-March 2013 (Fig. 4.30a), rainfall
did not penetrate as far south as usual, produc-
ing substantial dry conditions south of about 13°S
(northeastern Australia). During July-September
(Fig. 4.30c¢), rainfall over the Maritime Continent
region was enhanced by about 30% over its climato-
logical value between about 5°N and 5°S. The wetter
conditions coincided with higher-than-usual SSTs
around Indonesia and the Philippines. In September,
an active period of TC formation began, culminating
in Super Typhoon Haiyan in November.

The SPCZ exhibited generally higher rainfall
intensities than normal, especially in the second
half of 2013 (180°-150°W sector in Figs. 4.30¢,d, and
Fig. 4.31). Figure 4.31 also shows that SPCZ convec-
tion was particularly vigorous along 10°S east of the
dateline. However, the convective activity seemed to
split into two parts to the east of Fiji. Rainfall was
above normal for the year over and south-southeast
of Fiji (18°S, 175°E), but south of 15°S and east of
about 160°W there was an extensive drier-than-
normal region. This set-up caused strong contrasts
in rainfall across the South Pacific Islands. Thus,
Tonga (10° east of Fiji) and the Marquesas Islands in
the northern part of French Polynesia were generally
wetter than normal through much of 2013, whereas
many dry months were experienced in central and
southern French Polynesia (http://www.niwa.co.nz
/climate/icu).

Figure 4.30d for the 180°-150°W sector also sug-
gests that the SPCZ during October-December was
equatorward of its normal position, which seems
surprising for an ENSO-neutral season. Figure 4.32,
which shows south-north rainfall transects for each
of the 16 years available from TRMM archive, clari-
fies the interpretation. In this season, the latitude of
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the SPCZ rainfall peak tends to be similar in both
ENSO-neutral and El Nifo years, although rainfall
decreases more sharply poleward of this maximum
during El Nifio years; however, La Nifa years have
the peak rainfall displaced significantly poleward,
and so drag the climatological peak southwards as
well. Thus, Fig. 4.32 shows both ITCZ and SPCZ
peak rainfalls align well with the observed locations
of other ENSO-neutral years.

2) AtLANTIC—A. B. Pezza and C. A. S. Coelho

The Atlantic ITCZ is a well-organized convective
band that oscillates approximately between 5°-12°N
during July-November and 5°N-5°S during January-
May (Waliser and Gautier 1993; Nobre and Shukla
1996). Equatorial Kelvin waves can modulate the
ITCZ interannual variability and ENSO is also known
to influence it on the seasonal time scale (Miinnich
and Neelin 2005). In 2013, the prevailing scenario was
that of weak negative sea surface temperature anoma-
lies in the equatorial Pacific near the South American
coast associated with neutral ENSO conditions, with
no clear teleconnective forcing driving the behavior
of the Atlantic ITCZ (Fig. 4.33). However, the intra-
seasonal activity within the Atlantic sector responded
to the typical “seesaw” mechanism between the hemi-
spheres in terms of water temperature and anomalous
horizontal divergence, as exemplified in March by an
ITCZ well to the north of its climatological position
(following the warm water in the North Atlantic) and
corresponding suppressed convection on the eastern
Amazon and northeastern Brazil (Figs. 4.34, 4.35).

Based on the local influences outlined above, the
year could be divided into January-May as a pre-
dominantly dry period in the eastern Amazon and
northeastern Brazil, and into June-December as a
moderately wet period (Fig. 4.34a,b). In June/July,
the positive anomalies to the north of the equator


http://www.niwa.co.nz/climate/icu
http://www.niwa.co.nz/climate/icu
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Fic. 4.33. Spatial distribution of average global sea

surface temperature anomalies (°C, Reynolds et al.
2002) during 2013.

somewhat dissipated (see the partial reversal of the
Atlantic Index, Fig. 4.35b), reducing the subsidence
forcing on the Brazilian coast and hence helping ex-
plain the more favorable rainfall pattern in the second
half of the year. The historical interplay of the SST
gradient between the South and the North Atlantic
is well depicted by the aforementioned Atlantic Index
(Fig. 4.35b), which shows a predominance of negative
conditions (unfavorable for convection within the
South Atlantic ITCZ) over the last few years.

h. Atlantic warm pool—C(. Wang

The Atlantic warm pool (AWP) is a large body
of warm water in the lower latitudes of the North
Atlantic Ocean, comprising the Gulf of Mexico,
the Caribbean Sea, and the western tropical North
Atlantic (Wang and Enfield 2001, 2003). Previous
studies have shown that the AWP plays an important
role in Atlantic TC activity, and provides a moisture
source for North America, and thus affects rainfall
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Jan—-May 2013 and (b) Jun-Dec 2013.
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Fic. 4.35. (a) Atlantic ITCZ position inferred from out-
going longwave radiation during Mar 2013. The colored
thin lines indicate the approximate position for the
six pentads of Mar 2013. The black thick line indicates
the Atlantic ITCZ climatological position. The SST
anomalies (Reynolds et al. 2002) for Mar 2013 based
on the 1982-2012 climatology are shaded. The two
boxes indicate the areas used for the calculation of the
Atlantic Index in 4.35b; (b) Monthly SST anomaly time
series averaged over the South American sector (SA
region, 5°S=5°N, 10°~-50°W) minus the SST anomaly
time series averaged over the North Atlantic sector
(NA region, 5°-25°N, 20°-50°W) for the period 2010-
I3 forming the Atlantic Index. The positive phase of
the index indicates favorable conditions for enhanced
Atlantic ITCZ activity.

in the central United States (Wang et al. 2006, 2008a,
2011; Drumond et al. 2011). Unlike the Indo-Pacific
warm pool, which straddles the equator, the AWP is
normally north of the equator. Another unique fea-
ture of the AWP is that it does not exist in the boreal
winter if the AWP is defined by SSTs warmer than
28.5°C (Wang and Enfield 2001). In addition to the
large seasonal cycle, AWP variability occurs on both
interannual and multidecadal timescales and has ex-
hibited a long-term warming trend (Wang et al. 2006,
2008Db). Figures 4.36a,b depict the long-term total
and detrended June-November (JJASON) AWP area
indices. The multidecadal and interannual variations
of the AWP are displayed in Figs. 4.36¢,d respectively.

The multidecadal variability (Fig. 4.36¢) shows
that the AWPs were larger during the period 1930-60,
as well as after the late 1990s; and smaller during
1905-25 and 1965-95. The periods for large and small
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FLIP?—C. T. FOGARTY AND P. KLOTZBACH

The 2013 Atlantic hurricane season threw a few “curve
balls” for forecasters and was the “wild pitch” that trig-
gered lengthy discussions among weather and climate
scientists. What was predicted to be a very active season
with at least seven hurricanes (about one-third of those
projected to be major hurricanes) turned out to produce
only two Category | hurricanes and just 20% of the pre-
dicted ACE. It was the quietest Atlantic hurricane season
since 1994 in terms of major hurricanes (none), since 1983
in terms of ACE, and since 1968 for lowest peak intensity
of the season’s strongest storm.

Signals that convinced long-range forecasters to an-
ticipate a very active season included anomalously-warm
SSTs in the MDR, the absence of El Nifio conditions,
below-normal sea level pressures in the tropical Atlan-
tic, and persistence of the positive phase of the AMO
(Schlesinger and Ramankutty 1994) early in 2013, among
other predictors. During neutral or negative phases of
ENSO, upper-level wind shear in the tropical Atlantic is
generally relatively weak. Neutral ENSO conditions were
correctly predicted to be present by most forecast models
during the 2013 hurricane season. The expectation that
neutral ENSO conditions and a positive phase of the AMO
would continue was key to the prediction of at least three
major hurricanes—a relationship described by Klotzbach
and Gray (2008).

The big question coming out of the season was “why
so little activity when most standard pre-season predic-
tors indicated favorable storm formation conditions?”
The primary clue was found over the eastern tropical
Atlantic and within the MDR where the peak of the season
was characterized by enhanced subsidence. Additionally,
SSTs evolved in an unusual manner with little warming
in the MDR during the spring and first half of summer
when surface water should be warming. While tropical
Atlantic SSTs were warmer than normal, cool anomalies
were evident in the subtropical eastern Atlantic during
the early part of the hurricane season (Fig. SB4.1b). This
area has been shown in several studies including Klotzbach
(2011), to be a critical area for Atlantic hurricane activity.
Cold anomalies in this region tend to generate stronger-
than-normal baroclinicity, thereby contributing to cold
upper-level lows, which enhance African easterly wave
recurvature in the eastern part of the basin.

A similar pattern evolved in the higher latitudes of the
North Atlantic. This evolution signalled what would be
a short-term reversal of the longer-term positive phase
of the AMO since the mid-1990s. These observations,
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SIDEBAR 4.1: THE 2013 ATLANTIC HURRICANE SEASON: BLIP OR
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Fic. SB4.1. NOAA/NESDIS 50-km mean weekly SST
anomaly (°C) for (a) 14 Mar, (b) 25 Jul, and (c) 02 Dec
2013.

however, raise more questions. Were the enhanced
subsidence in the MDR and the “flat-lined” SST (see Fig.
SB4.2) related? It certainly appears that way, given that

the trade winds strengthened during that period which

in turn arrested the usual warming of surface waters
necessary to promote convective cloud formation. Dry air
from the Saharan region was also advected into the MDR
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by the enhanced trade winds. Another source of dry air
(and wind shear) appeared to be from numerous cyclonic
eddies diving southward during a commensurate reversal
of the North Atlantic Oscillation (NAO) from negative
to positive. Enhanced subsidence implies weaker easterly
waves in the eastern Atlantic and a reduced likelihood of
TC formation. Although convection was plentiful over
the western part of the basin, above-normal vertical wind
shear squelched the development of many storms that at-
tempted to form there. Mid-tropospheric subsidence was
also detected over the MDR (see http://typhoon.atmos
.colostate.edu/).

from the current positive state to a negative one? The
last time such a quiet season occurred was in 1994, at
the end of the previous long-term negative phase of the
AMO. There can be occasional “blips” in the phase or
magnitude of the oscillation as seen in Fig. SB4.3. In 1968
there was a sharp drop in storm activity corresponding
to a “dip” in the AMO index during that generally active
era; however, the following year was extremely active.
Data covering the past ~150 years of hurricane activity
in the North Atlantic indicate that a period of ~60 years
can be expected between peaks of hurricane activity, so
the current active phase is more likely than not to persist
for at least a few more years.

In summary, while many of the large-scale conditions
typically associated with active TC seasons in the Atlantic
were present (e.g., anomalously warm tropical Atlantic,
absence of El Nifo conditions, anomalously low tropical
Atlantic sea level pressures), very dry midlevel air com-
bined with midlevel subsidence and stable lapse rates to
significantly suppress the 2013 Atlantic hurricane season.
These unfavorable conditions were likely generated by
a significant weakening of the strength of the AMO/
Atlantic thermohaline circulation during the late spring
and into the early summer. This very dry midlevel air is
well-illustrated in figure 27 from last year’s TC forecast
verification report that shows the relative humidity
anomalies at 600 hPa; that report is available at http:/
hurricane.atmos.colostate.edu/Forecasts/2013/nov2013
/nov2013.pdf.

From August to October the SST anomaly and 3.007 05 =~ 150
AMO states returned to their early spring pattern RAMJ Mean AMO' 7895
almost as quickly as they deviated early in the year 2.00 1 BACE snnmaly 100
(the similarity between SST anomaly structures in 1969
Fig. SB4.1a and c is quite remarkable); however, 1.00 - 50
it appears there was a lagged storm-suppressing é
impact that affected the MDR during the midst of £ 444 0
the season. This intraseasonal change is a reminder % 1948
that sometimes predictability may be limited to % 1.00- 50
a shorter timeframe, and in the future sudden

1962 2013
changes to the AMO cycle (or perhaps even the i 2002 A
NAO) may serve as a shorter-term predictor '
within the season. 1
-3.00- 150

Two important questions remain: (I) Does

Alewoue 30y

potential exist to anticipate these sudden changes g\, SB4.3. Apr—Jun (AMJ) mean of the AMO and season-total
in the AMO? (2) Could the behavior in 2013 simply ACE anomaly from 1948 to 2013. Five-year running mean in-
be a harbinger of a “flip” in the phase of the AMO dicated with bold lines.
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Fic. 4.36. The AWP index from 1900-2013. The AWP

area index (%) is calculated as the anomalies of the
area of SST warmer than 28.5°C divided by the cli-
matological Jun—-Nov AWP area. Shown are the (a)
total, (b) detrended (removing the linear trend), (c)
multidecadal, and (d) interannual area anomalies. The
multidecadal variability is obtained by performing a
seven-year running mean to the detrended AWP index.
The interannual variability is calculated by subtracting
the multidecadal variability from the detrended AWP
index. The black straight line in (a) is the linear trend
that is fitted to the total area anomaly. The extended
reconstructed SST data set is used.

AWPs coincide with the warm and cool phases of the
Atlantic multidecadal oscillation (AMO; Delworth
and Mann 2000; Enfield et al. 2001). That is, AWP
variability is tied to simultaneous alterations of SST
in the high latitudes of the North Atlantic in a mode
that operates primarily on a multidecadal timescale.
Wang et al. (2008b) showed that the influences of
the AMO on TC activity and climate might operate
through the atmospheric changes induced by the
AWP. The interannual AWP variability reflects both
the local oceanic/atmospheric processes and the re-
mote delayed influence of Pacific ENSO. The JJASON
AWP interannual index of Fig. 4.36d is significantly
correlated with the prior December—February (DJF)
Nifio3 region of SST anomalies, indicating a delayed
ENSO effect on the AWP (Wang et al. 2008b). A recent
study showed that the equatorial Amazon rainfall
during the austral summer is negatively related to
the following boreal summer’s AWP SST, manifesting
the remote ENSO impact on the AWP SST through

S108 | BAMS JuLy 2014

its modulation of the Amazon rainfall (Misra and
DiNapoli 2013). However, the contemporaneous
correlation of the JJASON Nifio3 SST anomalies and
JJASON AWP index is not statistically significant.
This reflects the facts that (1) large/small AWPs in
the summer and fall have no clear relation to con-
temporaneous El Nifio/La Nina development, and
(2) by the summer and fall of the following year the
Pacific El Nifio/La Nifia anomaly has almost always
disappeared.

The AWP was larger than its climatological mean
each month in 2013, with the largest AWP occurring
in September (Fig. 4.37a). The AWP usually appears
in May and peaks in September; however, the 2013
AWP variation was unique as it appeared early in
March with a second peak in April. A new study
demonstrates that the onset date of the AWP during
1979-2012 ranged from late April to early August
(Misra et al. 2014). This indicated that the early on-
set of the 2013 AWP in March was the earliest onset
during the recent decades. Because SSTs were warmer
than 28.5°C in the equatorial western Atlantic from
March 2013 (Fig. 4.37c), the AWP started to appear in
March. In April, the warmer water in the equatorial
western Atlantic further developed and merged with
the warmer water in the equatorial eastern Atlantic
(Fig. 4.37d). By May, the warmer water decayed in the
equatorial western Atlantic (Fig. 4.37¢). As in previous
years, the AWP started to develop in June between the
Gulf of Mexico and Caribbean Sea with the 28.5°C
SST almost overlapped with the climatological AWP
(Fig. 4.37f). By July and August, the AWP was well
developed in the Gulf of Mexico and Caribbean Sea
and reached eastward to the western tropical North
Atlantic (Fig. 4.37g,h). By September, the AWP had
further expanded southeastward and the isotherm
of 28.5°C covered almost the entire tropical North
Atlantic (Fig. 4.37i). The AWP started to decay after
October when the waters in the Gulf of Mexico began
cooling (Fig. 4.37j,k).

Previous studies have shown that AWP variability
affects the Atlantic hurricane tracks (Wang et al.
2011). An eastward expansion of the AWP tends to
shift the focus of cyclogenesis eastward, therefore
decreasing the probability for hurricane landfall in
the southeastern United States. A large AWP also
weakens the North Atlantic subtropical high and
produces the eastward TC steering flow anomalies
along the eastern seaboard of the United States. Due
to these two mechanisms, hurricanes are generally
steered toward the north and northeast during a large
AWP year. The TC steering flow anomalies in 2013
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Fic. 4.37. (a) The monthly AWP area in 2013 (102 m2;
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spatial distributions of the 2013 AWP in (b) Feb, (c)
Mar, (d) Apr, () May, (f) Jun, (g) Jul, (h) Aug, (i) Sep,
(j) Oct, and (k) Nov. The AWP is defined by SST larger
than 28.5°C. The black thick contours in (f)-(k) are the
climatological AWP based on the data from 1971-2000
and the white thick contours are the 2013 28.5°C SST.
The extended reconstructed SST data set is used.

were consistent with those of the observed large AWP
years (Wang et al. 2011).

During the 2013 Atlantic TC season, the TC
steering flow anomalies were characterized by an
anomalous cyclone and an anomalous anticyclone
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(Fig. 4.38). Associated with these patterns were mostly
the eastward and southeastward flow anomalies in the
western tropical North Atlantic, and the northward
and northeastward flow anomalies in the open ocean
of the North Atlantic. An exception was in November
during which the TC steering flow anomalies were
westward in the hurricane MDR (Fig. 4.38f), but only
one storm, Melissa, formed southeast of Bermuda
during that month. The distribution of the 2013
TC steering flow was unfavorable for TCs to make
landfall in the southeastern United States. While a
large AWP is consistent with the fact that no storms
made landfall in the southeastern United Stated in
2013 (either by decaying or moving northward or
northeastward), the AWP had no apparent enhancing
effect on the number of TCs for the North Atlantic TC
season (section 4d2) as a large AWP typically results
in more TCs (Wang et al. 2006).

i. Indian Ocean dipole—|.-|. Luo

Interannual climate variability in the tropical
Indian Ocean (I0) is driven either by local ocean-
atmosphere interactions or by the Pacific ENSO in
the presence of interbasin interactions (e.g., Luo et
al. 2010). The Indian Ocean dipole (IOD) is one ma-
jor internal climate mode in the IO that may induce
considerable climate anomalies in many countries
surrounding the IO. The IOD normally starts in
boreal summer, peaks in Northern Hemisphere fall,
and declines rapidly in early boreal winter. During
May-September 2013, a negative IOD (nIOD) event
occurred, characterized by anomalous SST warming
in the tropical eastern IO and cooling in the west.
Compared to previous events in 1990, 1992, 1996,
1998, 2001, 2005, and 2010 (Luo 2011), the 2013 nIOD
was short-lived and weak with warming anomalies
in the eastern IO of <0.5°C and a maximum cooling
anomaly in the west of about —0.4°C in July (Fig. 4.39).
The east warming/west cooling SST dipole structure
is linked with stronger-than-normal surface wester-
lies in the central equatorial IO (Ucio) as noted in Fig.
4.39b; and this is reminiscent of the canonical air-sea
coupled feature of nIOD. Note that this nIOD signal
occurred along with a weak cooling condition in the
Pacific. Such co-occurrence of IOD and ENSO has
been found often in the historical records.

SSTs in major parts of the tropical IO during 2013
were warmer than normal except the western 10
during June-August (Fig. 4.40). This may be partly
due to the rapid rise of the IO SST over past decades
in response to increasing greenhouse gas emissions
(Hoerling et al. 2004). The fast surface warming in
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warming in the eastern IO and La Nifa-
like cooling in the Pacific. This induced
stronger-than-normal rainfall in the eastern
I0-western Pacific during 2013, which is
superimposed with active intraseasonal os-
cillations (Fig. 4.40). Strong westerly bursts
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" 20°w 0° occurred in the Ucio during January, May,
August, and December in association with
the occurrence of eastward-propagating
intraseasonal oscillations (Fig. 4.39b). These
intraseasonal westerly winds forced notice-
able oceanic downwelling Kelvin waves

and generated subsurface warming in the
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FiG. 4.38. The TC steering flow anomalies in the 2013 Atlantic hurri-
cane season of (a) Jun, (b) Jul, (c) Aug, (d) Sep, (e) Oct, and (f) Nov. The
TC steering flow anomalies are calculated by the vertically-averaged
wind anomalies from 850-200 hPa relative to the climatology of

1971-2000. The NCEP-NCAR reanalysis field is used.

the IO was found to play a key role in generating a La
Nina-like climate regime shift in the Pacific by induc-
ing excessive easterlies in the western-central Pacific via
modifying the Walker Cell (Luo et al. 2012), and hence
may have contributed to the weak cooling condition and
stronger-than-normal easterly trade winds in the Pacific
throughout 2013. Anomalous easterlies in the western
central Pacific and westerlies in the IO converged in the
Indonesia area, in association with the persistent surface
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eastern equatorial IO (Fig. 4.41a). Note that
despite the stronger-than-normal westerlies
during late 2012 to early 2013, SSTs in both
the eastern and western IO were above
normal; this is likely due to dry conditions
and hence more solar radiation heating (Fig.
4.39). The Pacific weak warming condition
in late 2012 might also contribute to the
tropical IO warming during late 2012 to
early 2013.

During March-May 2013, the IO basin-
wide SST warming persisted despite the
prevailing westerly anomalies (Fig. 4.40b).
The basin-wide anomalous westerlies might
be ascribed to the persistent upper ocean
warming in the east (and along the west coast of Sumatra)
and excessive rainfall over the Maritime Continent, partly
in association with the Pacific weak cooling condition.
While the westerlies tend to maintain the warming in the
east by deepening the ocean thermocline there, the above-
normal westerlies in the western IO acted to cool SSTs
by enhancing surface evaporation and latent heat loss.
This contributed to cold SST anomalies in the west dur-
ing May-August. As a result, a negative dipole structure
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FiG. 4.39. (a) Monthly anomalies of SST (°C, solid lines) and precipitation (mm day-!, dashed lines) in the eastern
(IODE, 10°S-0°, 90°-110°E blue lines) and western pole (IODW, 10°S-10°N 50°-70°E, red lines) of IOD. (b) As in
(a), but for the |IOD index (measured by the SST difference between IODW and IODE, green line) and surface
zonal wind anomaly (m s-!) in the central equatorial 10 (Ucio; 5°S-5°N, 70°-90°E, black line). The anomalies
were calculated relative to the 1982-2012 climatology. These are based on the NCEP optimum interpolation
SST (Reynolds and Chelton 2010), monthly GPCP analysis (available at http://precip.gsfc.nasa.gov/), and JRA-25
atmospheric reanalysis (Onogi et al. 2007).
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The weak 2013 nIOD appeared to be caused by several
factors, including the multidecadal basin-wide warming
trend in response to increasing greenhouse gas forcing,
active westerly wind bursts related to intraseasonal oscil-
lations, and weak La Nifa-like conditions in the Pacific.
Additionally, a downwelling Rossby wave in the south IO,
primarily driven by anticyclonic wind forcing associated
with the positive IOD in late 2012, continuously propa-
gated westward at 12°-8°S (Fig. 4.41) and may have also
contributed to the nIOD in late 2013.
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Fic. 4.40. SST (°C, colored scale), precipitation (green
contour: I, £2, ..., #5 mm day-!. Solid/dashed lines
denote positive/negative values), and surface wind
anomalies during (a) Dec-Feb 2012/13, (b) Mar-May
2013, (c) Jun—-Aug 2013, and (d) Sep-Nov 2013.
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cloudiness in that region. Conse- Fic. 4.41. 20°C isotherm depth (D20, m) anomalies in (a) the equatorial

quently, the negative SST dipole Indian Ocean (2°S-2°N) and (b) off-equatorial south Indian Ocean
collapsed and basin-wide warm- (12°-8°S) in 2013. The data are derived from the NCEP ocean reanalysis
ing appeared (Fig. 4.40d). available at http://www.cpc.ncep.noaa.gov/products/GODASI/.
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SIDEBAR 4.2: SUPER TYPHOON HAIYAN-—M. LANDER, C. GUARD, AND §. |.

CAMARGO

On the morning of 8 November, Super Typhoon
Haiyan (christened “Yolanda” by Philippine authorities;
Fig. SB4.4) roared ashore in the Visayas region of the
Philippines. This cyclone caused catastrophic destruction
and thousands of casualties, particularly within Samar
and Leyte Provinces. The city of Tacloban suffered heavy
damage from powerful winds and enormous storm surge.
The plight of this city became the focus of world media
attention and subsequent international relief efforts.
The Joint Typhoon Warning Center (JTWC) estimated
Haiyan’s one-minute sustained winds at 170 kt (87.5 m
s-) when the storm first touched land in Guiuan in east-
ern Samar. This preliminary wind speed estimate, which
must still be officially validated, would make Haiyan the
strongest tropical cyclone at landfall, surpassing the old
record of 165 kt (84.9 m s-!) set by Hurricanes Camille
(1969) and Allen (1980) in the North Atlantic Basin, and
Super Typhoon Tip (1979) in the Western North Pacific.
Prior to landfall, the eye of Super Typhoon Haiyan passed
directly over Kayangel Atoll, the northernmost island in
the Republic of Palau.

Haiyan was the final typhoon of 2013 in the Western
North Pacific Basin, forming at a very low latitude south
of Pohnpei Island and then proceeding quickly westward
in Micronesia. This cyclone became a super typhoon
(maximum sustained one-minute winds of 130 kt or 66.9
m s-) to the east of Palau, just before it tracked directly
over Kayangel, causing much destruction but no loss of
life. Continuing on a west-northwestward track it made
landfall close to the city of Tacloban in Leyte province
of the central Philippines. Haiyan was the second super
typhoon in less than a year to directly affect the Republic
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of Palau and islands in the southern provinces of the Phil-
ippines; Super Typhoon Bopha impacted these regions in
early December 2012 as noted in Diamond (2013) and
Fig. SB4.5.

On 7 November, the JTWC estimated the intensity
of Haiyan to be 170 kt (87.5 m s-!), which was the high-
est wind speed ever assigned to a TC by the JTWC and
surpassed the previous record wind speed of 165 kt (84.9
m s-!) assigned to Super Typhoon Tip during October
1979 by 5 kt (2.6 m s-!). The word “assigned” is appropri-
ate because Tip’s 165 kt (84.9 m s-!) peak wind was not
actually measured, but was based on a wind-pressure
relationship. Haiyan’s 170 kt (87.5 m s-!) peak wind was
based on the wind speed equivalent for a Dvorak satel-
lite signature of T8.0 (the highest on the Dvorak scale;
Fig. SB4.5). It reached this speed with an impressive and
extremely cold cirrus cloud canopy in Fig. SB4.6 (note the
extremely cold dark gray shading of the eye wall cloud
tops) that was much colder than the Atlantic conditions
used to develop the original Dvorak scale (Dvorak 1984).
Currently, however, there is no consensus on how to
handle the much colder western Pacific tropopause in
Dvorak classifications.

While there has not been any storm in recent history
as severe as Haiyan to impact Tacloban, there are two
documented historical occurrences over 100 years ago of
typhoons with similar impact. An intense typhoon in late
October 1897 (http://www.rappler.com/move-ph/issues
/disasters/typhoon-yolanda/44062-leyte-1897-typhoon)
was similar to Haiyan in terms of its path, destructive
capacity, and very high storm surge. The communities and

churches of Samar and Leyte, including Guiuan, Tacloban,
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-tacloban-storm-killing
-15000-resurface) ran a
story headlined, “15,000

die in Philippine storm”. It
reads, in part: “The typhoon
swept the Visayas and is said
to have practically destroyed

Tacloban, the capital city of
Leyte, and to have wrought

enormous damage and loss
of life at Capiz, ... ... 15,000
persons were probably killed
and wounded in a typhoon ...

105°E 120°E 135°E 150°E

Fic. SB4.5. Tracks of (a) 2013 and (b) 2012 typhoons in the WNP.

and Palo were destroyed and hundreds of residents were
killed. Similar to Haiyan, the 1897 typhoon first made
landfall near Guiuan in Samar Province, then proceeded
to Tacloban. Hernani on the eastern Samar coast expe-
rienced a storm surge of 7.3 m, while the storm surge
reached 4-5 m in the vicinity of Tacloban.

Another extremely powerful typhoon swept along a
path similar to Haiyan in November 1912. The Washington
Herald issue of 20 November 1912 (http://www.philstar.
com/headlines/2013/11/19/1258482/1912-reports

probably half the population of
165°E the two cities had been lost.”

The major cause of dam-
age and loss of life during
Haiyan’s passage through the Philippine archipelago ap-
pears to have been from the accompanying storm surge.
A major focus of devastation was on the east coast of
Samar and Leyte, with a particular focus on Tacloban.
The tremendous storm surge may have been high as 7.5
m, which would make it a candidate for the highest storm
surge ever observed in the Philippines and all of East Asia,
surpassing the confirmed surge of 7.3 m that struck the
Philippines in 1897 (Arafiles and Alcances 1978). Much
of the city of Tacloban sits less than 5 m above sea level.
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Fic. SB4.6. Enhanced infrared images of Typhoons Tip (left) and Haiyan (right) at peak intensities of 165 kt (85
m s-1) and 170 kt, (87 m s-!) respectively. Note the extremely cold dark gray shading of the eye wall cloud tops.
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Early surge estimates at Tacloban are 6.5
m at the airport and possibly 8.5-9.1 m

1 Tacloban Astronomical Tide —

in downtown Tacloban. The downtown

surge height estimates are based on
Time of —

eyewitness accounts from the iCyclone Peak Surge

chase team (http://www.icyclone.com). 0.6

The surge came rapidly in some
locations with nearly the same force é 0.4
and rapidity of a destructive tsu- =
nami (e.g., http://www.youtube.com

/watch?v=rS0gv4Xbw7w). The configu- 0z

ration of the coastline, and its location

at the head of San Pedro Bay on the 0-

northwest reaches of Leyte Gulf, make

Tacloban particularly vulnerable tostorm Of Noy2iis | B0hovstd I

surge. Early modeling results from the 1200 1800 0000 0600 1200 1800

Deltares Engineering Group in the Neth- Fic. SB4.8. Astronomical tide at Tacloban at 1200 local time on 7 Nov
erlands (e.g., Fig. SB4.7), indicate a surge to 2200 local time on 8 Nov. The shaded region depicts the timing
of the peak storm surge. The inset in the black oval illustrates the
comparative magnitude of the 200-mm rise of mean sea level in the
region from 1970 to present.

height of at least 5 m at Tacloban.

The sea level in the region of the
central Philippines (and eastward into
Micronesia) is currently at historical highs. Since 1970, the  Tacloban (Fig. SB4.8). However, the peak surge at Tacloban
mean sea level at Legaspi in the Visayan Island group of the  during Haiyan occurred at a time of relatively low water
central Philippines has risen by 200 mm. Regardless of the  level. The addition of 200 mm to the low astronomical
cause, the 200 mm rise of mean sea level is roughly 20%  water level at the time would still have left the water level
of the magnitude of the range of the astronomical tide at 0.5 m below the expected high tide for that day.

In summary, Haiyan’s extreme
intensity and deadly power immedi-
ately fueled speculation on the role
of climate change in its occurrence
and behavior. Haiyan’s behavior was
unusual on several counts: (I) high
intensity at such a low latitude (i.e.,
~5°N); (2) extreme intensity for
the overall basin; (3) record-setting
landfall intensity; (4) destructive and
deadly power in the Philippines; and,
(5) its one-year follow-on to a similar
unusual low-latitude intense Typhoon
Bopha in 2012. With Haiyan poten-
tially achieving record global typhoon
wind intensity, it is likely that a special
team will have to be assembled to

- investigate the legitimacy of this new

<] Storm Surge (m) record and to place Haiyan in its

Fic. SB4.7. Model simulation of Haiyan’s storm surge shows how Hai- Proper ranking among the pantheon
yan’s winds generated a surge that targeted Tacloban, with water levels of the world’s most powerful tropical
exceeding 5 m, not including any effect from the tide or wave heights. cyclones.

(Source: Deltares Engineering Group.)
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5. THE ARCTIC—MN. 0. Jeffries and J. Richter-Menge, Eds.
a. Overview—M. 0. Jeffries and J. Richter-Menge

The Arctic chapter describes observations of a
variety of physical variables that encompass the at-
mosphere, ocean, and land. There were strong spatial
and temporal contrasts in a number of variables
during 2013. Illustrating the influence of significant
interannual variability, some variables were similar
to what was observed in 2012, while others were very
different.

The mean annual air temperature in 2013 over the
Arctic land area was similar to that of 2012, and it
was the seventh warmest year observed in the Arctic
since records began in the early 20th century. Nega-
tive (cold) winter air temperature anomalies across
Eurasia were followed by positive (warm) spring air
temperature anomalies, which were linked to a new
record low Eurasian snow cover extent in May and
early (3-4 weeks) lake ice break-up. Across the Arctic
Ocean, low spring air temperatures extended from
Iceland through Greenland and northern Canada
to Alaska, which experienced its coldest April since
1924. Despite the relatively cool North American
spring, snow cover extent in June was well below
average.

The rate of snow cover loss over Northern Hemi-
sphere land areas in June between 1979 and 2013 was
-19.9% decade-! (relative to the 1981-2010 average).
This exceeds the rate of September sea ice loss over the
same time period (-13.7% decade-1), adding further
compelling evidence of the observed rapid response of
both the terrestrial and marine cryosphere to Arctic
amplification in surface temperature trends.

Minimum sea ice extent in September was 1.69
million km?2 higher than the record minimum of
2012, yet it was still 1.12 million km2 (18%) below the
1981-2010 average and the sixth lowest minimum
extent since satellite observations began in 1979. A
similar contrast between 2013 and 2012 conditions
occurred on the Greenland ice sheet, where melting
in 2013 was detected over 44% of the surface; a much
lower value than the record 97% melt extent of 2012.
The ice-sheet-wide albedo in 2013 was the highest
since 2008, and the surface mass balance along the
K-transect in west Greenland was much closer to the
1990-2010 average than it was in 2012.

Summer 2013 was characterized by a positive
North Atlantic Oscillation, which gave rise to per-
sistent low pressure over Greenland and adjacent
regions, positive air temperature anomalies in west-
ern Eurasia, and a large area of anomalously low air
temperatures stretching from Greenland through the
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high Canadian Arctic and across the Arctic Ocean to
eastern Eurasia. As well as influencing sea ice extent
and Greenland ice sheet melting, these conditions
likely contributed to stronger cyclonic forcing over
the Canada Basin, where the freshwater content of the
upper ocean decreased by 7% and very little multiyear
ice drifted into the Beaufort Sea north of Alaska and
beyond into the East Siberian Sea.

Adjacent to the Beaufort Sea, new record high
temperatures at 20-m depth were measured at some
permafrost observatories on the North Slope of
Alaska and in the Brooks Range. Permafrost tempera-
tures also continued to rise elsewhere in the Arctic,
including Canada, Russia, and the Nordic region.
Atmospheric CO, and CH, concentrations increased
by 3.2 ppm and 5.0 ppb, respectively, between 2012
and 2013. Each value is the same as the global increase
during the same period, consistent with Arctic atmo-
spheric CO, and CH, increases being due to export
from lower latitudes rather than a consequence of
increases in Arctic sources, e.g., thawing permafrost.

An unusually early stratospheric sudden warm-
ing event in January 2013 halted chemical destruc-
tion of ozone in the atmosphere. Consequently, the
minimum total ozone column in March (414 Dobson
Units) was 35% higher than the record minimum
of 2011 and 13% higher than the 2000-10 average.
Because of the above-average ozone levels in spring
2013, UV levels measured in the high Arctic were
below the climatological mean for prolonged periods
at several measurement sites.

b. The lower atmosphere: air temperature, clouds and
surface radiation—]|. Overland, |. Key, E. Hanna, 1. Hanssen-
Bauer, B.-M. Kim, S.-J. Kim, J. Walsh, M. Wang, U. Bhatt, Y. Liu,
R. Stone, C. Cox, and V. Walden
I) MEAN ANNUAL SURFACE AIR TEMPERATURE
The mean annual air temperature in 2013 was

similar to 2012 and the seventh warmest year ob-

served in the Arctic since records began in the early
20th century (Fig. 5.1). The first 13 years of the 21st
century (2001-13) were about 1.0°C warmer than

the last 20 years of the 20th century (1981-2000).

Decadal-long, positive (warm) anomalies occurred in

all parts of the Arctic, an indication that the early 21st

century temperature increase is due to global warm-
ing rather than natural regional variability (Overland

2009). The temperature increase in the Arctic—more

than double that observed at lower latitudes—is a

manifestation of “Arctic Amplification”