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Abstract

In recent times, Recommender Systems have increased importance to solve information overload-
ing problem with various real-time applications of tourism. These systems appeared as a popular
and credible information filtering approach, which is able to make recommendations to the users
based on their dynamics and interests. However, bad recommender systems lead to unpleasant
consequences, for example, wasteful use of resources, possible loss of costumers, lack of accu-
racy through due to data problems and upon discovery of the algorithm metrics, service providers
can exploit the recommender system. Most of the existing Recommender Systems use collabora-
tive filtering approaches. And, when used for group recommendations, instead of individual, these
are generally based on the average or other statistic value derived from the individual ones.

This dissertation focus on the group recommendation problem. It proposes the development
of two recommender systems for individual users, using a knowledge-based and a content-based
approach, followed by a group recommendation module. To build group recommendations, differ-
ent aggregation modelling strategies were used, namely the Average, the Average without Misery,
the Most Pleasure, the Least Misery and the Multiplicative.

The recommender systems were validated with a proposed metric, named group satisfaction,
and several experiments were made with different group sizes and distinct group types. The results
of these experiments revealed that for the content-based approach, the Average, the Least misery
and the Most Pleasure were the more effective, regardless of group size and group type. For the
knowledge-based approach, the Multiplicative strategy is a little more efficient than the others. It
is also confirmed that, in general, the knowledge-based approach has a better performance than
the content-based, approach.

Keywords: Recommend Systems, Machine learning algorithms, Computational advertising, Group
Recommender System, Content-based
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Resumo

Nos últimos anos, os Sistemas de Recomendação têm aumentado a importância para resolver
problemas de sobrecarga de informações com várias aplicações de turismo em tempo real. Estes
sistemas apareceram como uma abordagem popular e confiável de filtragem de informações, ca-
paz de fazer recomendações a pessoas com base nas suas dinâmicas e interesses. No entanto,
maus sistemas de recomendação levam a consequências desagradáveis, por exemplo, desperdício
de recursos, possível perda de clientes, falta de precisão devido a problemas de dados e após a
descoberta das métricas do algoritmo, os provedores de serviços podem explorar o sistema de
recomendação. A maioria dos sistemas de recomendação existentes usa abordagens de filtragem
colaborativa. E, quando usadas para recomendações de grupo, em vez de individuais, geralmente
são baseadas na média ou num outro valor estatístico derivado dos individuais.

Esta dissertação tem como foco o problema de recomendação do grupo. É proposto o de-
senvolvimento de dois sistemas de recomendação para users individuais, usando uma abordagem
Content-based e uma aboragem Knowledge-based, seguida por um módulo de recomendação em
grupo. Para construir recomendações de grupo, foram utilizadas diferentes estratégias de mod-
elagem de agregação, a média, a média sem miséria, a multiplicativa, a menor miséria e a mais
prazerosa.

Os sistemas de recomendação foram validados com uma métrica proposta, denominada sat-
isfação do grupo, e várias experiências foram feitas com diferentes tamanhos de grupo e tipos
distintos de grupo. Os resultados dessas experiências revelaram que, para a abordagem Content-
based, a média, a menor miséria e a mais prazerosa foram os mais eficazes, independentemente
do tamanho e tipo de grupo. Para a abordagem Knowledge-based, a estratégia multiplicativa é um
pouco mais eficiente que as outras. Também é confirmado que, em geral, a abordagem Knowledge-
based tem um desempenho melhor do que a abordagem Content-based.

Keywords: Sistemas de recomendação, Algoritmos de Machine Learning, Publicidade computa-
cional, Sistema de recomendação de grupo, Content-based
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Chapter 1

Introduction

This introductory chapter presents the context, motivation and objectives of the current work. A

short description of the structure of the document is also given.

1.1 Context

Recommender systems are algorithms that make relevant suggestions to users to help them have

better information about a specific item assisting the on the purchase of the products or so, they

don’t need to have a satisfactory individual experience of the alternatives to create suggestions of

items to the customers. Nowadays, various activities are done in groups, caused by an expansion

in social activities, and therefore enhanced the necessity for the improvement of group RSs. Most

literature on recommender systems to date concentrates on recommending items to individual

users. For example, they may choose a movie for a specific user to watch based on a model

of that user’s preferences in the past. The difficulty recommender system designers traditionally

encountered is how to determine what would be optimal for a particular user. A lot of advancement

has been done on this, as demonstrated in Chapter 2. Followed with more and closer ties amongst

people in the modern world, recommending items to groups of users have also been a common

request.

1.2 Motivation and Objectives

Nowadays, various activities are done in groups, caused by an expansion in social activities, and

therefore enhanced the necessity for the improvement of group RSs. For instance, when friends

go to the cinema, it is expected to propose a couple of movies for them, regarding their diverse

tastes. Presenting recommendations for many users, however, is never a simple assignment, due

to the fact that users regularly have heterogeneous preferences, how to determine the group profile

continues to be very challenging.

1



2 Introduction

The main goal in this dissertation is to develop an efficient recommender system, using real

data, considering first, individual recommendations, and later, generate group suggestions. For

this to happen two recommender systems will be created, one more traditionally with a content-

based approach and the other with a knowledge-graph approach, but also focusing, preferentially,

on the items features. In order to create group recommendations, aggregation modelling strategies

will be applied. Once that is done, some evaluation metrics will be exploited in different group

sizes and types of group, helping to conclude the efficiency of the proposed recommender systems.

1.3 Dissertation Structure

The remnant of this dissertation is organised as follows. Literature Review are summarized in

Chapter 2. This chapter presents the concept of Recommender Systems, describing the main

methodologies used in the field, as well as relevant work. In Chapter 3, the description of the

problem, a summary of the proposed solution and the details and statistics of the dataset are de-

tailed. Chapter 4 describes the two user recommender systems implemented, a content-based

approach and a knowledge-based approach, as well as the group recommendation module. Re-

sults and discussion are included in Chapter 5. Lastly, conclusions and future work are described

in Chapter 6.



Chapter 2

Literature Review

This chapter introduces the topic of recommender systems, presents the concepts and techniques

used in producing recommendations, along with an overview of the frequently used methodologies

for these kinds of tasks. This chapter function as a support to base assumptions for the work

described in the following sections.

2.1 Background

Recommender Systems (RS) have been broadly investigated in many different domains, with sev-

eral methodologies used trying to increase the performance efficiency of the suggestion generation

method. The main techniques and approaches presented in the literature on recommender systems

are described next.

2.1.1 Recommender Systems

This dissertation concentrates on a particular type of machine learning algorithms, named rec-

ommender systems. Recommender systems help people make decisions in complex information

spaces, where a high amount and diversity of data is generally available. The current work will

focus on recommender systems used in social media networks. Recommender systems suggest to

the user items that may value him/her, based on knowledge about the user, about other users and

the space of possible items. A news service, for example, might remember the articles a user has

read, and the next time he/she visits the site, the system can recommend new articles based on the

ones that have been read before [48].

Collecting data is one of the most important aspects of a recommender system. Some systems

fail due to the following problems related to data collection issues:

3



4 Literature Review

• Cold Start - It indicates the lack of data about a user who registered on the platform relatively

recently. In this situation, the systems have insufficient information about the user, due to

the absence of historical activity.

• Malicious Rating - This problem emerges as a result of the creation of users with the sole

purpose of specifying a rating to particular items. These ratings do not correspond to users’

real tendencies, they are biased ratings. These classifications, when extracted and used

in future recommendations, inadequately propagate users’ preferences, compromising the

model’s outcome.

• Sparseness - It occurs when the users have little or no historical interaction with the system.

The previous problem is a subtype of this one.

An important concept presented in almost all recommender systems models is the concept of

profiling, that is, the identification of specific information about someone or something, like char-

acteristics or behavioral patterns, to make generalizations about it. In this section, after describing

the concept of profiling used in the context of recommender systems, a summary of the differ-

ent models of RSs will be presented, more specifically: Collaborative Filtering, Content-based

Filtering, Demographic, Knowledge-based and Community-based [63].

2.1.1.1 Profiling

After analyzing the large amount of information that a specific domain can hold, it can became a

difficult task to identify the items that a certain user may be interested in. To help in this task, it is

beneficial to create profiles, either with items or users, thus reducing the complexity and volume of

data. The creation of profiles for both users and items will be discussed in the following sections.

Item Profiling

Item profiling is a process of selecting the characteristics related to the items under analysis. Item

profiling studies then the identification of relevant characteristics, that will used to create gener-

alisations. Using the context of music recommendation as an example, users reveal preferences

about artists, bands, music genre, and these characteristics will be used in creating the profile of a

music [35]. Figure 2.1 shows a simple example of a item profile.

User Profiling

User profiling is the process of collecting, extracting and describing the characteristics of particular

users. This procedure has enormous significance in the results of the recommender system, so

its reliable execution is crucial. Users’ information can be related to personal data as well as

information regarding evaluation of items. This latter can be extracted explicitly, where the user

is asked to evaluate or select some items, or implicitly, monitoring the users’ actions based on the

interactions Figure 2.2 shows a simple example of a user profile [45].
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Figure 2.1: Illustration of Item Profiling. Adapted from [50]

2.1.1.2 Collaborative filtering

Collaborative Filtering (CF) recommends items to an user based on the evaluations of other users.

This type of recommendation algorithms measures similarity by looking at the rating records of

users with a similar taste, and then recommends items with high similarity [52]. Figure 2.3 il-

lustrates the collaborative filtering method used in a book recommender system. Collaborative

filtering is the predominant method used in existing recommender systems and can be found in the

recommendation algorithms of big web platforms like Amazon, YouTube, Facebook, etc.

Figure 2.3: Collaborative filtering recommendation. Adapted from [43]
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Figure 2.2: Illustration of User Profiling. Adapted from [50]

Collaborative filtering uses the evaluations of other users to recommend items to a specific

user. There are three different types of collaborative filtering, namely memory-based, model-

based, and hybrid collaborative filtering.

Memory-based CF can be further divided into: i) user-user CF, which focus on finding other

users with similar past rating behaviour and then uses those patterns to generate recommendations,

and ii) item-item CF, which uses the rating models of items, that is, the system identifies other users

who like and dislike the same items, and then finds items that have already been rated by those

users, but not by the current user and then recommends or not those items[14, 28, 51]. The main

advantages are simplicity in applying this technique and updating the database, since it uses the

whole database to build a prediction, and the quality of predictions is rather satisfying. The main

drawbacks of using a memory-based approach are that it needs plenty of memory, slowing the

system, and it tends to overfit the data.

Model-based CF makes recommendations with a pattern of user ratings which is developed

beforehand. These models can be developed by different machine learning algorithms, such as

Bayesian network, matrix factorization, clustering, and rule-based approaches[6]. These machine

learning algorithms are used on training data, which are datasets used to “prepare” the model for

real-life data[63]. The main advantages are scalability and better time-consuming in comparison

to memory-based systems. It performs a better time-consuming because performs queries to the

model instead of the whole dataset. The main drawback of the model-based approach is the in-

flexibility since building a model is often a time and resource-consuming process. The fact that
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it does not use the complete information available, it might not get predictions as accurate as

memory-based.

Lastly, Hybrid CF systems are a mix of memory and model based CFs or yet another rec-

ommender system type. These systems are used to eliminate some of the problems that different

approaches cause. The drawback of this system is that they tend to be more elaborate and expen-

sive [7]. Fig. 2.4 summarizes the mentioned CF approaches.

Figure 2.4: Overview of Collaborative filtering approaches

Notwithstanding the benefits presented by the CF algorithm, data sparsity and cold start are

the main concern of the conventional recommender systems.

2.1.1.3 Content-based Filtering

Unlike collaborative filtering that solely depends on the user-item correlations, content-based RSs

learn to suggest items that are similar to the items that the user positively rated previously. The

content-based approaches utilize additional information about users or items, for instance, age and

job for users, and category or other domain characteristics for items. Most of the time, a user

profile is used, which will save the types of items that are of the user’s liking. Using, as example,

restaurants as items, characteristics such as type of food or type of establishment are some of the

components that will serve to define the user’s profile, bearing in mind the person’s evaluations.

Then future items will be compared to the user profile to conclude which items to suggest [23].

Content-based approaches experience far less from the cold start problem than collaborative

methods: new items or users can be defined by their features and proper recommendations can be

done for these new entities. Only new items or users with previously unseen characteristics will

experience from this drawback, although once the system is old enough, this has a low probability

to occur [50].The concept of content-based techniques is to try to produce a model, based on the

available characteristics of items and users, which describe the perceived user-item interactions.

Figure 2.5 shows a overview of the content-based techniques paradigm.
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Figure 2.5: Overview of the content-based techniques paradigm (figure adapted from [50] )

2.1.1.4 Demographic

Demographic-based recommender systems suggest items contingent on the demographic profile

of the user. This algorithm gathers data in the form of attributes of a person and uses this to

create demographic classes [46]. In this way, different suggestions ought to be given for dissimilar

demographic niches.

2.1.1.5 Knowledge-based

Knowledge-based recommender systems make recommendations based on some kind of infer-

ence, using knowledge graphs. Knowledge graphs are utilized to apprehend technical information

defining configurable items and previous solutions. Any entities examined correspond to vertices

in a directed graph with labelled edges [27]. Figure 2.6 presents an model of a knowledge graph

in the cinema domain. A lot of knowledge graphs being used are far from completion in terms

of missing many facts about the items available. Consequently, one important task many times

implemented in knowledge graphs subsists on predicting new edges given the remaining connec-

tivity model. This difficulty in link prediction is also mentioned in literature as knowledge graph

completion [27].

These systems infer how a distinct item reaches a special user need. This means that it can

take a conclusion about the relationship between the need and a possible recommendation [7]. A

very simple example is a search query on Google where the user types in a question and Google

delivers the most relevant recommendations with a solution to the question[63].
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Figure 2.6: Knowledge Graph Example in the Cinema Domain

2.1.1.6 Community-based

Community-based recommender systems use as the main concept the relationships between users

[2]. These systems exploit relationships and trust between users to make better recommendations,

as users tend to trust recommendations from friends, or friends from friends, more other users

[54].

2.1.2 Validation

Recommendation includes the implicit task of predicting how much a user likes some items. In

prediction problems, the validation of the results must be defined in the context of the problem.

There are two main types of problems, classification and regression, for which there is a set of

proper metrics that allow validating the solutions obtained. In a validation process, it is always

necessary a classification or regression model and a set, such as clustering, and, in a recommenda-

tion, makes it more difficult to obtain a methodology that allows us to validate a priori, allowing

to conduct an evaluation. This is due to the meaning of what is a good or acceptable solution can

be defined as incomplete as a result of the characteristics intrinsic to the problem itself [18].

2.1.2.1 Classification

Classification is used in problems where we want to distinguish between two or more classes. In

this context, it is possible to define what is a correct or incorrect classification of items that are

pre-classified in a validation data set. A confusion matrix is commonly used in evaluating the

performance of the model. A confusion matrix includes the counting of itens of the dataset that

belongs to each of the identified classes, organized in a matrix, where one of the dimensions (for

instance, rows) refers to predicted classes, and the other dimension (for instance, columns) refers

to true classes.
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The confusion matrix is represented in the figure 2.7. The numbers along the major diagonal

represent the correct decisions made, and the numbers of this diagonal represent the errors (the

confusion) between the various classes [16]. This figure also presents the equations of the most

commons metrics that can be calculated from the confusion matrix. These metrics include the

precision, accuracy, recall, ratio of false positives (fp rate), ratio of true positives (tp rate) and F

measure (calculated as the weighted harmonic mean of precision and recall)

Figure 2.7: Confusion matrix and common performance metrics calculated from it [16]

2.1.2.2 Regression

The regression problem consists in predicting a numerical, generally decimal, variable. As there

is always an error associated with the prediction of a numerical variable, it does not make sense to

use the correctness rate for validation, as it was the case in classification. In regression problems,

it is common to use the root mean square error (RMSE) and root absolute error (MAE) as metrics,

as defined in equations 2.1 and 2.2 [35, 49].

RMSE =

√
∑|user,poi(ActualRatingsuser,poi−PredictedRatingsuser,poi)|

n
(2.1)

Where:

n :number of elements in dataset

RMSE : root mean square error

poi : point of interest

MAE =
1

Nusers

Nusers

∑
user=1

(Actualratings(poiuser)−Predictedratings(poiuser)) (2.2)

Where:



2.1 Background 11

Nusers :number of elements in dataset

MAE : root absolute error

poi : point of interest

This errors measure allows evaluating how close the predictions obtained by the real model

are, using a set of validation data.

2.1.2.3 Cross Validation

Cross-validation is a validation technique that allows the comparison between several methodolo-

gies. It provides an estimate of the performance of each methodology, for any performance metric.

This technique consists of dividing the training dataset into k parts and iterating using k-1 parts

for training and 1 part to validate, being calculated the performance metric for each of these k

iterations, as shown in the figure 2.8. In the end, this performance metric for each of the k parts is

aggregated, using the average to measure the overall quality. In data where there is a time depen-

dency, caution must be taken not to use future information to validate with past data, k-folds must

be defined taking this restriction into account [55].

Figure 2.8: Dataset division in training set and testing set (figure adapted from [55])

2.1.3 Group Recommendations

Groups can be categorised as heterogeneous groups and homogeneous groups according to their

composition. Heterogeneous groups consist of members with different interests, whilst the ho-

mogeneous group consist of people with similar interests. The vast majority of the existing ap-

proaches for group recommender systems can be subdivided into :
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• Creating a group profile by aggregating the individual member profiles and recommending

items based in the group profile [31].

• Creating the personalised recommendations to the members of the group and then aggregat-

ing them into a single group recommendation [30].

Group recommender systems can also be categorised according to the types of groups to which

the system suggests. Groups can be predominantly of the three types based on the interactions

between the members of the group [4].

• Established Group: a group who decide to be a member of the group contingent on the

shared same interests[31].

• Occasional Group: a group who complete some activity occasionally collectively [19].

• Random Group: a group of people that experience a situation at a singular time without

any connection among them [11].

2.1.3.1 Group Modelling Strategies

The following strategies for calculating the group recommendation are some of the most used to

combined the individual preferences in a unique model that represents the group [9, 25]:

• Average — uses the average of the members of a group preference feedbacks for the group’s

preference feedback and then creates the group profile;

• Multiplicative Utilitarian — multiplicates individual ratings for each item to create the

group profile;

• Borda Count — every item receives some points, based on the place in the list of any user,

for example, the least favourite receives 0 points, the next one gets one more point than the

one before and if there are items in the same position, points are distributed;

• Copeland Rule — sort the items based on their Copeland Index, which is the number of

times in which an alternative surpasses the others, minus the number of times it succumbs;

• Plurality Voting — all user votes for their preferred choices. If more than one alternative

demands to be chosen, the items that got the most number of votes are chosen;

• Approval Voting — all the items a user likes receive a point and the group rating for a

specific item is the sum of the individual votes;

• Least Misery — the most lower rating denoted for an item by either of group members

creates the group rating. It’s mostly used to be certain that each member is pleased;

• Most Pleasure — the group rating is defined by the greatest rating represented for an item

by a group member;
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• Average without Misery — starts by aggregating feedbacks of preference from members

by using the Average strategy and next executes suggestions with the matrix factorization

method;

• Fairness — users can be advised an item they do not desire, taking into account that they

too get suggested an item they prefer;

• Most Respected Person — chooses the items based on the preferences of the most re-

spected person.

2.1.3.2 Individual Satisfaction

In the most simplistic satisfaction function, the impact of an item was taken to be its rating. Three

factors were found to improve satisfaction functions: inclusion of low ratings, normalization, and

a quadratic ratings, which makes the distinction between ratings of say 9 and 10 more important

than that between 5 and 6 [38]. In [39], authors studied several satisfaction functions, which

would determine the satisfaction of a user with a new item i after having seen a sequence items

of items, and the one that performed best is identified by equation 2.3 [38], where Sat(item) is the

satisfaction of item item for the user.

Sat(items+< i >) =
δ ×Sat(items)+ Impact(i,δ ×Sat(items))

1+δ
(2.3)

With the impact on satisfaction of new item i based on existing satisfaction s described as in

2.4.

Impact(i,s) = Impact(i)+(s− Impact(i))× ε, f or 0≤ ε ≤ 1 and 0≤ δ ≤ 1 (2.4)

The parameter δ expresses satisfaction declining over time ( with δ = 0 past times have no

influence and δ = 1 there is no reduction), and the parameter ε expresses the influence of the

user’s satisfaction after experiencing previous items on the impact of a new item [38].

2.1.3.3 Satisfaction in aggregation strategies

After predicting how satisfied each group member is after a sequence of items, it would be good

to utilize this model to refine using the group aggregation strategies. For example, the aggregation

method could seek to please the group’s user who is least satisfied with the sequence of items

chosen so far. The following strategies can be found in existing work:

• "Strongly Support Grumpiest strategy" selects the item which is most preferred by the

more unhappy member [38].
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• "Weakly Support Grumpiest strategy" picks the items that are very preferred by the more

unhappy member, for example, items with ratings of 8 and higher [38].

• "Weighted strategy" specifies weights to users according to their happiness and then uti-

lizes a weighted model of a conventional aggregation method [38].

2.2 Related Work

This section identifies relevant work about recommender systems, either in individual and group

recommendation.

2.2.1 Individual Recommender Systems

Lately, recommender systems has been extensively scrutinised in multiple application fields with

various methodologies to increase the performance efficiency of the recommendation production

method [49].

2.2.1.1 Collaborative filtering

The idea of collaborative filtering was first established by Goldberg et al. [22] to identify similar

users and nowadays it is a popularly utilised technique in recommender systems. Later, GroupLens

[32] utilized the collaborative filtering method to group the news articles automatically in Usenet.

Herlocker et al. [26] show the measuring factors to assess the quality of the rating prediction

mechanism of RS. One of the most important examples of collaborative filtering used in real-

world applications is Spotify [21], which uses this approach in its RS.

2.2.1.2 Content-based filtering

In this subsection, three examples of Content-based filtering RSs will be presented.

• Learning Intelligent Book Recommending Agent (LIBRA) is a content-based recom-

mender system that uses machine learning methodology to extract semi-structured text data

from the web, to make book recommendations [42].

• Content-Based Music Recommendation System (CBMRS) is an recommender system

that implements the concept of using not only the available data of the user’s preferences

but also dynamic data from the environment, to obtain music-related recommendations. The

method includes considering parameters such as user’s pulses and mood, the weather, tem-

perature and the user’s location and builds a model based on how these parameters influence

the user’s preferences in selecting music. By joining the content-based filtering techniques

applied for music recommendation and these parameters that are perceived to influence the

user’s selection of music this system tries to produce more accurate recommendations than

the traditional content-based methods [62].
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• Personalized Recommender System (PRES) is a content-based recommender system that

builds dynamic hyperlinks for a web site that includes a set of advises about DIY (do-it-

yourself) home renovation. The most significant characteristic of this type of information

is the fact that a specific problem is only appealing to a user for a short time. Once an

improvement has been conducted, the user will lose interest in that issue. Therefore, PRES

should train the user model to analyse unseen items onto a class relevant to the user or a

class irrelevant to the user [58].

2.2.1.3 Knowledge-based Systems

This subsection presents some work in the domain of Knowledge-based recommendations, includ-

ing Knowledge Graphs.

• Collaborative Knowledge base Embedding (CKE) is a recommendation framework used

to integrate collaborative filtering with items’ different semantic representations from the

knowledge base. Excluding the network structure information, it considers items’ textual

and visual content. (e.h., movie’s poster).There was designed three embedding compo-

nents to automatically extract items’ semantic representations from the knowledge base’s

structural content, visual content and textual content. After extracting, the items’ semantic

representations from the knowledge base is integrated into collaborative filtering resulting

in CKE [61].

• Neural Encoders Combined with Tensor Decompositions for Recommendations
(NECTR) is a Hybrid RS based on the combination of autoencoders and tensor factor-

izations. The basic concept is to build a graphical, multi-relational knowledge base, which

includes technical information regarding items as well as user-item interactions history [27].

• A Word2Vec model is proposed in [57], where the underlying idea of the algorithm is to

embed the entities and relationships of the knowledge graph into a low-dimensional vec-

tor space. Afterwards, transform the entities and the relations into vector representations.

Therefore, the similar entities in the Knowledge Graph are also similar representations in

the vector space, which means that semantic similar entities are also similar in vector space.

• Kazienko et al. [29] use a multi-layered graph to represent the information necessary to

compute recommendations. Each information type is represented on a separate layer, where

each layer contains a graph representing homogeneous information [24].

2.2.1.4 Trust-aware Systems

Since the collaborative filtering based RS have data sparsity problems and is exposed to malevolent

attacks [12, 56], combining trust information helps to overcome these problems. This is because

people used to get items recommended by family members, friends and co-workers whom they

consider their opinions the most. Some approaches like trusted k-nearest neighbours or several
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metrics to alleviate rating sparsity were developed to try to fix the problems previously identified

[34, 36].

2.2.1.5 Swarm intelligent algorithms in recommender systems

As a result of the deficiency of the traditional clustering algorithm to achieve optimal results on

considerable-sized applications, several investigators have included swarm intelligence algorithms

in multiple RSs for user clustering. These algorithms derive from the characteristics of biological

systems to present a greater convergence standard [49]. Generally, every clustering algorithm has

its weaknesses and consequently combining outcomes of hybrid clustering algorithms assist to

produce more promising outcomes [13, 59].

2.2.1.6 Travel recommender system

Travel Recommender system by using swarm intelligence for user clustering algorithms and gener-

ating customized recommendations have increased meaningful attention from many investigators

[47, 8, 20]. The main purpose of the travel recommender system is to answer people’ require-

ments. Several variables like user preference, weather, interest, travel costs, time of the day and

companion are acknowledged as some restrictions for making suggestions. Regarding the target

users’ demands, the important characteristics of the travel recommender system are aligned to

produce the appropriate points of interests [49].

2.2.1.7 Co-training method

One of the most daunting issues of each recommender system is to take care of the rating sparsity

and cold start. In recent times, some investigators have used co-training in the RS to supplement

their data, by having two conditionally independent views of the data and it implies that every

example is defined using two different feature sets that present distinct and complementary infor-

mation regarding the situation [3, 49].

Table 2.1 summarizes the individual recommender systems previously described, enumerating

the methodologies used and the domain of application.
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Recommender System Methodologies Domain
Collaborative Filtering for Usenet News [32] Collaborative Filtering News

LIBRA [42] Content-base Filtering Books

CBMRS [62] Content-base Filtering Music

PRES [58] Content-base Filtering "DIY"

CKE [61] Knowledge-based Movies and Books

NECTR [27] Knowledge-based Industrial

[57] Knowledge-based Web Search
Table 2.1: Overview of Recommender Systems.

2.2.2 Group Recommender Systems

The scenarios provided below differ in various dimensions, including individual preferences are

known versus developed over time, recommended items are experienced by the group versus pre-

sented as options, the group is passive versus active and recommending a single item versus a

sequence.

2.2.2.1 Based on aggregation models

In this section, the scenarios underlying some of the best-known group recommender systems are

presented, as well as some of the more recent ones:

• POLYLENS [44] is a group recommender extension of MOVIELENS, which recommends

movies considering the individual ratings and social media filtering. POLYLENS makes

it possible for users to form groups and ask for group recommendations. This RS utilizes

the Least Misery Strategy, taking in consideration that it is usually a small group of people

that watch a movie together, taking advantage of the fact that in small groups, the overall

happiness will be as great as the happiness of the least happy person.

• Collaborative Advisory Travel System (CATS) [41] helps users to decide on a joint hol-

iday. Users discuss holiday packages and critique their features. Regarding those reviews,

the system suggests other holidays. The individual members’ critiques results in a group

preference model and other holidays are recommended based on this model. This system

uses the strategy Average Without Misery in some aspects of the algorithm.

• MUSICFX [40] chooses a radio station for background music in a fitness center to satisfy

a group of people working out at a given time. This system utilizes a slightly modified

version of the Average Without Misery. In a normal approach to this strategy, the average

of the ratings is taken, but only for those radio stations with individual ratings all above a

specific threshold. In this case, to prevent starvation and regularly choosing the same radio

station, a weighted random selection is generated from the top stations of the list.



18 Literature Review

• INTRIGUE [1] recommends sites to visit for tourist groups considering characteristics of

subgroups among that group. A weighted form of the Average strategy is used to perform

the aggregation strategy. Depending on the number of members in the subgroup and the

subgroup’s relevance (children and disables are given a higher relevance) certain weights

are attributed to the average individual preferences.

• LGM [53] applies the MOVIELENS Dataset and uses the Average strategy, taking the av-

erage of all preferences of users and produces top-k recommendations.

• [37] shows, Multiplicative strategy performed best, because it was the only strategy for

which all members believed its sequence would keep all members of the group satisfied

(TV programs domain).

• INTELLIREQ [17] assists groups in selecting which software requirements to implement.

Members can discuss recommendations for group decisions considering the already defined

user preferences. It uses the Plurality Voting strategy.

• jMusicGroupRecommender [10] produces group recommendations by combining the rec-

ommendations of individual users, aggregating individual user rating, and subsequently

forming the group preference.

2.2.2.2 Based on Negotiation Techniques

In the [60], a multi-agent approach is proposed using negotiation techniques for group recommen-

dation. In this strategy, multilateral monotonic concession protocol (MCP)[15] is used to combine

individual recommendations into a group recommendation, since it closely mirrors how human

negotiation seems to function. The results obtained in this approach indicate that using this ne-

gotiation protocol, users in the groups were more evenly satisfied than with traditional ranking

aggregation approaches. Nevertheless, the experimental study involved some threats to validity,

being one of the most important not considering relationships (e.g., friendship) between users [60].

Table 2.2 summarizes the group recommender systems previously described, enumerating the

group strategy used and the domain of application.
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Recommender System Group Strategy Domain
POLYLENS [44] Least Misery Movies

CATS [41] Average Without Misery Holidays

MUSICFX [40] Average Without Misery Music

INTRIGUE [1] Average Tourism

LGM [53] Average Movies

[37] Multiplicative TV programs

INTELLIREQ [17] Plurality Voting Software

jMusicGroupRecommender [10]
Multiplicative, Approval voting,

Least Misery, Fairness Music
Table 2.2: Overview of Group Recommender Systems.
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Chapter 3

Problem Statement

This section contains information about the problem to be addressed, the group recommendations,

showing its relevance and how can be efficiently built. It also discusses the proposed solution and

describes and presents some statistics about the dataset used.

3.1 Description

Recommender systems are based on algorithms that suggest items relevant to users, items like

movies to watch, texts to read, products to buy or anything else, depending on the application

domain. A recommender system can help people to decide between available items, when they do

not have sufficient personal experience, in two ways: either to suggest items to users, or to provide

users with information to help them decide which items will be most to their liking. Recommender

systems (RSs) are fundamental to providers in some sectors, as they can generate a huge amount

of revenue, when they are efficient, or also a way to stand out significantly from competitors. The

example of Netflix is great evidence of the importance of RSs, which a few years ago organized

a million-dollar prize challenge (the “Netflix award”), in which the objective was to produce a

recommender system that performed better than its own algorithm.

Bad recommendations can lead to undesirable consequences, such as unnecessary use of re-

sources, possible loss of customers, lack of precision due to data problems, and possibility for

providers (of items or services) to take advantage of the recommender system if they discover the

metrics used by the algorithm. Although there are already good RSs for individual users (with

many different approaches), the same is not true for a group of users, especially related to tourism,

where the main focus is concentrated in the entertainment business. This aspect of recommenda-

tion has been very relevant recently, because in a world with more and more interaction between

people, through social networks, making recommendations for groups of users has become a gen-

eral need.

21
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3.2 Proposed Solution

This dissertation aims to explore different approaches of making individual and group recommen-

dations, in the tourism domain. In the analysing stage of the tourism platforms, the multiple data

made available by its public APIs or datasets was examined. This made it possible to identify

which data are available in each of the platforms and select the data do be used as well as the

relevant attributes for the recommender system. The data collected from available datasets must

be stored efficiently to allow quick access by the recommendation algorithms. For this purpose, a

relational database and a graph database will be created.

A traditional recommender system and a knowledge-based recommender system will imple-

mented and described in Section 4. Both of the systems use content-based algorithms. The tra-

ditional content-based builds a user profile and Item Profile from user rated content to predict

ratings. The Knowledge-based focus on analysing the description of the content, in which it is

used to determine the similarity between items. Next, it uses the most similar items to a user’s

already-rated items to build recommendations. Both of these methods will produce group recom-

mendations for a random group, an established group and a friends’ group, using the following

aggregation methods: average, least misery, multiplicative, average without misery and most plea-

sure. To assess the individual satisfaction of each user about a group recommendation, a specific

metric is used, which will be also presented in Section 4.4 . With this information, the group’s

average satisfaction and its standard deviation will be determined for the five different aggregation

techniques.

3.3 Dataset

This scenario used in this dissertation refers to a recommender system linked to tourism, using a

Yelp1 dataset, which contains reviews from users about tourist commercial establishments, such as

restaurants, recreation spaces, car parks, public parks, etc. The used dataset is a Yelp subset con-

taining data about some users, business and reviews data for academic, educational or personal use.

The dataset is 5.79 gigabytes uncompressed in json format (6 json files, including business.json,

check-in.json, photos.json, review.json, tip.json and user.json). Table 3.1 shows some statistics

concerning the dataset. It is important that the dataset to be used is large scale and diversified

enough to arrive at a realistic final result.

1https://www.yelp.com/dataset
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Yelp Dataset

#User 1,637,138

#Business 192,609

#Review 6,684,900

#CheckIn 161,950

#Tip 1,223,094

#Photo 200,000
Table 3.1: Detailed statistics of the Yelp Dataset.

For this project, only data related to user, business and review information will be used by the

recommender system.

The user information includes the following:

• user_id, user identifier

• name, user name

• review_count, which is the number of reviews made by the user

• friends, relationship between to users

• average _stars, average rating of all the reviews

The business information includes the following:

• business_id, business identifier

• name, business name

• stars, star rating

• categories, characteristics that define the business

• review_count, number of reviews made about the business

The review information includes the following:

• review_id, review identifier

• business_id, business identifier

• user_id, user identififer

• stars, star rating

• date, review date

Figures 3.1, 3.2, 3.3 and 3.4 show some statistics about the dataset, namely the average, stan-

dard deviation, median, mode and a box-plot chart concerning the number of reviews per user,

the number of categories per Business, the number of reviews per business and the number of

Businesses per Category, respectively.

The major problem about this dataset is the fact that is 99.998 % sparse. Considering this

percentage value, it will not be possible to validate the recommender system on individual recom-

mendations. It is also possible to verify the impossibility of validating the RS through figure 3.1,

which shows that at least 50% of the dataset is composed of users who only made one review.
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Figure 3.1: Detailed statistics concerning the number of Reviews per
User

Figure 3.2: Detailed statistics concerning the number of Categories per
Business
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Figure 3.3: Detailed statistics concerning the number of Reviews per
Business

Figure 3.4: Detailed statistics concerning the number of Businesses per
Category
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Chapter 4

Recommender System - Implementation

In this dissertation, two recommender systems were created, a more traditional one that imple-

ments a content-based approach, and other that uses a Knowledge-based methodology. In both

systems, group recommendations are produced utilising the same aggregation strategies. This

chapter describes the implementation of both recommender systems and the formulation of group

recommendations.

4.1 Content-based Recommender system

A content-based approach was chosen to implement a first recommender system, illustrating a

more traditional view of this kind of systems. This technique takes advantage of the categories

from the items the user has interacted in the interest of recommending similar items. It only de-

pends on the user previous interactions, resulting in not having to deal with the cold start problem.

To build user profiles and item profiles, it is common to use the items’ categories. In this method

contents of the items are previously ranked based on the user’s preference, while the type of an

item is an implied characteristic that it will be utilised to produce the Item Profile. Then, the item

rating is predicted by applying both profiles and a recommendation will be presented. An illus-

tration of this approach can be seen in Figure 4.1. The following sections will better detail the

implementation.

4.1.1 Data Representation

In order to facilitate access to the data in the dataset, a relational database was created, with the

structure defined in the Unified Modeling Language (UML) class diagram ( see Figure 4.2).Three

classes, an association class and a friendship relationship were defined. The "User" class has the

attributes user_id, name and review_count. The "Business" class holds business_id, name, stars

(rating), categories and review_count. The "Category" Class has a relationship with the business

27
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Figure 4.1: Content-based Approach.

class named "IsDefinedBy". Every Category is represented by its id and name. The association

class Review contains the following atributes : review_id, business_id, user_id, stars and date.

Figure 4.2: Database UML

4.1.2 Item Profile

The Item Profile is a matrix that relates the characteristics to the items (Businesses)1. Therefore,

a matrix, as illustrated in Table 4.1, is produced. Each cell of the table represents the relationship

between category and business. Treating all businesses as having unit weight, a binary represen-

tation is utilised, so a normalization is performed as defined in Equation 4.1, by dividing the term

occurrence with the square root of the total categories in the Business.

1From now on, Business and Item are used as synonyms
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Category 1 Category 2 Category 3 Category 4 Category 5

Business 1 0.0 0.0 1.0 0.0 0.0

Business 2 0.707 0.0 0.707 0.0 0.0

Business 3 0.5 0.0 0.5 0.5 0.5

Business 4 0.577 0.577 0.0 0.577 0.0

Business 5 0.0 0.0 0.707 0.0 0.707
Table 4.1: An example of a Item Profile matrix.

Normalization(t, i) =
Number of t occurrence√

Total Number of i’s categories
(4.1)

where t is a category and i is an item.

4.1.3 User profile

To calculate the User Profile, the user’s preferences are fundamental. Thus, it is necessary to

structure the relationship between the user and the item through a matrix that contains the reviews

given by the user to an item, named Rating matrix. Most of this matrix will not be filled, due

to data sparsity, replacing the a null value with NaN2, to facilitate the calculations. An example

of a possible rating matrix is shown in table 4.2. The User Profile, which allows to see which

categories the user prefers, is built through the Rating matrix product with the Item Profile matrix,

as shown in table 4.3. The items’ categories that the user has not shown interest are represented

with the value zero.

User 1 User 2 User 3 User 4 User 5
Business 1 4 NaN NaN NaN 1
Business 2 NaN NaN NaN 2 NaN
Business 3 4 3 NaN NaN NaN
Business 4 1 NaN NaN NaN 5
Business 5 NaN NaN 2 NaN NaN

Table 4.2: An example of a Rating matrix.

4.1.4 Prediction

In order to help create a recommendation, Inverse Document Frequency (IDF) was used to deter-

mine the relative importance of a category. It benefits in producing a higher rating to rare terms

in the items’ categories. The IDF is calculated by taking the logarithmic of the inverse of the

2Not a Number
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category frequency within items, as shown in Equation 4.2.

IDF(t) = log10(
Total Number of items

Number of items containing category t
) (4.2)

Then, the weighted ratings of each item are utilised again for a dot product with the user profile,

resulting in the probability that a user will like the interaction with a specific item, considering the

higher the predicted value, the more likely the user is to like it. An example of the predicted results,

using the previous examples of item profile, user profile, rating matrix and weighted ratings can

be seen in table 4.5.

4.1.5 Recommendation

Finally, to produce a recommendation, the system creates a table containing all the predicted

ratings, without the items already reviewed, so the user does not get suggested an item that has

already interacted. This table is sorted in decreasing order and the top-10 businesses generate the

recommendation, as shown in Table 4.6.

4.1.6 User with no History

This approach has the problem that when a new user appears, that user does not have a previous

interaction with any item, so it is not possible to create the rating and user profile matrices as

defined previously. Also, the recommendation will not take place as described in last section. In

this case, the system will recommend the 10 items with the best ratings, taking into account that

these items have at least 100 reviews made by other users.

4.1.7 Advantages and Drawbacks

One of the main advantages of this approach is the user independence, which means that it is

sufficient to study the user profile and the items in order to make a suggestion. In a collaborative

filtering approach, information about other users’ rating is needed, in order to find the similar-

ity between them and then create a recommendation. Transparency is another advantage of the

content-based approach because it can tell the user why did it recommend certain items based on

their attributes, as oppose to collaborative filtering that creates recommendations to an user due to

some unknown users with the same taste. Not having a cold start problem is also good, for the

reason that new items can be recommended before being given a rating by a large number of users.

Regarding the drawbacks of this approach, limited content is an important one. If the content

does not hold enough information to differentiate the items correctly, the recommendation will

be not accurately in the outcome. Another obstacle is the fact that this technique might over-

specialize, in other words, a limited degree of innovation is provided since it has to correspond

the characteristics of the profile and the items. A completely perfect content-based method may

recommend nothing surprisingly to the user. Despite not having a cold start problem, if a new user
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Category 1 Category 2 Category 3 Category 4 Category 5
User 1 2.577 0.577 6.0 2.577 2
User 2 1.5 0.0 1.5 1.5 1.5
User 3 0.0 0.0 1.414 0.0 1.414
User 4 1.414 0.0 1.414 0.0 0.0
User 5 2.885 2.885 1 2.885 0.0

Table 4.3: An example of a User Profile matrix, calculated with the
values used in Item Profile 4.1 and Rating matrix 4.2.

Category 1 Category 2 Category 3 Category 4 Category 5
IDF 0.22184 0.69898 0.09691 0.39794 0.39794

Table 4.4: An example of IDF vector, based on the data from the previous tables.

User 1 User 2 User 3 User 4 User 5
Business 1 0.5814 0.1453 0.1370 0.1370 0.0969
Business 2 0.8152 0.3380 0.0968 0.3186 0.5210
Business 3 1.4872 0.8359 0.3498 0.2253 0.9425
Business 4 1.1542 0.5364 0.0 0.1810 2.1952
Business 5 0.9737 0.5247 0.4947 0.0968 0.0685

Table 4.5: An example of the matrix of Predicted values

User 1
Business 1 1.4872
Business 2 1.1542
Business 4 0.9757
Business 6 0.9737
Business 7 0.8201
Business 8 0.6039
Business 10 0.5972
Business 3 0.3624
Business 4 0.1392
Business 5 0.0459

Table 4.6: An example of top-10 businesses recommendations to a
user, by content-based RS
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is introduced in the system, there will not be enough information to produce a trustworthy profile

for a user and, consequently, the suggestion can not be provided accurately.

4.2 Knowledge-based Recommender system

The Knowledge-based recommender system implemented here also includes a content-based ap-

proach, but it exhibits some differences from the system described in previous section. The main

focus of this knowledge-based technique is to recommend anything similar to an item the user

liked previously. This approach has some similarities with the item-based collaborative filtering,

in which are identified other users who like and dislike the same items, then are identified the

items that have already been rated by those users but not by the current user, being these the rec-

ommended items. The knowledge-based system here described first finds the similarity between

all pairs of items (model-based stage), then it utilises the most similar items to a user’s already-

rated items to produce the recommendations. An illustration of this approach can be seen in Figure

4.3. The following sections will better detail the implementation.

Figure 4.3: Knowledge-based Approach. Adapted from [43]

4.2.1 Data Representation

For this approach, it was necessary to create a knowledge graph representation of the data and,

subsequently, build a graph database. The database schema can be seen in Figure 4.4, and it con-

sists of three node types and three relationships. The node entities are named "User", "Business"

and "Category". The "User" node includes the attributes user_id, name and review_count. The

"Business" node contains business_id, name, stars (rating), categories and review_count. The

"Category" node includes its id and name. The relationships "Friend" and "Is_Defined_By" con-

nect a user to another user and a business to a category, respectively. The other relationship links a

user to a business and is called "Review", containing as attributes review_id, business_id, user_id,

stars and date.
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Figure 4.4: Graph Database Schema

4.2.2 Similarity

The first stage of this approach is to calculate the similarity between the items. To determine

similarity, several well-known algorithms can be used, like Jaccard Similarity, Cosine Similarity

or Pearson Similarity, and they usually produce similar results [33]. In this case, the Jaccard

Similarity algorithm was used and computed using equation 4.3. The Jaccard similarity between

two sets is defined as the size of the intersection divided by the size of the union of two sets [33].

Similarity values range between 0 and 1, with 0 denoting not similar nodes and 1 meaning very

similar nodes.

J(A,B) =
|A∩B|
|A∪B|

=
|A∩B|

|A|+ |B|− |A∪B|
(4.3)

where A and B are items, considering A 6= B.

In order not to have to calculate similarity each time a recommendation is presented, a new

relationship called "Similar" was created. This can only be done because the initial data will never

change whenever a recommendation of an item is given to a user. The "Similar" relationship

makes the connection between two "Business" nodes and contains as an attribute the similarity

value. This new schema is shown in Figure 4.5.

4.2.3 Recommendation

Once the similarity calculations are concluded, a recommendation can be performed. For this to

happen, all the reviews that a specific user made, and the businesses that the user has interacted

before, are collected. Then, the similarity between the business interacted and the non reviewed

is multiplied by the users’ review, resulting in the predicted rating a user would give to the new

item. Businesses already reviewed are not considered during the prediction stage, improving the
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Figure 4.5: Graph with similarity relationship.

algorithm performance and time. Lastly, to produce a recommendation, the system creates a table

containing all the predicted ratings, without the items already reviewed. This table is sorted in

decreasing order and the top-10 businesses produce the recommendation, as displayed in table

4.7.

User 1
Business 6 4.33
Business 2 4.0
Business 9 3.33
Business 4 2.66
Business 1 2.33
Business 3 2.33
Business 8 1.77
Business 10 0.77
Business 7 0.57
Business 5 0.33

Table 4.7: An example of top-10 businesses recommendations to a
user, by Knowledge-based approach.

4.2.4 Advantages and Drawbacks

Avoiding the "new item problem" is one of the main advantages regarding this approach, because,

unlike collaborative filtering, if the items have enough characteristics, the system will not need any

other information to create a good recommendation. The many possible ways to represent content,

like text processing techniques, usage of semantic information, etc, are another advantage of this

strategy. As in the traditional content-based approach presented in previous section, transparency

is also a benefit of this method, because it creates recommendations based on the same content

that a user previously had in an interaction that was appreciated.

The main drawback of this approach is the over-specialization, with a propensity of producing

a "filter bubble". "Filter bubble" is a circumstance in which a person only listens or sees the

information that confirms what the person already believes and likes [5].
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4.3 Group Recommendation

In this section, the implementation that aims to study the group recommendations is presented.

This extra implementation made to the recommender system is used in both approaches described

in previous sections, namely the content-based and knowledge-based RS. It was developed taking

into account the types of groups and rating aggregation strategies. The recommendations are

primarily calculated for every user independently and next aggregated into a recommendation list

for the group by aggregation strategies.

4.3.1 Group Types

Group recommendations are made for three types of groups, based on the interaction between

members. All computations made from this part of the implementation will be made only using

the individual predicted ratings of each group member, select based on the group type. These types

of groups are as follows:

• Random group is a group of people selected at random and who has not previously had

interactions with the other members of the group.

• Friends Group is a group of people who have a friendly relationship between them. This

relationship is present in both databases.

• Content Group is a group of people with at least one common interest. For this to happen,

the list of users is descendingly ordered by the value of a specific feature of each user

profile, for example, the users that have shown great reviews to businesses with the category

"Nightlife".

4.3.2 Group Modeling Strategies

Group Modeling strategies are used after each member recommendations are calculated separately.

The use of these strategies contributes to building a list of recommendations to a group. There were

implemented 5 group modelling strategies:

• Average, this strategy uses the average of the predicted ratings from every user.

• Multiplicative, this strategy multiplies the predicted ratings from each member.

• Most Pleasure, is defined as the highest predicted ratings of all users.

• Average Without Misery, this strategy approach is similar to the Average strategy, with the

exception that it excludes individual predicted ratings below a certain threshold, in this case,

ratings inferior to 2.

• Least Misery, this strategy takes the minimum of individual predicted ratings.
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The value obtained by this calculation, here named groupValue, will be used by the group recom-

mendation module to produce a recommendation for the group. Obtained values for this group-

Value, using different strategies, are presented in Table 4.9, which uses predicted ratings from all

group members about an item named "Business 1" from Table 4.8.

Business 1
User 1 1
User 2 1
User 3 4
User 4 5
User 5 3

Table 4.8: An example of predicted ratings from all the group members
about an item

Average Multiplicative
Least

Misery
Average Without

Misery
Most Pleasure

2.8 60 0 4 5
Table 4.9: groupValues for different strategies, using predicted ratings

from Table 4.8

4.3.3 Recommendation

Once the group modelling calculations are concluded, a recommendation can be presented. Busi-

nesses already reviewed by any of the group members are not considered for the final recommen-

dation list. Lastly, to produce a recommendation, the system creates 5 tables containing all the

predicted group ratings for each group modelling strategy. This table is sorted in decreasing order

and the top-10 businesses produce the recommendation.

4.4 Validation

The validation of the performance of the group recommendations is performed through the satis-

faction of the group. The satisfaction of the group is measured through the average satisfaction of

each group member, as defined in 4.5. Individual satisfaction results in the average of the posi-

tion of each item of the group recommendation in the user list of individual recommendations. In

Figure 4.6 it is possible to see the positions of the items "Business 1" and "Business 9"on the user

individual list of recommendations, which are 4 and 9, respectively. The sum of all the positions,

in the individual list of recommendation, of the businesses recommended to the group is divided

by the total number of group recommendations, which is always 10, resulting in the individual

satisfaction, as defined in 4.4. The higher the value of S, the lower the efficiency of the algorithm.

Thus, the higher the SG value will also mean less efficiency of the algorithm.
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Figure 4.6: An example of Individual Satisfaction calculation, using
the Most Pleasure strategy.

S(u) =
∑

Ni
i=1 Posgroup,individual(i)

Ni
(4.4)

Where:

S : individual satisfaction

u : user

Posgroup,individual(i) : position of item i, presented in group recommendations, in the set of

individual recommendations

Ni : total number of items recommended, which is always 10

SG =
∑

Nu
u=1 S(u)

Nu
(4.5)

Where:

SG : satisfaction of the group

u : user

S(u) : individual satisfaction of user u

Nu : total number of group members
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Chapter 5

Tests and Results

In order to better study the efficiency of the two approaches of recommender systems and aggre-

gation modelling strategies, some experiments were conducted. In all the experiments, it was used

the Yelp Dataset, containing 1,637,138 users, 192,609 businesses and 6,684,900 reviews. For both

approaches, it was observed how efficiency varies according to different group sizes (5 and 10),

different group types (Random, Friends and Content) and different aggregation modelling strate-

gies, namely Average, Average without Misery, Most Pleasure, Multiplicative and Least Misery.

For every different combination of characteristics of the experience, three random tests were made

to ensure a better understanding of the efficiency variation. Efficiency is measured by the satisfac-

tion of the group (SG, see equation 4.5), and the higher the SG value is means less efficiency of

the RS. Each test made shows the SG and the STDEV of every aggregation modelling strategy.

5.1 Scenario 1: Random Group

In this scenario, experiments were performed with groups of the random type, using different

group sizes, different aggregation modelling strategies and both algorithmic approaches. Fig-

ures 5.1 and 5.2 shows the group satisfaction average of the 3 experiments, in the content-based

approach, for different aggregations modelling procedures for 5 and 10 group members, respec-

tively. Tables 5.1 and 5.2 display the data used in these figures, respectively. The Average, the

Least Misery and the Multiplicative are the AMSs more efficient for the different group sizes,

while the Average without Misery and the Most Pleasure are less effective. Looking at the SG and

STDEV of each test, it is observable that, in the Multiplicative and the Average AMSs, individual

satisfaction of the members is more disparate than in the rest of the AGS studied.

39
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Figure 5.1: Graph showing SG (equation 4.5) variation and its STDEV,
using the average values of three experiments, for each aggregation
modelling strategy and each approach, using a Random group of 5

members and the Content-based approach

Test 1 :
5 members +

Random group

Test 2 :
5 members +

Random group

Test 3 :
5 members +

Random group

SG 3641.2 6793.42 4605.5
Average

STDEV 5763.42 7133.96 6938.34

SG 12138.02 10815.27 12174.06Average
Without Misery STDEV 6811.72 6263.43 7059.71

SG 4850 5334.8 3781.22
Least Misery

STDEV 1889.03 2648.54 2188.63

SG 12192.08 8306.76 11175.53
Most Pleasure

STDEV 6798.04 4231.68 5720.44

SG 2764.46 5081.42 3683.46

C
on

te
nt

-b
as

ed

Multiplicative
STDEV 5037.88 5886.01 6369.37

Table 5.1: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Random group of 5 members and the Content-based approach (data used in
Figure 5.1)
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Figure 5.2: Graph showing SG (equation 4.5) variation and its STDEV,
using the average values of three experiments, for each aggregation
modelling strategy and each approach, using a Random group of 10

members and the Content-based approach

Test 1 :
10 members +
Random group

Test 2 :
10 members +
Random group

Test 3 :
10 members +
Random group

SG 1473.29 5783.95 4283.47
Average

STDEV 1774.95 5244.19 3616.1

SG 5538.94 15426.14 14218.08Average
Without Misery STDEV 1503.75 5106.1 5141.62

SG 1717.11 5553.62 5544.45
Least Misery

STDEV 1877.29 1673.36 1538.23

SG 4390.92 13668.72 10589.88
Most Pleasure

STDEV 2097.79 6144.42 3235.32

SG 1402.01 4145.28 3615.41

C
on

te
nt

-b
as

ed

Multiplicative
STDEV 1711.37 5796.55 3626.29

Table 5.2: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Random group of 10 members and the Content-based approach (data used in
Figure 5.2)

Figures 5.3 and 5.4 present the group satisfaction average of the 3 tests, in the knowledge-

based approach, for different aggregations modelling procedures and for 5 and 10 group members,
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respectively. Tables 5.3 and 5.4 present the data utilised in these figures, respectively. The Mul-

tiplicative AMS seems to perform somewhat better than the rest, except for Test 3 in Table 5.4.

Taking into account that SG values are similar to STDEV throughout the tests, it is also possible

to conclude that the individual satisfaction of the members is dispersed.
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Figure 5.3: Graph showing SG (equation 4.5) variation and its STDEV,
using the average values of three experiments, for each aggregation
modelling strategy and each approach, using a Random group of 5

members and the Knowledge-based approach
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Figure 5.4: Graph showing SG (equation 4.5) variation and its STDEV,
using the average values of three experiments, for each aggregation
modelling strategy and each approach, using a Random group of 10

members and the Knowledge-based approach

Test 1 :
5 members +

Random group

Test 2 :
5 members +

Random group

Test 3 :
5 members +

Random group

SG 184.3 255.1 127.32
Average

STDEV 174.74 287.19 67.34

SG 184.3 189.94 150.16Average
Without Misery STDEV 174.74 169.05 127.03

SG 181.14 199.42 144.04
Least Misery

STDEV 98.57 186.86 117.29

SG 179.74 193.46 129.64
Most Pleasure

STDEV 158.47 171.95 72.43

SG 165.1 166.24 87.1

K
no

w
le

dg
e-

ba
se

d

Multiplicative
STDEV 211.01 140.87 54.46

Table 5.3: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Random group of 5 members and the Knowlegde-based approach (data used in
Figure 5.3)
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Test 1 :
10 members +
Random Group

Test 2 :
10 members +
Random Group

Test 3 :
10 members +
Random Group

SG 275.09 260.67 921.92
Average

STDEV 285.29 247.11 1266.24

SG 256.71 282.77 1032.84Average
Without Misery STDEV 229.06 318.03 1615.55

SG 248.96 263.98 931.93
Least Misery

STDEV 223.5 252.44 1225.53

SG 266.29 243.34 926.77
Most Pleasure

STDEV 254.39 212.422 1294.78

SG 152 152 788.76

K
no

w
le

dg
e-

ba
se

d

Multiplicative
STDEV 157.56 157.56 1606.52

Table 5.4: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Random group of 10 members and the Knowledge-based approach (data used
in Figure 5.4)

Regarding the impact of the number of group members on the value of group satisfaction, in

the content-based approach, it is not significant, while, in the Knowledge-based, it seems to result

in a small decrease of efficiency.

5.2 Scenario 2: Friends Group

In this situation, tests were made with groups of friends, using diverse group sizes, different aggre-

gation modelling strategies and both algorithmic approaches. Figures 5.5 and 5.6 include graphs

that present the group satisfaction average of the 3 experiments, in the content-based approach, for

AMSs for 5 and 10 group members, respectively. Tables 5.5 and 5.6 display the data used in these

figures, respectively. Concerning AMSs, the Average, the Multiplicative and the Least Misery

perform better for the many group sizes, while the Average without Misery and the Most Pleasure

are less efficient. Focusing on the SG and STDEV of each test, it is visible that, in the Average

and the Multiplicative AMSs, individual satisfaction of the group members is more spread than in

the rest of the AGS analysed.
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Figure 5.5: Graph showing SG (equation 4.5) variation and its STDEV,
using the average values of three experiments, for each aggregation
modelling strategy and each approach, using a Friends group of 5

members and the Content-based approach

Test 1 :
5 members +
Friends group

Test 2 :
5 members +
Friends group

Test 3 :
5 members +
Friends group

SG 27900.6 38283.38 21630.7
Average

STDEV 46117 49801.5 33037.96

SG 104683.48 124828.2 116258Average
Without Misery STDEV 58878.24 70679.98 66015.12

SG 27358.28 53135.04 14687.69
Least Misery

STDEV 20373.52 38334.21 13090.72

SG 81303.3 98851.84 110955.9
Most Pleasure

STDEV 73500.82 36486.49 63482.77

SG 17956.86 30185.32 24361

C
on

te
nt

-b
as

ed

Multiplicative
STDEV 26011.19 46450.13 21287.33

Table 5.5: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Friends group of 5 members and the Content-based approach (data used in
Figure 5.5)
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Figure 5.6: Graph showing SG (equation 4.5) variation and its STDEV,
using the average values of three experiments, for each aggregation
modelling strategy and each approach, using a Friends group of 10

members and the Content-based approach

Test 1 :
10 members +
Friends group

Test 2 :
10 members +
Friends group

Test 3 :
10 members +
Friends group

SG 26731.59 14788.13 8724.58
Average

STDEV 37185.22 16040.86 14314.78

SG 120532.12 139012.78 132197.66Average
Without Misery STDEV 42815.07 51743.07 49830.69

SG 41304.08 29572.8 33451.26
Least Misery

STDEV 16962.13 20154.11 22251.06

SG 43253.61 95707.34 73123.93
Most Pleasure

STDEV 28821.66 36482.61 45673.76

SG 22779.88 11875.92 4244.08

C
on
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nt

-b
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ed

Multiplicative
STDEV 37051.96 7166.62 3612.48

Table 5.6: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Friends group of 10 members and the Content-based approach (data used in
Figure 5.6)

Figures 5.7 and 5.8 display the group satisfaction average of the 3 experiments, in the knowledge-

based method, for different aggregations modelling procedures and for 5 and 10 group members,
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respectively. Tables 5.7 and 5.8 present the data used in these figures, respectively. The Mul-

tiplicative AMS seems to perform somewhat better than the rest, except for Test 2 in table 5.7.

Regarding the values of STDEV, it is not possible to conclude anything about the individual satis-

faction of the group members, because in half of the tests it has a low value and in the other half it

has a high rate.
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Figure 5.7: Graph showing SG (equation 4.5) variation and its STDEV,
using the average values of three experiments, for each aggregation
modelling strategy and each approach, using a Friends group of 5

members and the Knowledge-based approach
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Test 1 :
5 members +
Friends group

Test 2 :
5 members +
Friends group

Test 3 :
5 members +
Friends group

SG 640.06 119.7 248.95
Average

STDEV 1119.19 98.37 324.08

SG 655.12 111.52 237.96Average
Without Misery STDEV 1152.67 95.69 326.7

SG 698.24 105.74 260.16
Least Misery

STDEV 1248.6 91.06 323.8

SG 517.1 119.67 263.24
Most Pleasure

STDEV 846.4 95.87 363.17

SG 871.43 78.58 83.68

K
no

w
le

dg
e-
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se

d

Multiplicative
STDEV 1707.71 96.98 51.35

Table 5.7: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Friends group of 5 members and the Knowledge-based approach (data used in
Figure 5.7)

0

100

200

300

400

500

Average Average without 
Misery

Least Misery Most Pleasure Multiplicative

AVG SG AVG STDEV

Knowledge-based Approach with a Friends group of 10 
members

Figure 5.8: Graph showing SG (equation 4.5) variation and its STDEV,
using the average values of three experiments, for each aggregation
modelling strategy and each approach, using a Friends group of 10

members and the Knowledge-based approach
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Test 1 :
10 members +
Friends group

Test 2 :
10 members +
Friends group

Test 3 :
10 members +
Friends group

SG 168.75 169.76 913.23
Average

STDEV 104.07 98.73 878.1

SG 166.46 165.81 970.69Average
Without Misery STDEV 95.35 94.25 1069.52

SG 172.49 169.15 939.79
Least Misery

STDEV 106.05 97.98 1014.19

SG 168.55 160.87 937.31
Most Pleasure

STDEV 97.62 84.72 1010.78

SG 135.7 135.7 789.21

K
no

w
le

dg
e-
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se

d

Multiplicative
STDEV 120.79 120.79 1092.76

Table 5.8: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Friends group of 10 members and the Knowledge-based approach (data used in
Figure 5.8)

Concerning the impact of the number of group members on the value of group satisfaction, in

the content-based approach, results in a better performance when the group is smaller, while, in

the Knowledge-based, it is not meaningful.

5.3 Scenario 3: Content Group

In this scenario, experiments were executed with Content groups, working with different group

sizes, several aggregation modelling strategies and both algorithmic procedures. Figures 5.9 and

5.10 exhibit the variation of the group satisfaction average of 3 experiments, in the content-based

approach, for AMSs for 5 and 10 group members, respectively. Tables 5.9 and 5.10 present the

data applied in the making of the graphs in these figures, respectively. Regarding the AMSs, for

groups of 5 members, the Multiplicative and the Least Misery are more efficient, while the Most

Pleasure is less effective. When groups have 10 members, the Average and the Multiplicative

AMSs perform best and the Average without Misery is the worst. Concerning on the SG and

STDEV of each experiment, it is noticeable that, in any AMS, individual satisfaction of the group

members is not as spread as in previous sections.
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Figure 5.9: Graph showing SG (equation 4.5) variation and its STDEV,
using the average values of three experiments, for each aggregation
modelling strategy and each approach, using a Content group of 5

members and the Content-based approach

Test 1 :
5 members +

Content group

Test 2 :
5 members +

Content group

Test 3 :
5 members +

Content group

SG 398.14 211.58 285.28
Average

STDEV 361.32 274.97 231.4

SG 399.56 211.58 285.6Average
Without Misery STDEV 365.24 274.97 232.15

SG 159.02 228.72 240.04
Least Misery

STDEV 157.27 161.29 116.73

SG 552.66 354.32 493.47
Most Pleasure

STDEV 355.72 321.37 253.12

SG 180.76 182.98 243.85

C
on
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nt
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ed

Multiplicative
STDEV 177.17 230.59 322.34

Table 5.9: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Content group of 5 members and the Content-based approach (data used in
Figure 5.9)
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Figure 5.10: Graph showing SG (equation 4.5) variation and its
STDEV, using the average values of three experiments, for each

aggregation modelling strategy and each approach, using a Content
group of 10 members and the Content-based approach

Test 1 :
10 members +
Content group

Test 2 :
10 members +
Content group

Test 3 :
10 members +
Content group

SG 281.26 485.81 331.67
Average

STDEV 142.23 485.79 229.32

SG 15377.77 5600.8 9936.24Average
Without Misery STDEV 5454.18 3540.09 5059.77

SG 281.46 1070.91 841.2
Least Misery

STDEV 139.41 620.8 618.16

SG 1742.91 1750.82 980.51
Most Pleasure

STDEV 674.97 866.94 567.9

SG 282.96 457.52 331.87

C
on

te
nt

-b
as

ed

Multiplicative
STDEV 141.84 434.02 232.13

Table 5.10: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Content group of 10 members and the Content-based approach (data used in
Figure 5.10)

Figures 5.11 and 5.12 present the group satisfaction average of 3 experiments, in the knowledge-

based approach, for different AMSs and for 5 and 10 group members, respectively. Tables 5.11
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and 5.12 show the data applied in these figures, respectively. The Multiplicative AMS seems to

perform somewhat better than the rest, except for Test 3 in table ?? and Test 2 in Figure 5.12. In

the exceptions, the Least Misery and the Most Pleasure are more efficent. Regarding the values

of STDEV, it is conceivable to assume that individual satisfaction of the group members is highly

spread.
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Average Average without 
Misery

Least Misery Most Pleasure Multiplicative

AVG SG AVG STDEV

Knowledge-based Approach with a Content group of 5 
members

Figure 5.11: Graph showing SG (equation 4.5) variation and its
STDEV, using the average values of three experiments, for each

aggregation modelling strategy and each approach, using a Content
group of 5 members and the Knowledge-based approach
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Test 1 :
5 members +

Content group

Test 2 :
5 members +

Content group

Test 3 :
5 members +

Content group

SG 169.86 491.7 83.78
Average

STDEV 196.48 911.64 67.23

SG 186.26 506.2 83.78Average
Without Misery STDEV 224.58 907.74 67.23

SG 169.86 387.18 68.5
Least Misery

STDEV 196.48 629.91 38.68

SG 170.16 457.34 65.92
Most Pleasure

STDEV 186.19 815.88 37.59

SG 54.2 116.3 130.5

K
no

w
le

dg
e-

ba
se

d

Multiplicative
STDEV 82.87 239.14 234.45

Table 5.11: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Content group of 5 members and the Knowledge-based approach (data used in
Figure 5.11)
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Figure 5.12: Graph showing SG (equation 4.5) variation and its
STDEV, using the average values of three experiments, for each

aggregation modelling strategy and each approach, using a Content
group of 10 members and the Knowledge-based approach
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Test 1 :
10 members +
Content group

Test 2 :
10 members +
Content group

Test 3 :
10 members +
Content group

SG 385.13 85.01 206.38
Average

STDEV 651.93 109.67 265.37

SG 354.96 85.01 206.38Average
Without Misery STDEV 591.56 109.67 265.37

SG 398.29 79.23 197.46
Least Misery

STDEV 664.48 86.18 231.16

SG 376.65 82.96 207.58
Most Pleasure

STDEV 647.85 105.62 267.28

SG 85.25 89.76 106.75

K
no

w
le

dg
e-

ba
se

d

Multiplicative
STDEV 171.87 164.51 253.78

Table 5.12: Results of the three experiments, for each aggregation modelling strategy and each
approach, using a Content group of 10 members and the Knowledge-based approach (data used in
Figure 5.12)

Concerning the impact of the number of group members on the value of group satisfaction, in

the content-based approach, results in a better performance when the group is smaller, except with

the Multiplicative AMS, in most experiments. In the Knowledge-based, there is no significant

impact.

5.4 Summary

The results of the experiments, using different approaches, group size and group type are shown

in the figures presented in the table 5.13. Each test made shows the SG and the STDEV of every

aggregation modelling strategy.

Regardless of the number of group members and the group type, for the content-based ap-

proach, the aggregation modelling strategies that are most efficient are the Average, the Least

Misery and the Multiplicative. Despite being less efficient, the Average without Misery and Most

Pleasure strategies have a more uniform individual satisfaction among the group. In this approach,

it is also possible to observe that, for random groups and friends groups, the values of individual

satisfaction of the members of the group diverge more in the Multiplicative and Average strate-

gies. In Content groups, in every strategy, the values of individual satisfaction fluctuate more,

since STDEV is, in general, always superior to SG.

For the Knowledge-based approach, despite the number of group members and the group type,

the Multiplicative strategy is a little more efficient than the rest of them. In terms of the fluctuation

of the values of individual satisfaction among members, it is higher in most of the experiments,

except friends groups with 10 members, which is lower.

Notwithstanding the characteristics of the experiments, it is possible to see that the Knowledge-

based approach is by far more effective than the Content-based procedure, mainly because of the
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high value of sparsity, which is one of its drawbacks. Also, in the Content-based procedure, it is

observable that, when it is a Content group, the efficiency is higher, while in Friends groups is

lower. Finally, concerning the Knowledge-based approach, generally, despite the number of group

members and group types, the performance is similar amongst them.

Group size Content-based Knowledge-based
5 5.1 5.3

Random
10 5.2 5.4
5 5.5 5.7

Friends
10 5.6 5.8
5 5.9 5.11

Content
10 5.10 5.12

Table 5.13: Details about the figures containig the experiments
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Chapter 6

Conclusions and Future Work

The final chapter presents a brief overview of all the developed work, refers the main contributions

and indicates possible directions for future work.

6.1 Conclusions

In the context of this dissertation, primarily, a thorough study of the themes relevant to its devel-

opment was conducted. This study includes both available and appropriate technologies problem,

as well as an overview of recommender systems related work. Thanks to this study, it was possible

to obtain the knowledge needed to build two recommender systems, based on a more traditional

content-based method and a knowledge-based approach, utilising a dataset with real data. The

main objective of this work is to study different procedures for building individual and group rec-

ommendations, using various recommendation algorithms and aggregation modelling strategies,

in the tourism domain. It was also explored how different group’s types and group’s sizes affected

the performance of the RS and the general group satisfaction.

The development of the recommender systems was concluded with the following most signif-

icant results: in the knowledge-based approach, the multiplicative aggregation model was more

efficient compared to the others; regarding the traditional content-based method, the Average, the

Least Misery and the Multiplicative strategies performed better than Average without Misery and

Most Pleasure; the Knowledge-based procedure is more efficient than the Content-based method;

the Content-based approach performs much better when dealing with a Content group.

6.2 Further Work

This work focuses on creating group recommendations for tourism, which could be expanded to

other areas, like movies or music to understand which RS approach and aggregation modelling

strategy would work better. A new RS method like applying Knowledge-graph into RS, using

57
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Knowledge Graph Embedding, in essence, applying embedding algorithms in Knowledge graphs

to create recommendations or to be combined with other algorithms like collaborative filtering and

content-based approaches, would also be a good extension.
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