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Abstract

The last decade brought exponential growth in the number of active users on the Internet.
Web application giants such as Google, Amazon, and Facebook achieved a user base
of billions. Software and their teams began to operate their web applications at an
unprecedented scale, vastly enabled by the introduction of cloud computing by Amazon
introduced in 2006, revolutionizing how professionals developed and operated their
software. The dynamic allocation of hardware facilitated (ultra-)large scale applications
to be attainable by any team, mostly due to the shift between CAPEX (the capital
cost of ownership of traditional data centers) to OPEX (the operational cost of paying
on-demand). However, along with new possibilities, cloud computing introduced new
development challenges: lack of broad expertise, novel architectures, new security threats,
new models of governance, and dynamic scalability are just some of the most impacting
ones. Recent surveys still evidence the lack of expertise as the principal challenge for cloud
development teams [Rigl9].

In this dissertation, we research how engineers address the intricacies of designing
software for the cloud. Documented practices in this domain fall in a wide range of
scientific validity, with most originating from limited observation or experience, lacking
empirical validation and thus being insufficient in supporting informed design decisions.
We set ourselves to identify and document successful design practices for cloud software

in a way that professionals can easily employ. With such a goal in mind, we claim that:

While engineering software for the cloud, there are categories of recurring
problems, which solutions converge from good design principles, that adjust
to the context where they emerge. Their adoption is a consequence of (1) the
awareness a team has of a problem, (2) the characteristics of the product and

the company, and (3) the way these solutions relate amongst themselves.

A preliminary study describes a reference cloud architecture for a research project that
supports Ambient Assisted Living. From that experience, we move to study cloud-related

practices and tools with a systematic interview of 25 Portuguese startups. This initial
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exploration bootstrapped a catalog of potential patterns, which we empirically assess
within a local startup, measuring the team’s performance before and after adopting the
pattern catalog. We observe improvements in operations, configurations management, and
build error frequency. This preliminary study provides plausibility to pursue our hypothesis
further.

We follow extensive literature research and experimentation to mine ten novel
cloud patterns, and document them, inspired by Gamma et al. [Gam+94], and the
subsequent Software Engineering pattern community. The novel patterns introduced
in this dissertation are: ORCHESTRATION MANAGER, CONTAINERIZATION, JOB
SCHEDULER, AUTOMATED RECOVERY, FAILURE INJECTION, EXTERNAL MONITOR, LOG
AGGREGATION, PREEMPTIVE LOGGING, SERVICE DISCOVERY, and MESSAGING SYSTEM.
We relate them into a pattern language, along with two practices already well described
in the literature: INFRASTRUCTURE AS CODE and AUTOMATED SCALABILITY.

To understand how technology companies adopt these patterns, we employed two
complementary empirical methods in industrial scenarios. The first is a case study with
five local startups, relating their practices with the ones proposed in the pattern language.
During this exercise, we were able to identify additional details used to improve the pattern
language. We also hypothesized that these patterns gain relevance for professionals as their
product and company matures, and would expect to observe the more mature companies
implementing an increased number of patterns. The second was a survey inquiring over
100 professionals about their cloud practices while querying their usage (either directly or
indirectly) of the identified patterns. We relate three variables with the number of patterns
adopted: product operation’s strategy, the number of active monthly users, and company
size. We conclude that for the three variables, the average pattern adoption increases with
increased maturity in that variable, with particular relevance in the number of monthly
active users, the only variable providing relevant statistical results.

Main future work will (1) expand the pattern language, (2) repeat our experimental
research with a broader population, and (3) perform controlled experiments to further

understand the impact of applying this pattern language.



Resumo

Durante a tultima década verificou-se um crescimento exponencial no nimero de
utilizadores ativos na Internet. Gigantes da web como Google, Amazon e Facebook
atingiram milhares de milhoes de utilizadores. Potenciadas pela computacao na nuvem
(cloud) introduzida pela Amazon em 2006, as equipas de software conseguem atingir uma
escala sem precedentes. A alocacao dinamica de hardware capacita o desenvolvimento de
aplicagoes em grande escala, principalmente devido a mudancga do paradigma financeiro
de CAPEX (o custo de propriedade dos data centers tradicionais) para OPEX (o custo
de utilizagdo de hardware como servi¢o). Juntamente com as vantagens, a introdugao
da cloud trouxe novos desafios de engenharia, como a falta de experiéncia, introducao
de novas arquiteturas, novas ameacas de seguranca, modelos diferentes de operacao e
escalabilidade dinamica, sao alguns dos exemplos com maior impacto. A literature mostra
que a falta de recursos e de conhecimento sao em 2019 dos maiores desafios para as equipas
de desenvolvimento [Rigl9].

Nesta dissertagao, investigamos como os engenheiros abordam a complexidade do
design de software para a cloud. De igual modo, demonstramos que as praticas
documentadas nao apresentam validade cientifica relevante, sendo que a maioria é produto
da observacao ou de experiéncia limitada, portanto, incapaz de apoiar a decisao informada
no desenho de software.

Neste sentido, pretendemos identificar e documentar boas praticas de design de
software para a cloud, de forma a serem facilmente aplicadas por profissionais. Com

hipétese principal, propomos demonstrar que:

Ao desenhar software para a cloud, existem categorias de problemas
recorrentes, para 0s quais 0s profissionais convergem para solucoes baseadas
em bons principios de desenho, adaptadas ao contexto onde sio observadas. A
adogao destas solugoes resulta da (1) consciéncia da equipa sobre a ezisténcia
do problema, (2) das caracteristicas do produto e da equipa, e (3) da forma

como estas solugoes se relacionam entre si.
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Num estudo preliminar, desenhamos uma arquitetura de referéncia para um projeto
de investigacdo no dominio de Ambient Assisted Living. Com base nessa experiéncia,
comecamos a investigar praticas e ferramentas relacionadas com a cloud, aplicando
entrevistas sistemdticas a 25 startups portuguesas. Esta investigacdo permitiu criar
um catalogo de padrdes que posteriormente avaliamos junto de outra startups. Como
resultado, foram observadas melhorias nas operac¢oes, na gestao de configuracoes e
menor frequéncia de erros de compilacao dessa startup. Este estudo preliminar fornece
credibilidade para continuarmos a investigar a hipétese apresentada.

De seguida, através de pesquisa bibliografica e experimentacao de tecnologias,
capturamos padroes de desenho de software para a cloud, baseadas no trabalho de
Gamma et al [Gam+94] e subsequentes contribuigdes da comunidade de padroes.
Os novos padroes introduzidos nesta dissertacdo sdo: ORCHESTRATION MANAGER,
CONTAINERIZATION, JOB SCHEDULER, AUTOMATED RECOVERY, FAILURE INJECTION,
EXTERNAL MONITOR, LOG AGGREGATION, PREEMPTIVE LOGGING, SERVICE DISCOVERY
e MESSAGING SYSTEM. Estes sao relacionados numa linguagem de padroes, juntamente
com duas praticas previamente descritas na literatura: INFRASTRUCTURE AS CODE e
AUTOMATED SCALABILITY.

Para entender como as empresas adotam estes padroes, realizamos dois estudos
empiricos complementares em ambientes industriais. O primeiro é um estudo de caso
com cinco startups, que relaciona as suas praticas com as que sao propostas na linguagem
de padroes. Durante este estudo, conseguimos identificar novos detalhes de implementacao
que nos permitiram melhorar a linguagem dos padroes. Nesta fase, levantamos a hipotese
de que nimero de padroes adoptado tende a crescer a medida que os produto e empresa
amadurecem. Com esta premissa, esperamos observar que empresas mais experientes
implementem um maior niimero de padroes.

De seguida fizemos um survey com o objetivo de recolher informacao de 100
profissionais sobre a utilizacao das praticas da linguagem de padrdes nos seus produtos.
Para tal, relacionamos trés varidaveis com o nimero de padroes adotados: a estratégia
de operagao do produto, o ntimero de utilizadores ativos mensalmente e o tamanho da
empresa. Concluimos que, para as trés variaveis, o nimero médio de padroes adotados
aumenta com o aumento da maturidade dessa varidavel, com particular relevancia no
numero de utilizadores ativos mensalmente, a tnica variavel que fornece resultados
estatisticos relevantes.

Como trabalho futuro destacamos a importancia de (1) expandir a linguagem de
padroes, (2) repetir o caso de estudo com maior amostra, e (3) realizar experiéncias

controladas para avaliar o impacto da utilizacao da linguagem de padroes.
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Foreword by Joao Azevedo

Over the last decade, the way most software applications are delivered to end-users
changed significantly. The ubiquity of internet access shifted the paradigm from desktop
applications to web-based applications. This has made software applications more
accessible, data more readily available, and users more connected. This shift, allowed by
the widespread internet access, liberated engineers from challenges related to developing
for multiple operating systems, packaging, and distributing updates. It has, however,
introduced new challenges. There are higher security risks when using web-based
applications, internet connectivity impacts the experience, and maintenance fees are
higher, just to name a few. Cloud computing, introduced by Amazon Web Services,
democratized access to computing resources. While the idea of not having to physically
manage the required resources to run an application is compelling, it doesn’t come without
implications to the ways we design software.

As software engineers designing and developing applications that take advantage
of cloud computing, we are faced with problems orthogonal to the application domain.
How do we run our applications in an environment that we don’t manage? How do we
ensure that such an environment provides the resources we need? How do we make sure
that applications are running as expected? How do we handle unexpected loads to our
application that is now exposed to the web? The vast majority of these questions were
answered by multiple people, often in a similar fashion.

This thesis delivers solutions to common problems when designing and developing
software that runs or interacts with the cloud. It does so by identifying and documenting
patterns applied by the industry to solve common cloud-related issues. It also correlates
the adoption of these patterns with different software company categories, both validating
their relevance and applicability in different scenarios. This work is valuable for
software engineers venturing into cloud development for the first time, due to the
solutions presented here for problems that they’re likely to encounter. Experienced cloud
practitioners will also value it due to the case studies that showcase the usefulness and

applicability of the different patterns for different scenarios.
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I was fortunate to work with Tiago while he was writing this thesis, and we were
collectively struggling, as a company, with many of the issues whose possible solutions are
presented here. I, therefore, recommend this work to all software engineers working with

cloud solutions, regardless of their experience with it.



Preface

I often ask colleagues what drove them to become IT professionals, only to find the answer
is a cliché. I enjoyed playing video games as a kid, most say, so I went ahead and tried to
understand how the machine worked as well. My story was no different. I remember the
286 PC with DOS 5 at my grandparent’s house, around 1993, which my uncle used for his
terminal-based spreadsheets, with Lotus, I believe. I remember thinking how incredible
it was for it to be able to recalculate everything once a cell was changed. But, of course,
there was one thing that impressed me far more than the spreadsheets. Gorillas, a game
distributed with QBASIC as a demo for the programming language, hooked me to that
machine. Two gorillas had to throw a banana at each other, in turns, asking the player to
input the angle and speed of the throw. When you managed to hit the other, an incredible
explosion (by the standards at the time) would destroy your opponent. Browsing images
of the games today still brings me great memories.

By 1995, computers became a more affordable piece of technology and entertainment.
My enthusiastic wishing for one eventually led to my parents to acquire a Compaq Presario
486 PC, 8MB of RAM, 640 MB of disk space and the at-the-time disrupting compact disk
reader, running Windows 3.1. A free upgrade to Windows 95 would soon follow by mail
in a Compact Disk. I quickly managed to get some friends and family to lend me some
games in floppy disks, but I had no idea how to start them. However, I had an MS-DOS
user manual, so I experimented with the commands in the book and learned what they
did by experience. They were obviously in English, which I knew little at the time, so I
had to do it with a dictionary next to the manual or keep bothering my mother for help.
Along the way, I often deleted critical files from the file system, so next in the learning
process was how to reinstall the operative system, which became a rock star-like skill with
friends and family. A few years later, a friend lent me a photocopied manual for Visual
Basic 6, which I used to learn about programming and building little programs, like visual
calculators or simple games.

There was, though, one thing while using computers and consoles that I always felt

lacking. They were much more fun when shared than when used by myself. The late
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’90s introduced me to the game-changing Internet. My first modem came inside the Sega
Dreamcast console. It had a browser, a keyboard, and it enabled accessing online chat
groups. During those early days, Internet access was limited in time and speed. Despite
this limitation, it seemed possible to read about anything and reach anyone on a global
scale. That felt incredible. As soon as I got an updated desktop computer, my Internet
time expanded, and I used it to further my computer knowledge, which at the time meant
building computer scripts and hacking into friends’ computers. How fun it was to have a
friend in a panic saying that their CD drive kept ejecting. The pleasure in it came not
from having control over a friend, but from having control over the machine.

At the age of 16, I became interested in Linux and managed to have a local cyber-cafe
owner teach me about it and get a dual boot at home soon after I compiled my kernel
with support for my graphics card to play games with it. I was already an engineer at the
time, by definition, so it was only natural to pursue a Masters in Informatics Engineering.

I was always inclined to learn more about how people could cooperate using computers.
Web 2.0 was happening in full effect during my Masters, and Internet reach was expanding
at an incredible pace. I was fortunate to do my Master’s dissertation on HTML5 and how
it enabled a new type of interactivity between users and web applications, which furthered
my curiosity about the architecture of web applications at scale.

Right after graduation, and a short trip through the industry as a contractor for
ShiftForward, my supervisor, Hugo, challenged me to go back to academia and work
on cool stuff. Whatever cool stuff interested me, as long as I was willing to work for it,
he would sponsor a Ph.D. proposal. The idea pleased me, so I got a scholarship with
INESC TEC to help them implement the infrastructure for a research project. The initial
experimentation with large scale architectures furthered my curiosity on the subject. With
Cloud Computing gaining traction, it became clear that I had found my cool stuff subject.

I set myself to research best practices to design software for the cloud, which led me
to today, dear reader, and the completion of this dissertation. I hope you find this work
meaningful for personal use. Feel free to share it with your peers. I believe its knowledge,
while respecting academic research guidelines, will be readily applicable in the industry
and help professionals design, improve, or validate their cloud architectures.

This dissertation would not have happened without people I hold dear supporting me
along the way, to whom I am immensely thankful. First and foremost, I dedicate this
work to my parents, who supported my curiosity for computers during my early years and
were encouraging me towards a Ph.D. since before I finished my Masters. To Mariana,
who (tried to) kept me sane by ensuring I had a life outside this research along the way.

To Joao and Sandra, for making dinner plans most weeks, allowing me to forget work for
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some hours. To Hugo, who some (many) years ago challenged me into this path, and was
always available to discuss cool stuff, as far as it was after 14:00. To the team at Velocidi,
with whom I've been cooperating since 2011, for being incredible engineers, discussing,
and putting into practice most of the knowledge gathered in this dissertation, and to
Paulo Cunha, who taught me much about running a business. To Ademar Aguiar, who
co-supervised the early stages of this research and to Filipe Correira, who co-supervised
the later stages of this research. To Lina, Marisa, Sandra, and Pedro, the staff from the
Informatics Engineering Department from FEUP, for guiding me through the intricacies
of academic bureaucracy. Finally, to so many other colleagues, friends, and students, who
along the way positively influenced this research or my life: André Cardoso, André Restivo,
André Silva, Bruno Lima, Carlos Teixeira, Diana Norinho, Diogo Guimaraes, Diogo Sousa,
Francisco Almeida, Joao Azevedo, Joao Costa, Joao Pascoal Faria, Joao Pedro Dias, Joao
Pedro Pereira, Joao de Almeida, Luis Ferreira, Miguel Montenegro, Ruben Barros, Rui

Gongalves, Zé Miguel Neves, the PLoP community, and so many others.
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Access to the Internet became a right in civilized countries [Uni03], enabling ultra-fast
communication and collaboration, facilitating a new generation of web-based applications.
These applications introduce requirements unprecedented to software engineering, such
as resiliency and scalability, ensuring that they are always available even under variable
demand. Cloud computing provided resources that enable developers to cope with
these requirements but demands a paradigm shift from their traditional approach to
software development and, mainly, operation. This work researches how cloud software is
engineered, from design to operation. We identify a lack of empirically validated knowledge
in this domain and contribute to it, with a set of ten solutions for recurrent problems (to
which we call patterns), that we relate in a pattern language. We validate the impact
of this knowledge via a case study with five startup companies and a survey with over
100 responses. This research enables cloud engineers to make informed decisions while

designing their cloud software.



INTRODUCTION

1.1 Context

The Internet is strongly influencing how we live our lives. The World Wide Web (WWW)
enables us to buy groceries, stream TV shows, and have all our colleagues, friends, and
family accessible on the other side of the smartphone that we carry on our pocket. Over
53% of the world’s population is online daily. These individuals are potential users
for any online businesses, making the WWW an appealing channel for businesses to
reach their target audience. That motivation resulted in the creation of over two billion
websites [Int19].

Over the years, websites became increasingly more complex, ranging from static
HTML sites to highly complex browser-based applications, such as Google Drive or
Facebook [And16]. They have also grown to manage large volumes of data for tens
of millions of users. Along the way, infrastructure and technologies had to adapt to
accommodate the increased complexity, motivating the birth of cloud computing.

While targeting a global market, development teams had to worry about scaling
their hardware and software. Scaling infrastructure required a preemptive investment
in hardware, which could be a prohibitive cost to some companies. Without the proper
preparation, traffic spikes could overwhelm the infrastructure supporting the application,
rendering it unresponsive, an unacceptable scenario, since users do not cope well with
failing software and quickly jump to the next available alternative. With the global reach
of web applications, and with demand varying during the day, dynamically scaling the
software became a latent necessity.

To address this opportunity, Amazon introduced the notion of cloud computing in
2006 [ZCB10]. Cloud deprecated the need to invest in infrastructure for operating software
over the Internet. Instead, it introduced a service model where software, platforms, or
infrastructure could be allocated on-demand, as a service, on a pay-per-use basis, working
as a commodity, just like electricity [Ban+11; TCB14]. Cloud providers achieved efficiency
through an economy of scale, benefiting both the provider and customer [Sav11]. This
approach enabled small software companies and individuals to become competitive at
building software for a global market. This was partially possible due to the ability to
dynamically scale their system, considering the current traffic generated by their users at
any given point in time [Bel+11].

Cloud empowered developers to operate their software at a larger scale while
introducing the challenge of operating at such a scale. New architectures, frameworks,

and tools were required for adopting this new paradigm.
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1.2 Motivation

Software engineering is one of the fastest expanding branches of engineering, further
motivated by the widespread of the Internet and the explosive growth of software
businesses built on top of it. The demand for new engineers is growing at a higher rate than
the pace at which they are graduating [Tafl5]. Not only the human resources available
are scarce, but there is also a lack of high-quality support materials on how to develop
for the cloud [Rig19].

Given the limited human resources and lack of reliable knowledge sources, it is not
trivial for engineers to make informed decisions while building software. To facilitate their
job, we need to understand the complexity of the problems they most often address. What
recurrent problems can we observe while developing software for the cloud? Are there key
characteristics that influence when problems emerge? What strategies can we adopt to
solve them? How do the problems vary with the context, and how can we adapt to it? How
can we capture this knowledge and make it readily available to other cloud engineers? Are
companies even aware that these problems exist?

Cloud-related architectures, technologies, and overall knowledge have grown to a
proportion that became challenging to navigate. There is an evident lack of research
supporting architectures for cloud software [Rigl19], namely, identifying what forces drive
successful cloud software, and the guidelines to optimize them. While some authors are
working towards them, these are rarely supported by scientific evidence.

With this work, we propose to research the problem of designing software for the
cloud, deprecating the need for months of investment in Research and Development
(R&D), or preventing sub-optimal decisions while developing cloud products. We want
to provide developers with empirically validated knowledge that will help them make

informed decisions for their cloud architectures.

1.3 Engineering Software for the Cloud

Cloud adoption is growing, but not without its engineering challenges, as further
elaborated in Chapter 3 (p. 25). Software engineers are tasked with the challenge of
designing software for the cloud and ensure its success. Thinking about it, how do we
decide how to designing software? What makes it a complex task? Can we distinguish
good and bad design? What influences our implementations?

To address these questions, let us start by understanding what design is in the context

of software. The Merriam-Webster dictionary defines design as 1) “a particular purpose or
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intention held in view by an indiwvidual or group”, 2) “a plan or protocol for carrying out
or accomplishing something”, and 3) “an underlying scheme that governs functioning,
developing, or unfolding” [Mer]|. Software design relates to these three descriptions.
Engineers have to identify the purpose of the product that they want to build and
synthesize a plan to build it by defining the scheme or construct that will support its

development.

Time

Quality

Scope Cost

Figure 1.1: The Iron Triangle [Brol5; Atk99] depicts the competing forces that software
engineers need to balance while developing their software: time, cost, quality, and
scope. Changing one will always result in an impact on the others.

The development process is driven by the iron triangle! forces: time, cost, and scope,
and how they influence quality [Brol5; Atk99], depicted in Figure 1.1 (p. 4). These need
to be balanced appropriately for a successful outcome. For example, to achieve the same
result in less time, one either has to increase resources (cost) or accept an impact on
quality.

We believe that, just like with the iron triangle, a good design positively influences
the development phase and enables a sustainable product. A correlation between good
design and resulting software quality has been identified [MT10] and demonstrated by
multiple authors [BBM96; BM96]. The right design will result in higher software quality,
implemented in less time, with the same costs. Yoder and Foote claimed that if you think
good architecture is expensive, try bad architecture [FY99], referring to the fact that a bad
design can result in damaging costs to a software project.

A challenge with software design is that it is not an exact science. There is no golden
rule to solve all problems. The same solution might not be a viable solution to a similar
problem in a different context or one that needs to balance forces differently. Still, there
are invariant qualities that will positively influence cloud software from its development

to operations, as it is the case with testability, scalability, extensibility, amongst others.

I The iron triangle is a triangle because the initial version only considered time, cost, and quality as
forces. Several variations have been introduced since, with the scope being commonly accepted as the
fourth force.



PATTERNS AND PATTERN LANGUAGES

These are essential requirements for relevant cloud-related practices such as Continuous

Integration (CI)/Continuous Deployment (CD) or to build elastic applications?.

1.4 Patterns and Pattern Languages

Most often than not, software engineers are designing solutions to problems that others
have already worked on, benefiting from existing knowledge instead of having to reinvent
the wheel [Boo04]. As discussed in the previous section, the right design knowledge can help
engineers ensure software quality without impacting time or cost, resulting in improved
development efficiency for a given scope. These designs tend to naturally emerge in
multiple and independent approaches to the same problem and often share the same
qualities.

Christopher Alexander addressed the problem of capturing recurring problems and
their solutions in the context of civil architecture in the 1970s. In his work A Pattern
Language, Alexander struggled with the need to document and share architectural
knowledge, which could be easily applied by his peers. He came up with the concept
of patterns, which he describes as a recurrent problem and its respective solution in a
given context [AIS77].

Patterns often provide alternative solutions, adapting to the balance of forces in each
specific context. The forces identify the characteristics of the problem and its context and
often oppose each other, evidencing why the problem is complex to solve. Finding the
solution that balances the forces is necessary to make the solution fit the problem. An
example of how forces need to be balanced is related to the iron triangle. It is impossible
to create software that is complex and has high quality in a short time and without
little investment. So, scope, quality, time, and cost are competing forces that need to be
balanced according to a context to find the optimal development strategy for that same
context.

Along with patterns, Alexander introduced the concept of pattern languages. Kuhne
considers patterns as elements of grammar that, by when related, define a language that
tells us how to weave the patterns together [Kuh99]. Pattern languages are then a set
of patterns applicable in a specific domain that can be used together to solve related
problems.

Later, in his book The Timeless Way of Building, Alexander described his pursuit

2 Elasticity is the degree to which a system is able to adapt to workload changes by provisioning and
de-provisioning resources in an autonomic manner, such that at each point in time the available
resources match the current demand as closely as possible [HKR13].

ot
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for a quality without a name, an objective and precise quality that had no single word
to describe it. When achieved, the solution felt right for the problem. He used several
alternative words to describe this fitness, in the absence of one that would sum them up:
alive, whole, comfortable, free, exact, egoless, eternal. Such a solution made the architect
feel good with his work [Ale79]. Alexander went on to argue that patterns and pattern
languages were the gateway to achieve this quality without a mame. The patterns in
the pattern language would allow the adopter to design buildings just like words in our
language allow us to build sentences. Despite the architecture background, this quality, or
concept of ideal design, is common to all creative fields, namely in software engineering.
When a solution is just right, it benefits from the quality without a name.

The usage of patterns and pattern languages as a way for knowledge sharing
has later been adopted by software engineers to document effective software design
decisions [Fow06]. Design Patterns: Elements of Reusable Object-Oriented Software is the
most well-known work, adopting patterns to document Object-Oriented Programming
(OOP) design practices [Gam+94]. The book is often adopted to teach OOP design
practices in most software engineering degrees. Patterns and pattern languages went on
to provide not only knowledge but also vocabulary that adopters can use to argue about

their problems and solutions [SFJ96].

1.5 Research Goals and Contributions

With this work, we aim at identifying cloud design practices in the form of a pattern
language, facilitating the bootstrap and decision-making process while designing software
for the cloud. These patterns are empirically evaluated for their completeness and

relevance in the industry. The contributions of this research are:

A review of state of the art for cloud computing. Identifies recurrent challenges
for designing software for the cloud and how developers are addressing them. More
details in Chapter 3 (p. 25).

Preliminary study. Experiment with cloud technologies and designs to acquire the

expertise required to pursue this research.

A pattern language for engineering software for the cloud. Describes design
best practices for cloud computing, helping engineers design their applications. More
details in Chapter 6 (p. 69)



HOW TO READ THIS DISSERTATION

O 1. Introduction O 2. Background O 3. Designing Software for the Cloud
@ 4. Problem Statement @ 5. Preliminary Studies W 6. Engineering Software for the Cloud
Bl 7. Orchestration and Supervision Patterns B 8. Monitoring Patterns

Bl 9. Discovery and Communication Patterns B 10. Industrial Case Study
W 11. Pattern Language Adoption Survey B 12. Conclusion

Figure 1.2: Overview of the dissertation’s chapters and their relative dimensions.

Industrial case study. Interviews with five startups developing software for the cloud,
inquiring about their cloud designs and challenges, relating those to the described

pattern language. More details in Chapter 10 (p. 149).

Pattern language adoption survey. Recurs to over one hundred respondents from
professional software developers, enabling an evaluation of the individual adoption
of each pattern in the industry, and the discussion of how they relate to company
characteristics such as company size or operations strategy. More details in
Chapter 11 (p. 191).

1.6 How to Read this Dissertation

The target audience for this work are software engineers, designers, architects, developers,
or anyone involved in defining the architecture for a cloud application. This research
will empower the reader with a set of best practices that can bootstrap their cloud
development, significantly reducing the R&D time required to achieve a highly scalable
system. We also target this work at cloud researchers, providing them empirical data
regarding cloud adoption in the industry, and an extensive discussion relating the captured
data to the proposed best practices.

The remaining of this document is organized in eleven chapters. Figure 1.2 (p. 7)

provides a visual representation of the relative size of each chapter. These are:

o Chapter 2 (p. 11) describes cloud computing and its ecosystem as a platform upon
which scalable applications can be built. It briefly describes DevOps as a cultural
movement and how it expedites cloud development. We introduce the context and
concepts relevant to read the remaining of this work. Readers familiar with cloud

computing can skip the chapter.

« Chapter 3 (p. 25) describes the current state of the art of software development

for the cloud. The recurrent challenges and failures are introduced, along with the
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research from multiple authors on how to improve cloud development, namely by

using design patterns.

Chapter 4 (p. 47) discusses why the current state of the art provides insufficient
material for supporting the development of cloud software and elaborates on the

goals of this research.

Chapter 5 (p. 55) describes two cloud projects we have contributed to, as a strategy
to deepen our knowledge on the intricacies of cloud computing development. The
first describes the contribution of a reference cloud architecture for an e-health
European research project, with concrete scalability and privacy requirements. The
second describes preliminary industry research on cloud practices and how these
can be formalized and used to improve the cloud development practices of less

experienced teams, with a concrete case study.

Chapter 6 (p. 69) introduces our pattern language and the ten patterns that

currently compose it, as well as describing details regarding their implementation.

Chapter 7 (p. 77) details five patterns for cloud orchestration, supporting the

deployment and operation of cloud applications.

Chapter 8 (p. 117) details three patterns for monitoring the status and state of
cloud software, continuously verifying their correct execution or inspecting their

state when needed.

Chapter 9 (p. 135) details the last two patterns in the language, which facilitate

service discovery or communication, essential for cooperation between services.

Chapter 10 (p. 149) describes a case study with five interviews with Portuguese
startup companies to evaluate if their cloud architectures have intuitively
implemented the patterns from the pattern language, as well as trying to identify

possible implementation details that could improve the individual patterns.

Chapter 11 (p. 191) describes a survey of over 100 companies, evaluating their
adoption of the identified patterns. Their pattern adoption is correlated with
company size, active users, and product operations strategies in an attempt to

identify the factors that could motivate others to apply the patterns.

Chapter 12 (p. 217) revisits the contributions from this work and proposes possible

future research paths for continuing this research.
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This chapter introduces the topics of World Wide Web (WWW), cloud computing,
patterns, and pattern languages, and can be skipped by experts in these subjects.
We revisit the WWW has a channel for disseminating content online, which enabled
the natural evolution towards web applications. Cloud computing is described as the
infrastructure that empowered the WWW revolution. We introduce DevOps as a
mindset motivating autonomous teams that automate quality assurance, deployment,
and operations, eliminating the segregation of responsibilities and the need for human
intervention in software operations. Finally, we describe Design Patterns as a source
of knowledge for software designers to optimize their design decisions while minimizing

investment in Research and Development (R&D).
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2.1 The World Wide Web

The WWW was invented at Conseil Européen pour la Recherche Nucléaire (CERN)!
in the late 1980s by Sir Tim Berners-Lee. There he built the first web server and
browser [Andl16]. In its original form, it was a collection of documents identified by a
Uniform Resource Locator (URL) made available using the Internet. Documents would
be either static web pages or files that could be remotely made available using a web
server. Albert compared the WWW to an elaborate graph whose vertices are documents
and edges are links between them [AJB99).

By that time, making software available to users was a troublesome process.
Programmers needed to compile their software for a given number of platforms, to
distribute their binaries to the user and for him to then install the software on his computer
or other devices. Several issues arise during this process, namely, software incompatibilities
across platforms, user permissions, insufficient hardware capabilities, or merely the lack
of technical knowledge from the user to install the software.

During 1999, the WWW went through a great evolution which DiNucci called Web
2.0 [DiIN99]. Web 2.0 introduced user-generated content, as opposed to traditional static
web sites. Web applications were built using web technologies that use web browsers as
clients, requiring only an Internet connection for the interaction between the users and
the remote server. Asynchronous JavaScript further improved this experience by allowing
interactions with the server without having to reload the web page, resulting in the
introduction of interactive and dynamic web pages [Mur(07]. During this time, applications
were deployed in pre-allocated infrastructure. Companies had to invest in data centers and
infrastructure and hire dedicated teams to operate them. The upfront investment was
prohibitive for most companies, rendering it very difficult for smaller players to launch a
business online [Gre+08]. However, as the Internet was growing?, it was the ideal channel
for disseminating content or supporting businesses. The opportunity for cloud computing
emerged when applications had to become elastic and scale horizontally [NS14] to multiple
machines. Cloud computing provided services to support the design, implementation,
and operation of such horizontally-scaled applications, meeting a demand for agile

infrastructure [Deb08| and cost-efficient operations.

! CERN is the European Organization for Nuclear Research. http://home.web.cern.ch/
2 Today, the Internet reaches over 53% of the world population [Int19]


http://home.web.cern.ch/

FROM SOA TO MICROSERVICES

2.2 From SOA to Microservices

Late in the ’90s, web software development observed a considerable increase in complexity.

A new architecture paradigm was introduced to keep development manageable, called
Service Oriented Architecture (SOA) [Nat03], as introduced by Gartner in 1996. SOA
proposed the decoupling of complex applications into smaller components, called
services, that could be individually implemented and deployed. With the appropriate
communication channels, they would be able to cooperate in providing parts of a complex
application [Ricl5].

As an example, consider a Representational State Transfer (REST) HTTP service
that relies on an external authentication service. Different development teams can own

the REST HTTP and the authentication services, given that they have agreed on how the

services cooperate, typically in the form of an Application Programming Interface (APT).

SOA’s relevance expanded during the 2000s, with the introduction of cloud computing
and web services. Initial implementations were mostly based on Simple Object Access
Protocol (SOAP) [Ricl5], later replaced by the less verbose REST [Fer+13].

During the early 2010s, some characteristics behind SOA begun to be questioned as
to their fitness for the agile development most teams were pursuing, as described by
Richards [Ric15]. In March 2012, James Lewis introduced Micro Services - Java, the Uniz
Way [Lew12], in what was possibly one of the first references to Microservices. Lewis

described the following characteristics for Microservices:

Each application only does one thing. Services must be atomic in their

responsibilities.

Small enough to fit in your head. Services are simple enough so that the developers

fully understand it.

Small enough that you can throw it away. Services are kept small to the point

that a rewrite would be easily attainable.

Microservices enabled the distributed ownership of application components by
individual development teams, facilitating how software development and operations could
scale [Lew12]. It later led to the DevOps mindset (see Section 2.5 (p. 19)), with developers
owning not only the implementation but also the operation of their service. Empowered by
cloud computing, development teams had a strategy to build and operate their software

at scale.

13
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2.3 Cloud Computing

Amazon Web Services (AWS) introduced cloud computing in 2006 as a set of managed
services that provide building blocks for building software [Gar06]. These services were
provided as a commodity that could be acquired on a pay-as-needed basis, just like
water or electricity [MK10]. Tootsie described the cloud as a new paradigm for providing
services on a pay-as-you-go basis. It removed most upfront costs of setting up an IT
infrastructure, moving the cost of infrastructure from Capital Expenditures (CAPEX)
to Operational Expenditures (OPEX) [Feh+14], while enabling organizations to adjust
resources on demand [TCB14]. The name cloud came due to the use of a cloud as a
representation of the Internet on most architecture diagrams [Gar06]. Cloud services are
available at three different service models: Software as a Service (SaaS), Platform as a
Service (PaaS), and Infrastructure as a Service (IaaS) [TSB10].

With the aforementioned Internet growth, the cloud became a preferred channel on
top of which applications are being developed, pushing the cloud market value in 2019
above US$220 billion [Garl19].

2.3.1 Brief History of the Cloud

The demand for computational power has been recognized for decades. By 1967, Irwin
predicted that the future would bring computational power at large scale, provided
by large data centers to the general public, in a way analogous to the distribution of
electricity [Irw67]. Amazon, in 2006, made that idea a reality through the introduction of
cloud computing [ZCB10]. AWS, a subsidiary of Amazon, introduced a set of services that
revolutionized how software was designed and deployed. Their goal was to provide any
software developer with infrastructure and software services on-demand to simplify their
software life cycle. Pay-per-use cloud services enabled small companies to build complex
products without requiring the funding for building data centers and have the team to
operate them.

AWS initially approached the market with three services: Elastic Compute Cloud
(EC2) provided on-demand computing infrastructure, Simple Storage Service (S3) a
managed file storage, and Simple Queue Service (SQS) a message queue service for
enabling service cooperation. The three were controlled programmatically and billed on a
per-use basis. Over the years, AWS added dozens of services to their list>.

Competition to AWS quickly followed. Google Cloud Platform launched its services

3 Late in 2019 AWS provided 165 different cloud services.
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AWS
Azure

Google Cloud

VMware Cloud on AWS

IBM Cloud
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Oracle Cloud
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Alibaba Cloud

Plan to use

Figure 2.1: Cloud provider market distribution in 2019. Several respondents adopt multiple
cloud providers. Credits: RightScale cloud report [Rigl9].

in April 2008, and Microsoft Azure arrived in February 2010. Together, they operate
most of the cloud market [Rig19], as depicted in Figure 2.1 (p. 15). It is observable that

many respondents to RightScale’s survey were using multiple cloud providers, a common

practice for improved performance and redundancy, as described in Section 2.3.2 (p. 17).

2.3.2 Service Models

Cloud computing enables software development by providing reusable components as a
service, often referred to as Everything as a Service (XaaS) [Ban+11]. The components are
often categorized into one of three categories of service commercialization: SaaS, PaaS, and
IaaS. All three service levels have been described in the National Institute of Standards
and Technology (NIST) definition of cloud computing [MG11].

Software as a Service SaaS provides services on demand. A wide range of services
are available today, such as databases or email sending services. These services
can be adapted to facilitate the development of new services by outsourcing part
of its required building blocks into them. Gartner describes it as software that is
owned, delivered, and managed remotely by one or more providers [Garl4]. The
provider delivers software in a one-to-many model to all contracted customers, on
a pay-for-use or subscription-based on use metrics. According to [Garl2], SaaS
revenue was forecast to reach $14.5 billion in 2012, a 17.9 percent increase from
2011. SaaS continued to grow steadily, reaching total revenue of $80 billion across

all public cloud providers by 2018 [Gar19]. Motivation to adopt SaaS is similar to the

motivation from developers to adopt third party libraries while developing software.

1
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It provides reusable components they can adopt, focusing their development efforts
on the novelty of their product [Cus10; Garl4].

Platform as a Service PaaS provides a fully managed and scalable running
environment for applications built with the supported programming languages and
libraries [MG11]. The platform manages all server components, enabling developers
to focus only on the application itself. PaaS typically integrates well with the
development team’s source code management, being able to integrate deployments
with their Version Control System (VCS), often Git [Odel4].

Google Cloud Platform was the first large scale provider for PaaS services
with their App Engine, released in 2008 [Jac08]. PaaS often provides monitoring
dashboards for the allocated environment, showing metrics such as requests per
second or allocated machines. The team can often manually change the hardware
allocation in these dashboards. Google App engine dashboard is shown in Figure 2.2
(p. 16). PaaS providers often complement their offer with SaaS services that provide
components for developers to build their applications with, such as databases or

cache services.

Google Cloud Platform &

DASHBOARD ACTIVITY 2’ CUSTOMIZE
2@ Project info API  APls & Google Cloud

Platform status

Project name Requests (requests/sec)
All services normal

Project ID

_ 0.8 =>  Go to Cloud status dashboard
Project number 0.6

0.4

02 & Billing

—>  Goto project settings ’ .

Nov 17 Nov 17, 12:49 AM Estimated charges $0.00

For the billing period Nov 1 - 16, 2017
(M) Requests: 0.0167
&) Resources . ;
—>  View detailed charges
) —>  Goto APIs overview

ﬁ} Compute Engine

1 instance

@ Compute Engine ®) Error Reporting

Figure 2.2: Google’s App Engine dashboard, showing the incoming requests per second,
allocated computing instances, and estimated billing. Account details have been
redacted.

Infrastructure as a Service laaS stands at the lowest level, providing infrastructures

such as virtual machines and load balancers, providing the closes environment to
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managing the actual hardware. Users are responsible for creating and managing
their environment, and then orchestrate their software on top of it. It is the lowest
abstraction level of cloud service, and often consists of computing, storage, load
balancers, networks, and other hardware (often virtualized [ZCB10]), that the user

must configure to adapt to the hosted application.

Multi-cloud Cloud providers have grown to offer hundreds of services, with a
geographically redundant availability [Ser19a]. Nevertheless, some applications have
particular cloud requirements that cannot be addressed by a single cloud provider.
Consider an application that for latency reasons requires being deployed in both
China and the Central United States. If we consider AWS and Google Cloud, AWS
is present in Beijing, China, but not in Central US, while Google Cloud has a
data center in Iowa, but not in China [Ser19a; Gool9]. Such applications can adopt
multiple clouds, or multi-cloud, where one or more cloud providers are used while

designing the cloud solution.

A common strategy to expand to multi-cloud consists of deploying decoupled
or replicated components from an application into different providers [AKL10].
Cooperation between them is achieved by using the Internet and service
communication using a broker* or APIs [Pau+14]. Chinneck states that for
optimal usage, multi-cloud requires automatic infrastructure management [CLW14].
Adopting multi-cloud is not a trivial decision, as it requires the team to prevent
vendor-lock in, a natural temptation considering the SaaS offering that each vendor

provides, which can decrease development time and complexity [Cusl0; Garl4].

Along with public clouds, private clouds can also be adopted for increased
privacy and cost efficiency, at the cost of initial hardware investment, physical

space allocation, and human resources [MK10].

Grozev et al [GB14] described a taxonomy for multi-cloud architectures and
surveyed 20 multi-cloud projects, concluding that these improve Service-level
Agreement (SLA) performance and often require a broker to connect them multiple
components. The Uni4Cloud project demonstrated how to increase redundancy
through the use of multi-cloud by deploying an application into laaS from
two different providers [SM11]. SeaClouds is another EU research project that

introduced tools for seamless adaptive multi-cloud management [Bro+14].

4 A message broker mediates messages between services. It can be implemented with a message queue
service such as AWS SQS.



18

BACKGROUND

2.4 A Note on Agile Software Development

Previous to the introduction of cloud computing, software development cycles were very
long. In the '90s, new software versions were available each 24 to 36 months. The early
days of the Internet businesses compressed this window to a much shorter cycle of three
to six months [Bas+01]. Companies were built to optimize their efficiency at the cost
of flexibility [Pos16]. Cloud computing, pursuing the increased Internet reach from the
mid-2000s, and the market competition that came with it, resulted in the demand for
software with shorter cycles, reducing the deployment cycle down from years to thousand
of deployments per day, as it is the current case of Netflix [DJG18].

Melvin Conway stated that Any organization that designs a system will produce a
design whose structure is a copy of the organization’s communication structure. [Con]. Just
like Conway stated, highly bureaucratic organizations, while possibly efficient, would be
highly bureaucratic at building their software, lacking the required flexibility demanded by
cloud software. Agile methodologies provided an initial step towards achieving flexibility
in software development by valuing individuals and their interaction over processes and
tools, working software over comprehensive documentation, customer collaboration over
contract negotiation, and responding to change over following a plan [Bec+01].

Scrum, one of the emerging agile methodologies from the early 2000s, prescribed
self-organizing and cross-functional teams [SS17]. This parted from the segregation of
responsibilities over multiple teams such as architects, developers, Quality Assurance
(QA), and operations. Self-organizing teams are never blocked by external parties and have
all the necessary resources at all times to attain excellent performance. Self-organizing
teams have proven to be successful at eliminating inefficiencies and reducing the
development cycle time, with companies like Microsoft and Netscape observing a reduction
in product development time by 50% [Bas+01].

The Scrum authors recommend the methodology for the operation of cloud
environments, as well as the products built for it [SS17]. In the context of cloud computing,
when development efficiency increased, the autonomous team had to spend vast amounts
of their time handling their operations, which non-exclusively including setting up new
infrastructure, deploying the software, or monitoring it, and, at the time, started by
being a mostly manual process. The need for automating operations was latent, leading
to DevOps.
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2.5 DevOps

Debois coined the term DevOps during the 2008 Agile Conference in Toronto. He
suggested that agility should be present beyond development, and software teams should
incorporate operations as part of their development process as well. DevOps improves
on the human-centric operations by leveraging a programmatic approach to automated
operations, developed as part of the software development process [Deb08].

DevOps is a mindset for software development that proposes the aggregation of
the development, QA, and operations teams into a single team that owns the whole
application lifecycle. Professionals in the team might still have different roles, but the team
will be autonomous and have a single agenda while engineering and orchestrating their
software [EAD14; Dia+18; SNP15]. Another strong position of the DevOps movement is
that QA and operations tasks need to be fully automated [Rocl3]. Automated tests and
scripted deployments would replace the manual process of testing and deploying software.
This change enables the adoption of Continuous Integration (CI) and Continuous
Deployment (CD), with the application being deployed automatically as soon as new
code is available and validated by automated tests [Loul2].

Despite its advantages, moving towards DevOps from a traditional software team
organization is not trivial. The human factor introduces a natural resistance to
change, compromising the transition from independent to multidisciplinary teams [Tec14].
Furthermore, the DevOps technological landscape quickly exploded with hundreds of tools,
making it difficult for newcomers to decide on the best tools to adopt.

The XebiaLabs DevOps periodic table, depicted in Figure 2.3 (p. 20), identifies the
top 120 technologies into fourteen categories that they consider the most relevant for
DevOps implementation [Xeb19a] at the current time. These are but the tip of the DevOps
iceberg, with an extensive list also from Xebial.abs containing, at the time of writing,
489 entries [Xeb19b]. This extraordinarily complex ecosystem is non-trivial to navigate,
resulting in too many open questions for newcomers, which must be addressed in not that

much time before their focus is moved to product development.

2.6 Software Design and Design Patterns

The definition of software design is often vague or misinterpreted. To better understand it,
we must understand what design is. According to the Merriam-Webster dictionary, design

is defined as (1) a particular purpose or intention held in view by an individual or group,

19



BACKGROUND

20

"SqeRIqEY WOI} 9[qe], orpolisd sdaa(] 9YJ, :¢°'g 2InSiq

apodesap Wy4aghD Knpiabey aluansdQ | |esyua) 9|iby suguoisiap ojja1L MON@32IAIDS
611 (144 v1L wy 901 sqejelqax@) mojjo] &

HneA 1SVS peduw| 1)
Cl L] solb Agdd Aq
s qnpJeuos sPnaxoelg xaeunpay> olbeN | ysJeasonse|3 | soweukgddy asesjeulq 19y MaN eueqpy sqeelgey oneg ssdions

AH| S| Pg XD IN E| dal N O IENE)Y sqeTeiqay [

0T £0T L6 v6 16

asiudisjug

ysayepod $o3SMY omod | omonyyo | xogopsea|  eubuaid orasnao euso | sequinonp | PITESEND 122115 eoi0pad | 39%ongug
£ oy 2a eD q3 9 N no (¢]o} 1D qd
Pd 98 SO 8L 9L

S8 e £8

yseysbo
s

Pd SL €L

SHY J1ayduey [ pROIILIdRT >o_%n_w%>ﬂw 03094494 m:__mHH ONisaL Buipes Aypues) 1DstnelL
SHY o) P> ad u| eo o1 1l
Pd 89 H 09

S9 29 6S 85 LS

josboopy

bW

Koidag

aepuado EV D) sndo3>0 sqeq @ineg aulwser PEIEINT wniusles ooqueg a1ebpay Kioyoeyuy
wo| M9 20 IS| er| wr| 3§ eg by
1S| Pd 0s Ly 144 V| 4 ra4 6% 8¢

aseajay 10329410 Koideg Kojdag1x
el01nid aovo sajausaqny sposueqin sqeTeigey wojelsa) Indeos diysepon supjuar xiydiea

id 20 ™| pal pIx 1 ng| ey sQ| ur| da

asesjay e oNseegq@| uoisiangng
apopuequn i

A\
in sdow i uonenbyuod . esudiequz [u3] o >
! zt
Kunoag .

sO 119
pno|o Bunsal .
pled E lesneq anHuo
uoljeI}SaYDIQ dses|ay . uoljesba3u| snonuiuod) . wnjwealq £0
BuLOpUOW . s1aueU0) . uonewolny sseqeleq . 2914 wy s

sonkleuy . juawioldag . “3wby [013U0D 924n0S . 9ounog uadp E !
19
(£A) STOOL SdOA3A 40 3719V.L D1dOI¥3d 2 g




SOFTWARE DESIGN AND DESIGN PATTERNS

(2) a plan or protocol for carrying out or accomplishing something, and (3) an underlying
scheme that governs functioning, developing, or unfolding [Mer].

In the context of software engineering, the definition still applies, with the plan being
made in software design being the plan of how the software is to be implemented. Ralph
and Wand highlighted the need for a formal definition of what design is in the context
of software. They have generically described software design as the a specification of an

object, manifested by an agent, intended to accomplish goals, in a particular environment,

using a set of primitive components, satisfying a set of requirements, subject to constraints.

In the context of Object-Oriented Programming (OOP), Booch described abstraction,
encapsulation, modularization, and hierarchy as the fundamental principles of software
design [Boo04].

During the design phase, the engineer needs to evaluate the software’s requirements
and create a viable plan for its implementation, respecting the known present and future
constraints. Faced with this challenge, what resources are there available to support design
decisions? In his Ph.D. dissertation, Christopher Alexander claims that most information
on any specific body of knowledge is hard to handle, widespread, diffuse, unorganized
and ever-changing, that this amount of information is increasingly growing beyond the
reach of a single designer [Ale64], which lead us to understand that the design process
is increasingly complex due to the vast amount of incongruous information available. To

address this issue, Alexander introduced the concept of design patterns.

2.6.1 Software Design Patterns

Based on the work of Christopher Alexander, A Pattern Language, where he presented
patterns for architecture and urban design [AIS77], software engineers recognized the
relevance of patterns and pattern languages as a strategy for disseminating their design
knowledge [Ale02; Ale79; Ale64]. In the context of software design, patterns continue to
refer to recurrent problems and their respective solutions, along with the forces that need
to be balanced for making the solution fit.

Design Patterns and pattern languages were first introduced in the context of
software engineering by Kent Beck and Ward Cunningham at OOPSLA® conference in
1987 [Sow87]. They recognized pattern languages for sharing design knowledge, which

could significantly improve the selection and application of design abstractions [Sow87].

5 Object-oriented Programming, Systems, Languages, and Applications, now part of ACM SIGPLAN
conference on Systems, Programming, Languages, and Applications: Software for Humanity.
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By 1993, the Hillside Group® was founded as a non-profit organization with the mission
to disseminate the usage of patterns. By 1994, the first substantial contribution to software
engineering through patterns was published, with the book Design Patterns: Elements
of Reusable Object-Oriented Software, detailing a pattern language for object-oriented
programming [Gam+94].

Another usage for patterns and their languages was proposed by Christian Kohls, who
claims that patterns can be used to describe new theories as part of a scientific process
to propose and document new knowledge [KP10], even before its observation in the wild.
These are often called proposed patterns and follow the same structure, but disregard the
description of the known usage section. They can be used between engineers to share

potential solutions to their problems, even if not validated in practice.

2.6.2 The Epistemology of Patterns

By definition, patterns are the observation of a recurrent solution to a problem. Authors
write their patterns based on observation and experience, with any bias this might contain.
Still, engineers trust them as a reliable source of knowledge for guiding their design. Why
are engineers trusting pattern authors without negative results? Should they be doing it?

To ensure the validity of their patterns, authors often comply with the rule of three,
a practice that recommends at least three coherent observations of the solution before
documenting it as a pattern [KP10]. These known uses are one of the sections from most
pattern structures. However, is this a scientific approach? Would it be possible for an
author to observe a skewed reality and capture a misleading pattern? Yes, but it would
not be likely to happen. Kohls argues that it is unlikely that an author observes three
identical and independent solutions for the same problem, where the identified solution
does not fit the problem [KP10]. The most famous book on software design by the Gang
of Four (GoF) only described two known uses per pattern [Gam+94].

While the rule of three might ensure pattern with relevant solutions, that does not
mean that they are scientifically valid. Following their definition, patterns are, in fact,
items of empirically gathered knowledge, which makes them conjectures that, albeit

not scientifically proven, have accumulated enough evidence to at least be considered

6 The Hillside Group is an American non-profit organization that supports the dissemination of patterns
for capturing and sharing knowledge. The organization sponsors several pattern related conferences
worldwide, namely PLoP, EuroPLoP, ChiliPLoP, KoalaPLoP, VikingPLoP, SugarloafPLoP, or
EduPLoP. They have also been responsible for getting the Pattern Languages Of Program Design series
of books put together and published. An academic journal is also published as part of Springer’s Lecture
Notes in Computer Science (LNCS), entitled Transactions on Pattern Languages of Programming.
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as promising theories. In this regard, Kohls states that patterns can be a strategy for
proposing new design theories, even before use cases can be identified [KP10]

Epistemologically, what is missing is thus proving the theory, beyond mere recurrence.
In fact, the pattern context and forces establish the exact premises the designer would
agree with, before considering a pattern for selection. Balancing the forces for a pattern
ensures its fitness for a problem. The solution is thus an engineering apparatus that, under
proper evaluation, constitutes a complete theory towards being what we commonly call a
recurrent, good solution. Hence, if we are to focus on the scientific validity of each pattern,
we should carefully choose (on a case by case basis), what exactly is one to measure in
order to provide evidence of fitness.

Towards pattern validity, the observation process might follow empirical strategies —
the pattern community named this process as pattern mining [I[SM11; Sas+16; Han98|.
Kohls [KP10] states that patterns can be scientifically sound if the mining process follows
scientific methodologies as well.

In the research presented in Chapter 3 (p. 25), we highlight how many authors have
based their pattern writing in their expertise, providing little empirical evidence of their

fitness to the real world, possibly rendering their patterns misleading.

2.7 Summary

The World Wide Web, through cloud computing, enabled developers to build applications
targeting users on a global scale. Coping with such unprecedented scale disrupted software
design, mostly by reaching the limits of vertical hardware scaling, which popularized
horizontal scaling through SOA and Microservice architectures.

The Web 2.0 revolution, along with the introduction of cloud computing, motivated
developers to demand new practices and architectures to build web applications. Online
businesses became more agile at distributing their software, reducing the software release
cycle from months to hours. Manual operations became a bottleneck. The DevOps
culture pushed teams to own their operations through automation, expanding on the
recommendations for autonomous teams from agile methodologies. The relevance of
DevOps led to a technological explosion, with hundreds of tools made available, rendering
it difficult for engineers to decide their development stack.

The fast-paced cloud market left little time for experimentation, with decisions being
critical for the success of software companies. Software design patterns and their languages,

which were popular since the introduction of OOP design patterns, could facilitate
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this knowledge and help engineers build systems faster. Still, not all patterns provide

scientifically valid knowledge, as further demonstrated in the following chapter.
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Designing Software for the Cloud
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Cloud computing enabled teams to build applications that reach users on a global
scale. The DevOps culture is expanding the concept of autonomous teams inherited
from the agile methodologies to also operate their software, through automation. Still,
while designing software for the cloud, engineers face a multitude of novel challenges,
characteristics of cloud development, that were not observed before. From having to
scale their systems horizontally to ensure the system is up and working as expected or
recovering in case of failure, these intricacies make cloud development not trivial. This
chapter identifies the existing best practices for building software for the cloud. These can
guide developers while engineering their cloud software. We conclude, claiming that the

existing body of knowledge is limited in both detail and validity.

3.1 Intricacies from Cloud Software Development

Exploiting cloud computing requires domain-specific knowledge that shifts from
traditional software development in several fronts, namely software architecture and
team organization. The software itself is no longer the single work item delivered by
the engineering team; automation, quality assurance, and operations became equally
essential [BCS15; Rocl3].

Being a fast-paced market, the ability to deliver software fast is key to success, under
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the risk of having a larger competitor copying a slower team and gaining their market
share[DJG18]. Just as well, reliability is essential to retain the users’ trust [Kim+16].

In this section, we present the conclusions from multiple cloud-related publications,
identifying the requirements, challenges, and recurring failures of developing software for

the cloud.

3.1.1 A Survey over Cloud Adoption

RightScale’s inquired 786 IT professionals during January of 2019 [Rig19] for their annual
cloud survey. They report a cloud spend growth, with projected spend for 2019 being
24% higher than in 2018. The 13% largest enterprise spenders have a budget of over
$12 million a year for public clouds. 50% spend over $1.2 million annually. A total of
94% of enterprises have a cloud presence, using either public, private, or both clouds.
The percentage of respondents adopting at least one public and one private cloud in a
multi-cloud approach was 69%. Public cloud has an edge attracting practitioners, being
a top priority for 31% of the enterprises. Enterprises are running 33% of their workloads
on public clouds and 46% on private clouds. Still, public cloud spend is growing at three
times the rate of private cloud usage, with workloads slowly being migrated to public
clouds.

The report highlights the following challenges with development for the cloud:

Lack of expertise. As stated in Chapter 2 (p. 11), cloud computing promoted a
quick growth of a new software paradigm, leading to an explosion of technologies
and software designs that support it. This rapid expansion made it very hard for
engineers to stay on par with the new trends, requiring considerable research from
most to initiate their cloud development. While some became proficient with cloud,

they were insufficient to fulfill the demand for engineers savvy in cloud computing.

Cloud security. Data breaches or misuse has been a frequent discussion, as cloud
products exponentially increase the volume of data they capture from their users.
Data privacy laws, such as the European General Data Protection Regulation
(GDPR) [Unil6], along with security concerns, can constrain development teams
from trivially moving their applications to private clouds, but are a necessity for
ensuring data protection and a breach that could degrade the customers trust in
the product. Puthal claims that customers need to trust their cloud providers. Each
cloud layer addresses its security, and every layer must trust its underlying layers

to be trustful itself [Put+15]. As such, security threats resulting from adopting



INTRICACIES FROM CLOUD SOFTWARE DEVELOPMENT

third-party services are lower in Infrastructure as a Service (IaaS), increasing with
Platform as a Service (PaaS) and highest with Software as a Service (SaaS) since
service complexity increases at each of those levels. Private clouds tend to be more
secure than public clouds because these exist in dedicated hardware that operates in
isolated computer networks. Limiting the exposure to the Internet and not sharing
resources between multiple entities results in a reduction of the attack vectors to
it [RES10]. Data privacy in the cloud is another primary concern. Some cloud
providers lack external auditing that ensures their security practices [MIK10]. Despite

that, cloud adopters will have to trust their cloud providers with their private data.

Governance. Cloud governance relates to the process of cloud operation. It answers
the questions of how cloud orchestration should operate, addressing accountability,
decision rights, risk, and resource management [Grol6]. It addresses specific

questions such as change permissions, balancing forces like agility versus risk.

Shutdown workloads after hours
Rightsize instances 319 49%

Required tags

Specify expiration dates
Eliminate inactive storage

Software license compliance

Allowed instance sizes/types

Underutilized discounts

m Automated
Use lowest-cost cloud policies
Use lowest-cost regions - Mal?u_al
policies

Figure 3.1: Cloud budget optimization initiatives. Shutting down after-hours workloads,
adjusting instance sizes and labeling resources were the most relevant automated
policies [Rigl9].

Cloud spend. Cloud computing facilitates access to computing resources at scale, but
it still introduces a relevant impact on the monthly budget for companies developing
software for the cloud. Over 50% of the respondents claim to spend over $1.2 million
in it. There are several optimization strategies, such as yearly contracts or resource
optimization, which are not trivial for an engineer unfamiliar with them. Figure 3.1
(p. 27) lists the most adopted cost optimization strategies, according to the surveys’
respondents. Considering both manual and automated initiatives, adjusting instance

sizes is the most frequently applied strategy for cost optimization.
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Governance

Lack of resources/expertise
Managing cloud spend
Security

Compliance

Managing multi-cloud

M Significant
Cloud migration 200 % challenge

g R e
a challenge

Figure 3.2: Cloud challenges for 2019. Overall, the lack of resources and expertise are the most
important open challenges in adopting cloud computing. Credits: RightScale cloud
report [Rigl9].

BEGINNER INTERMEDIATE ADVANCED

1. Governance (86%) 1. Governance (78%) 1. Governance (78%)

2. Lack of resources/expertise (85%) [FBUELECTRLCILELIL LA AL)] 2. Managing cloud spend (76%)

3. Compliance (76%)

3. Managing cloud spend (84%) 3. Lack of resources/expertise (76%)

4. Cloud migration (83%) 4, Security (76%) 4. Security (74%)

5. Security (82%) 5. Compliance (73%) 5. Lack of resources/expertise (73%)

Figure 3.3: Cloud challenges for 2019 by business maturity. Governance is a shared concern
across all respondents, with cloud spend and lack of resources or expertise following
closely. Credits: RightScale cloud report [Rig19].

We can see how vital these challenges are for the respondents in Figure 3.2 (p. 28) and
broken down by the level of expertise from the respondents in Figure 3.3 (p. 28). Still,
in 2019, the most significant challenge for cloud adoption is the lack of resources and
knowledge available to guide engineers, closely followed by governance and multi-cloud

management.

3.1.2 Concerns from Cloud Design

Designing software for the cloud imposes a complex paradigm shift from traditional
software development [UX13]. Developers now have to consider requirements that were

non-existent in the past, namely:
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Scalable by design. When designing scalable software, it is expected that, when
an application meets its vertical scalability limit, it can continue to scale
horizontally [Ace+13; Stil5]. By design, monolithic services can only scale vertically,
which deems them unfit for scalable cloud architectures [Bonl6]. New architectures,
such as Microservices, must be adopted to separate services into smaller components,
which scale individually [VW12; UX13|, facilitating coping with the variable
demand often seen in cloud application [DL.12; Put+15]. Scalability must concern
all application components, such as data storage, messaging infrastructure, and
more [Ricl7b]. Nevertheless, Fowler raises awareness of the risks of preemptive
optimization, stating that it is the natural evolution for services to start as monoliths

and to be broken into microservices when needed [Fow15].

Dynamic infrastructure. To take advantage of microservice architectures and enable
cost-efficient scalability, the infrastructure needs to adapt to the application’s load,
scaling itself up and down dynamically [VW12; DL12; Savll; Put+15; Ace+13].

Service orchestration. While working at a large scale with services that exist across
tens to hundreds of servers, it is not practical to manage services running in
each server individually. Servers’ status and resource usage need to be abstracted,
enabling service placement in the cluster, with its allocation to a specific server
being autonomous. Just as well, the cluster should be autonomous at identifying
failing service instances, performing the required actions for recovering it: either

restart it or start it in a different server [DL12; Rigl7].

Service discovery. Deploying services in dynamic infrastructure introduces the need
for them to discover each other so that they can cooperate as expected. Dynamically
infrastructure makes this harder, as there is no fixed service address at the time of
deployment [Ace+13; TCB14].

Monitoring. Software fails. When deploying to the cloud, the software will run on
dynamically provisioned hardware, possibly in many geographically distributed
servers. To ensure that the system is running as expected, automated monitoring

of every server and service is essential to enable teams to detect and fix issues
faster [UX13; DL12; Put+15; Ace+13; Mic19].

Software isolation. Cloud computing provides computational resources using shared
servers and virtual machines. It is often observed the need to deploy multiple

services to the same virtual machine. When deploying software, all its dependencies
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must be made available. Changing the virtual machine to accommodate a specific
service’s dependencies will leave a trail of files when that service is removed [Fel+12].
Additionally, deploying multiple services in the same virtual machine might result
in dependencies incompatibilities [Hwa+13]. Proper software isolation is required
to ensure that the service’s binary files and all of its dependencies are deployed,
providing an optimal environment for running the service. The same isolation should
ensure that the service can be upgraded and removed in the future without polluting

the virtual machine with its specific configurations or dependencies [UX13; Rigl7].

Messaging. The distributed nature of cloud applications requires a messaging

infrastructure that facilitates communication between services in a loosely coupled
manner to enable scalability [Cas+11]. Asynchronous messaging is widely used and
provides many benefits, but also brings challenges such as the ordering of messages,

poison message management, idempotency, and more [Mic19; Gar06].

Availability. Availability, or the percentage of time the system is available, is

essential for complying with contracts and keeping clients and users happy.
Disruptions can happen due to software and hardware errors, malicious attacks,
and unmanaged system load. Cloud applications typically provide users with a
Service-level Agreement (SLA), so applications must be designed to ensure their
availability [RES10; BHS07; UX13; Ace+13; Mic19];

Reliability. Reliabilities measures the probability of a system to produce the expected

output throughout time [UX13]. A reliable service performs consistently according

to what it was designed to do [Ace+13].

Resiliency. Resiliency evaluates the ability of a system to handle and recover

from failures gracefully, often referred to as being fault-tolerant [Mic19]. Cloud
applications often use shared platform services, are multi-tenant, compete for
resources and bandwidth, communicate over the Internet, and run on commodity
hardware means there is an increased likelihood that both transient and more
permanent faults will arise [BP19]. Detecting failures, and recovering quickly and

efficiently, is necessary to maintain resiliency [ECN15; Birl5].

Security. Exposed to the internet, cloud services are ideal targets for hacker attacks.

The software must be designed with security considerations to minimize the
probability of being compromised, while infrastructure must be carefully protected
to prevent unauthorized access to resources and data [RES10; Micl9; Gre+08;
Arm+10; Put+15].
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Complying with these requirements provides the foundation for adequately designing
software for the cloud. For inexperienced engineers, these will require a sheer volume of
investment in Research and Development (R&D), with bad decisions being the most likely

reason for generating failures.

3.1.3 Cloud Failures

Cloud software, like all software, is subject to failure. We have discussed how reliability
influences user retention, which implies that failures can be the genesis for the termination

of some cloud businesses. The following failures have been identified as recurrent by

Gadish [Gadl14]:

Human error. The introduction of human error in software is not a matter of if it will
happen, but when it will happen. From development to operations, each day without
human error increases the likelihood that an error will be introduced soon. Hollnagel
describes human error as an identifiable human action that is seen as being the
cause of an unwanted outcome. He evaluates human reliability assessment strategies,
namely how those could be predicted [Hol05]. In the context of the cloud, human
error has a potentially catastrophic impact. Puthal describes how mistakes can lead
to the loss of cloud storage [Put+15]. Edelman describes how infrastructure changes
can be erroneous and interrupt service provisioning [Ede]. Greenberg describes how
humans can introduce significant performance issues [Gre+08]. Also, a debugging
exercise in 2017 at Amazon Web Services (AWS) resulted in service downtime and

the estimated loss of $150 million for major American companies [SvelT7].

Application bugs. Application failure due to software bugs is another recurring cause
of failure. Traditional I'T practices can help mitigate the issue, through automation
pipelines for testing and deploying applications [EAD14; Rocl3; Dia+18; Shalb;
Tecl4]. Armbrust describes how bugs in cloud applications are hard to debug, given
that it is often complex to expose the software to the level of stress it reaches in

production [Arm-10].

Cloud provider downtime. Cloud providers are becoming very reliable, providing the
tools and strategies to ensure redundancy for increased reliability. For example, AWS
provides multiple availability zones in each deployment region so that applications
can be deployed redundantly in a specific geography [Ser19b]. Still, some issues are
impossible to prevent, such as natural causes, and even top-tier providers might

be affected. A minor network disruption in AWS in 2015 led to over five hours of
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intermittent service in multiple services, critical for many clients, rendering their
services unavailable [Ser15]. An outage in AWS during the 28" of February 2017
started by taking down Simple Storage Service (S3) and quickly degraded other
services as well. AWS status dashboard itself was malfunctioning, as it depended
on S3. The cause was eventually attributed to human error [Ser17]. Multiple cloud

applications were affected, namely Medium or Slack.

Figure 3.4: The Fail Whale from Twitter, a static page often seen by the social network’s users
during its first years due to inability to accommodate user demand.

Quality of service. The definition of a functioning service varies depending on the
business provided. While it might be acceptable for some applications to have
increased response times during some part of the day, to others, such as the video or
music streaming industries, any unexpected latency or inability to stream content
has a critical impact on the business. Also, user demand can harm the infrastructure
if resources are not preemptively allocated configured to scale automatically. A
well-known story of service disruption was observable during the early years of
Twitter, a time during which it was common to see their Fail Whale, depicted in
Figure 3.4 (p. 32), a static page that reported that something was not working as
expected with the application.

Privacy and security breaches. Security requirements are essential to ensure the
privacy of customer data and, into some businesses, mandatory for operation, such
as the GDPR [Unil6]. Enterprise clients often request for information security
management certifications before adjudicating their business, such as the ISO/TEC
27000 family of certifications [Int]. Cloud providers themselves will not be able to
ensure that deployed applications are accurate, and, as such, it is still up to the

development teams to ensure the continued security of their application.
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Lack of disaster recovery procedures. Disaster recovery has been common practice
for decades in physical data centers [Wol06]. Cloud providers offer a multitude
of strategies to address failure: multi-zone deployments, automated backups,
automated recovery on failure, and much more. These can lead to relaxation by
the engineering team, delegating the responsibility of business continuity to their
cloud provider. Such relaxation has more than once led the team to believe that
they had proper recovery strategies in place, only to learn that they were not
properly configured when they were needed. GitLab’s 2017 backup wipe and recovery
description is an excellent example of this failure: the team believed they had
multiple backup strategies in place, but most were not working as expected. After a
human error led to a partial database wipe, they took several hours to find a viable
recovery solution and ended up having to recover the database from cold storage,
which took over 18 hours [Git17].

3.1.4 Discussion

Developing software for the cloud extends traditional software development with a
multitude of requirements that demand extensive learning and practice from newcomer
engineers. The explosive growth in cloud technologies introduced hundreds of new tools,
services, and architectures for addressing cloud problems [Xeb19b], which further increases

the entropy for finding optimal solutions. Designing cloud software requires months of

research and experimentation to reach an ideal balance of cloud design and technologies.

Adding experts to the team can mitigate the time required to reach productivity, but
experts might not be available, either due to their increased demand in the market or due
to limited human resources budget [Rig19].

Failure to make the best design decisions can lead to extensive damages as failures
appear. We argue that cloud design decisions are critical to ensure that cloud requirements
are addressed while mitigating the likelihood of failure. It is paramount that engineers
have resources at their disposal, which can support their decisions to build and operate

cloud software better.

3.2 Cloud Design Patterns

Section 2.6 (p. 19) describes how patterns are a strategy for sharing knowledge regarding
recurring design problems and their solutions. The relevance of patterns amongst

Software Engineering communities led cloud computing researchers to also adopted
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them to document their observed problems and solutions. Design patterns can help
development teams bootstrap their cloud development with confidence, reaching maturity
faster [Feh+14]. This section describes notable usages of design patterns for describing

architectures for creating cloud computing infrastructures and applications.

3.2.1 Arcitura Cloud Patterns

Arcitura Education' is a global provider of progressive, vendor-neutral training and
certification programs. Their programs are focused on Information Technology (IT), big
data, cloud, and Service Oriented Architecture (SOA). As part of their teaching strategy,
they develop their teaching materials, including multiple pattern books for the cloud,
namely Cloud Computing Design Patterns and Cloud Computing: Concepts, Technology
& Architecture [ECN15; EMP19]. The books present a catalog of patterns for cloud
computing, covering a vast array of topics, namely scaling, resilience, monitoring, data
management, storage, or containerization. An overview of these patterns is freely available
on their site [Arc19].

The authors describe at the time 89 cloud-related patterns in their work. More patterns
are available for SOA, microservices and containerization, DevOps, and other topics.
While extensive in numbers, each pattern includes only a single sentence for the problem,
solution, and application, some accompanied by a visual representation. It enables the
reader to get acquainted with the problem and the concept of its solution. It lacks proper
identification and discussion of the forces for a deeper understanding of the problem and

the description of known uses for the patterns.

3.2.2 Cloud Computing Patterns Book

The book Cloud Computing Patterns [Feh+14] describes cloud components and practices.
A map of the patterns and their relations is depicted in Figure 3.5 (p. 35). Patterns are

organized in the following categories:

Cloud computing fundamentals. Describes cloud service models and deployment
strategies, elaborating on how to decide between them considering for different

applications.

Cloud offerings. Describes the services available through cloud providers and how to

leverage them for building applications.

1 Learn more at https://www.arcitura.com/about/.


https://www.arcitura.com/about/
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Cloud application architectures. Details how applications should be organized in
the cloud.

Cloud application management. Elaborates on how applications should be managed

to ensure they continuously work as expected.

Composite cloud applications. Leverages multiple patterns together to address

complex scenarios.

These patterns are composed of an abstract to the pattern, the problem in the form
of a question, the context, solution, result, solution variation when applicable, related
patterns, and known uses. A visual representation often supports the solution.

The authors did not identify and discuss the forces for each pattern, and the description
of the known uses use generic examples, lacking factual application scenarios of the pattern.
The book is still thorough on covering many details of cloud computing, resulting in an

excellent reference over the properties of cloud development.

3.2.3 Amazon Web Services Reference Architectures

AWS Reference Architectures [Ama] is a repository of reference architectures by
Amazon, describing suggested solutions to specific application scenarios such as web
application hosting or batch processing. Amazon currently provides a total of 16 reference
architectures. Each reference architectures is visually described, identifying the services
that compose the solution and how they interact with each other. These guidelines are
not written in the form of patterns and are agnostic of the context where the solution can
be implemented.

Figure 3.6 (p. 37) depicts AWS web hosting reference architecture. Each service
composing the solution is briefly described on the bottom of the image, enabling the

reader to understand its relevance in the bigger picture.

3.2.4 Azure Design Patterns

Azure provides at this time a list of 24 design patterns for cloud computing. Azure
design patterns follow a traditional pattern structure, including a context and problem
description, the solution, a description of issues and considerations while adopting the
pattern, an example, either as code or described using diagrams, and a list of related
patterns. In some cases, a downloadable example is available [Mic19]. The patterns’
abstracts are listed in Table 3.1 (p. 38) and Table 3.2 (p. 39).
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3.2.5 Pattern Language for Microservices
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Figure 3.7: Chris Richardson pattern map representing his pattern language for managing
microservices.

Chris Richardson wrote the Microservices Patterns book [Ricl7b], along with
his website?, where he describes a pattern language for building and orchestrating
microservices in the cloud [Ric17al. So far, the pattern language is composed of more than
40 patterns, depicted in Figure 3.7 (p. 40). The language is being continuously expanded,
from the knowledge gathered by Richardson consulting services regarding microservices
architectures. While both the book and the web site approach the same topic, the website
has a description of the patterns in pattern form, using a problem, forces, solution,
example, resulting context, and related patterns form. The book does not describe
the patterns in this format but, instead, demonstrates how they can be implemented

technically, including several source code examples and architecture diagrams.

2 Available at https://microservices.io/patterns/


https://microservices.io/patterns/
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3.2.6 Delivery Patterns

Cycligent engineering team published a white paper of cloud patterns for Continuous
Integration (CI) and Continuous Deployment (CD). The patterns are described informally,
providing a brief description of the solution and known use cases for them [Cycl5]. The

patterns described are:

Blue/Green deployment. A deployment strategy where updates are made available

for a subset of the users to test changes minimizing possible negative impacts. The

current environment is typically labeled as blue, while the updated one is the green.

A routing strategy forwards the users from the blue to the green environment. In
case of failures, users can be reverted to the blue environment. Netflix, Localytics,

and Etsy are described as adopters of this strategy [Cycl5].

Canary release. Very similar to Blue/Green deployments, but enabling a gradual
migration of the users, instead of the all or nothing approach from blue/green
deployments. If the canary version is stable, additional users can be gradually
switched to this environment, until no users are left, when the previous environment

is shut down. Facebook, Box, and Wix are known to adopt this strategy [Cycl15].

Microservices. Already extensively described in the literature, Cycligent also
highlights the relevance of microservices for cloud applications and claim that Nike,

Karma, and Netflix are adopting them [Cyc15].

Containers. Also extensively described in the literature, Cycligent highlights the
importance of immutable environments built with containers for facilitated isolation

and portability.

Dark launching. Introduced in 2008 by Facebook [Cyc15], it consists of pushing hidden
features to the users and evaluate how the application behaves. If no abnormal

behavior is observed, the feature can gradually or at once be made available.

Feature flags. It can be used along with Dark Launching to identify to which users new
features should be made available. It facilitates toggling features for specific users
based on configuration or rules, for example, on the user’s details such as the country

of origin. Hootsuit, Spotify, and Flickr are said to adopt this strategy [Cycl5].

These set of practices are only briefly described and do not follow a pattern structure
but are relevant to the reader to get acquainted with CI/CD strategies and the companies

adopting them.

41
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3.2.7 Other Works

Duvall summarized CD patterns and anti-patterns in the software life cycle. He
introduces patterns for configuration management, CI, testing, deployment pipeline,
builds and deployment scripting, deploying and releasing applications, infrastructure and
environments, data, incremental development, collaboration, and references some essential
tools [Duv10]. For each topic, there is a single paragraph describing the pattern, with a
related anti-pattern. For example, for parallel tests, the pattern is Run multiple tests
in parallel across hardware instances to decrease the time in running tests and the
anti-pattern Running tests on one machine or instance. Running dependent tests that
cannot be run in parallel. Duvall describes fifty patterns with this strategy, which can
raise the developer’s awareness for these solutions, and how to prevent implementation
errors with the anti-patterns description. Still, these summaries are insufficient to detail
how the developer could pursue an implementation.

Tsai describes how SOA architectures can be extended with the infrastructure provided
by cloud computing to make larger, more complex application [TSB10]. Tsai describes
how multiple clouds can be leveraged to increase further redundancy and, hence, the cloud
application’s availability. The work describes the need for multiple ontologies to be defined
and adopted by cloud providers to describe their cloud services, namely regarding storage,
computing, and communication, facilitating service allocation across cloud providers. He
moves on to theorize the concept of cloud brokers, that would be able to allocate resources
from multiple clouds described by such ontologies, facilitating cloud portability and
interoperability. A reference architecture of a multi-cloud application is described and
demonstrated in a prototype, which used Google Cloud for computation and Microsoft
Azure for a SQL database. This concept had mild adoption by cloud providers. As an
example, AWS provides Service Broker, which allows AWS services to be exposed directly
through third-party applications such as Red Hat OpenShift. This level of maturity is
only pursued by extensive cooperation and not really under the domain of our research.

Zimmermann et al. describe a pattern language for creating and evolving microservices.
While not directly related to cloud computing, their pattern language provides valuable
knowledge for designing services that scale [Zim+].

Friedrichsen introduces 22 patterns in his presentation Patterns of resilience [Fril4].
The patterns are informally and briefly described along a slide deck, and a pattern map
is facilitated to navigate the language, as depicted in Figure 3.8 (p. 43). The language is
particularly relevant to provide a vocabulary for discussing resilience, as the patterns are

insufficiently described to be applied by a development team.
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Figure 3.8: Friedrichsen pattern map representing his pattern language for resilience in cloud
applications.

Loriedo created a pattern catalog specific for container usage. The patterns are

organized into three categories: development, with 6 patterns, 2 patterns in distribution

and 10 patterns for runtime. They are made available online in the form of a presentation.

Each pattern briefly describes a container-related context, with a brief description and
diagram demonstrating its usage [Lorl19]. The reader learns about relevant container
concepts such as CONTAINER LAUNCHER or MOUNT SOURCES.

The Cloud Native Landscape is an initiative from the Cloud Native Computing

Foundation that aims to identify and categorize the most relevant tools for

supporting cloud development. They have aggregated a total of 1171 tools to date,

categorized under application definition and development, orchestration and management,

runtime, provisioning, platforms, observability, and analysis, serverless, and special (for
others) [Foul9]. The ecosystem is depicted in Figure 3.10 (p. 45).

3.2.8 Discussion

Cloud design patterns are a recognized asset for empowering engineers to build better
software. That motivated authors to publish their design knowledge as patterns, as
identified in this section. Despite the availability of such knowledge, one of the main
challenges of cloud development is still the lack of resources and experienced engineers for
building cloud applications, cf. Section 3.1.1 (p. 26).

From this literature review, we understand that the knowledge being made available

is vast. However, it rarely provides concrete implementation details. When it does, it is
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Figure 3.9: Visual representation of the container catalog of patterns from Loriedo, organized
into three color-coded categories: development, runtime, and distribution.

often too strict and not adaptable to different contexts. Furthermore, authors tend to
document knowledge from their own experience without verifying its validity with other
professionals. There has been no empirical study evaluating the impact of patterns as
guidelines for defining the architecture of cloud application to the best of our knowledge.
No author presents a case study with practitioners evaluating the correctness and relevance
of their patterns, which let us believe that these are a product of personal experience and
not scientifically tested to ensure their relevance.

We believe that patterns are a good strategy for capturing design knowledge for the
cloud, and a pattern language for the cloud is ideal for supporting design decisions. Such
patterns would have to go further than the current state of the art, leveraging forces and

alternative solutions, to be applicable by most professionals.

3.3 Summary

Cloud computing demanded a considerable shift from software engineers to adapt to the
newly introduced requirements. RightScale’s survey for 2019 shows that lack of resources
or expertise is the most relevant cloud adoption challenge [Rigl9]. This is a factor in
the introduction of new software requirements such as scalability by design, dynamic
infrastructure, service orchestration, availability, reliability, resilience, and others. For a
multitude of reasons, cloud failures are an ordinary reality among practitioners, due to

human error, bugs, provider downtime, security, lack of recovery procedures, and others.
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Good software design knowledge and practices could improve this scenario, and patterns
provide the ideal way of sharing that knowledge.

Cloud Design patterns can help development teams design architectures that cope
with cloud requirements faster, reducing the research time required. We have presented
the work from other authors who have produced hundreds of design patterns during this
chapter. While these should be improving the cloud success scenario, we have seen that

lack of cloud knowledge and expertise is still a dominant issue amongst practitioners.
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Chapter 3 (p. 25) presents the current challenges of cloud computing and how multiple
authors have addressed them using patterns and pattern languages. A multitude of design
patterns, tools, and applications are described. Despite those, businesses still struggle to
build reliable cloud architectures [Gadl4]. This chapter elaborates on how this research
contributes to the body of knowledge of cloud software development. We argue that
there is a lack of scientific literature describing how to build cloud software, supported
by systematically captured knowledge that can help teams build their cloud solutions.
We describe the hypothesis to be addressed, the associated research questions, and the

research strategy used to assess it.

4.1 Thesis Statement

The information made available for supporting cloud application design is often a result
of personal experience and observation, biased to specific application contexts, lacking in
scientific support and adaptability. As the central hypothesis from this research, we set

ourselves to provide evidence that

While engineering software for the cloud, there are categories of recurring

problems, which solutions converge from good design principles, that adjust
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to the context where they emerge. Their adoption is a consequence of (1) the
awareness a team has of a problem, (2) the characteristics of the product and

the company, and (3) the way these solutions relate amongst themselves.

These recurrent problems can be grouped in a limited number of categories. We believe
that engineers tend to converge into similar solutions by applying sound design principles
familiar to them. While doing so, even independently, they tend to converge to a similar
solution for the same problem, while adapted to the specific context they observe. For
these recurrent solutions to emerge, the team must be aware of the problem, and the
problem must be relevant enough to justify investing in it. While there is no golden rule
or set of strategies to create optimal cloud applications, engineers are likely to engineer
software that will comply better with their cloud requirements when provided with proper
resources.

We propose to research these practices, mined through observation and literature
review, using a pattern language as a systematization framework for knowledge that can
be readily applied by cloud developers. We provide evidence of their relevance in resorting
to appropriate research methods that involve practitioners that adopted cloud computing
to try to understand how factors such as company and product characteristics might

influence not only the adoption of each pattern but also the language as a whole.

4.2 Research Questions

As new engineering paradigms emerge, so do new software approaches. Cloud Computing
is no exception. To enable our contribution to the field of cloud engineering, we
set ourselves to understand what design decisions influence software development and
operation under this paradigm. In this regard, we identify five Research Questions (RQs)

for guiding this research.

RQ1. What are the recurrent problems when developing software for the
cloud?
What recurrent problems can we identify with the current approaches to cloud

development? What consequences result from sub-optimal design decisions?

RQ2. What strategies are adopted for addressing cloud problems?
The cloud problems identified in RQ1 are likely to be observed at some stage by any
companies developing for the cloud. How should developers address those problems?

Have developers converged to sound design decisions when solving these problems?
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If so, is it possible to formalize these design decisions, making them reusable by
others? What relations can we identify that could motivate the joint implementation

of multiple strategies? What lessons can we learn from successful cloud designs?

RQ3. What driving forces influence how strategies are implemented?
Engineers often face difficulties while building cloud software. Not only is it hard
to find the ideal solution for a problem, but the same problem might also suffer
from varying configurations, or forces, which need to be balanced in a specific way
to fit each concrete observation of the problem. As such, engineers would be able
to better address cloud problems if they understood the forces involved, enabling
a proper adjustment of the solution to fit the problem’s specific configuration. In
this regard, for the identified problems, what forces influence the configuration of
the problem? How can those forces be balanced to make a fit solution for a given

context?

RQ4. Are companies that develop software for the cloud aware of these
problems and adopt the identified solution?
Previous questions search for cloud problems and their solutions and attempt to
document them so that professionals can apply them. Nevertheless, are they relevant
for professionals? Do they recognize the problems and are receptive to implementing

the solutions? What is their adoption frequency?

RQ5. What characteristics influence the emergence of specific problems when
developing software for the cloud?
RQ4 identifies which patterns are most adopted in the industry. What drives
the adoption of these problems? Do internal company characteristics influence
their observation? Can we establish a correlation between company characteristics
and the appearance of these problems? Identifying correlations between company
characteristics and recurrent cloud-related problems will enable companies to define
a cloud adoption strategy that can preemptively prepare them for those problems
before negatively impacting their operation. To the best of our knowledge, no
research correlated company characteristics with the observation of cloud problems

and their solutions.
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4.3 Research Strategy and Methodology

Zelkowitz and Wallace [MDO98a] categorized the experimental models for validating

technology into four categories. Quoting from their original paper:

Scientific method. Scientists develop a theory to explain a phenomenon; they propose
a hypothesis and then test alternative variations of the hypothesis. As they do so,
they collect data to verify or refute the claims of the hypothesis.

Engineering method. Engineers develop and test a solution to a hypothesis. Based
on the results of the test, they improve the solution until it requires no further

improvement.

Empirical method. A statistical method is proposed as a means to validate a given
hypothesis. Unlike the scientific method, there may not be a formal model or theory

describing the hypothesis. Data is collected to verify the hypothesis.

Analytical method. A formal theory is developed, and results derived from that theory

can be compared with empirical observations.

We structured this research into three stages: preliminary research, pattern
mining, and validation. We use the engineering and empirical methods for achieving
complementary results. To research our hypothesis while addressing the previously

identified research questions, we use the following strategies:

RQ1. What are the recurrent problems when developing software for the
cloud?
We start by identifying the challenges from cloud applications in Sections 3.1.1
and 3.1.2 (pp. 26 and 28), with a review of the current state of the art for
cloud software design practices and discussing their intricacies. We argue that the
current body of knowledge fails to provide reproducible guidelines for designing
cloud software. We move on to demonstrate how engineers are approaching these
problems in Chapter 5 (p. 55). We begin by designing a reference implementation
for a cloud application that orchestrates secure cooperation between sensors and
services with limited data and restricted permissions. We then identify a set of
practices, systematically captured as a pattern catalog built from interviewing
Portuguese startups whom we have inquired about their cloud development and
operations practices. We conclude demonstrating that these patterns are useful in

the industry by employing participant observation for two weeks, during which we
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were able to measure improvements in key metrics in the evaluated company due
to the implementation of some of those patterns. Chapter 5 (p. 55) provided the
opportunity to experiment with cloud technologies and get acquainted with the
industry’s cloud status quo, gathering the expertise to continue this research. Using
literature research and experimentation, we then mine these problems into a pattern
format, as introduced in Chapter 6 (p. 69) and elaborated in Chapters 7 to 9 (pp. 77,
117 and 135).

RQ2. What strategies are adopted for addressing cloud problems?
To understand how the industry is approaching these problems, in Chapter 5 (p. 55),
we describe the interview of 25 Portuguese startups, which we inquire about cloud
development and operation practices and write a pattern catalog out of them.
Chapter 6 (p. 69) further explores this subject, focusing on critical cloud design
decisions we have captured in the form of a pattern language. The pattern language
thoroughly describes ten frequent problems of cloud design under three categories:
the orchestration of infrastructure and services, cloud software monitoring, and
discovery and communication for facilitating collaboration between multiple services
that compose a cloud application. The 10 novel patterns from the pattern language
are further detailed in Chapter 7 (p. 77), Chapter 8 (p. 117), and Chapter 9 (p. 135).

RQ3. What driving forces influence how strategies are implemented?
Chapter 6 (p. 69) describes which forces influence the solutions captured as patterns.
Each pattern presents a frequent problem of software design for the cloud and its
conflicting forces. The proposed solution properly balances those forces, providing
a reliable implementation of the solution for the problem identified in the pattern.
The detailed pattern description from Chapter 7 (p. 77), Chapter 8 (p. 117), and
Chapter 9 (p. 135) thoroughly identifies the forces that guide the solution for each
pattern. We validate these forces by inquiring industry specialists in the case study
described in Chapter 10 (p. 149), which enables us to gain confidence in the forces
we have identified, just as well as identifying new ones that we can use to iterate

and improve our patterns.

RQ4. Are companies that develop software for the cloud aware of these
problems and adopt the identified solution?
While interviewing five local startups, we learn if they recognize these problems and
which strategies they solve by applying the pattern language. Chapter 10 (p. 149)
describes our findings. Chapter 11 (p. 191) describes how we have inquired over 100
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companies about their company and product characteristics and tried to correlate
those with the adoption level of each pattern identified in the pattern language. We
then discuss the identified correlations and how these can be used as guidelines for

when to consider implementing each pattern.

RQ5. What characteristics influence the emergence of specific problems when

developing software for the cloud?

In Chapter 10 (p. 149), we interview five companies that are developing their
software for the cloud. During each interview, we inquire the respondent about the
problems they have been through while developing their cloud application, which
we then discuss while considering the company’s size and application intricacies.
We then expand this research to over one hundred respondents in the questionnaire
presented in Chapter 11 (p. 191), acquiring the required data to identify correlations
between the characteristics of the respondents’ companies and the cloud problems

they have faced.

Table 4.1 (p. 52) summarizes how we address these research questions along in this

dissertation.

ID Research questions Related chapters

RQ1 What are the recurrent problems when developing Chapters 3 and 5 to 9
software for the cloud?

RQ2 What strategies are adopted for addressing cloud Chapters 5 to 9
problems?

RQ3 What driving forces influence how strategies are Chapters 7 to 10
implemented?

RQ4 Are companies that develop software for the cloud aware Chapters 10 and 11

RQ5

of these problems and adopt the identified solution?
What characteristics influence the emergence of specific Chapter 11
problems when developing software for the cloud?

Table 4.1: Fundamental research questions in this research and where they are addressed in this

4.4

document.

Summary

This chapter identifies the questions that will drive this research. We argue that there are

categories of problems while developing software for the cloud that recurrently challenge

engineers who lack appropriate resources to address them. With this work, we propose
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to explore those categories, their problems, and their solutions. We propose to capture
this knowledge as a pattern language. We subsequently propose to validate them through
industry interviews and questionnaires that can assert the awareness and relevance of

these patterns in the industry.
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This research aims at supporting software engineers while designing their cloud software.
To do so, we felt the need to become experts at it, going beyond what Chapter 3
(p. 25) identifies as state of the art with practical experience. This chapter describes
two exploratory pieces of research. Section 5.1 (p. 55) describes the implementation of a
reference cloud architecture for a Portuguese research project regarding Ambient Assisted
Living, Ambient Assisted Living for All (AAL4ALL). Section 5.2 (p. 62) describes a survey
held with the Portuguese startup community, aiming to understand the practices and tools
they adopt in their cloud adoption. A pattern catalog resulted from this survey, which
we validate with a startup to measure the achievable improvement from applying the

patterns in an industry environment.

5.1 Experimentation with Cloud Architectures

AALAALL' was a Portuguese e-health research project held during 2011 and 2015 with
a consortium of 32 Portuguese partners from industry and academia, aiming at the
development of an open AAL ecosystem by providing an infrastructure for third parties

to integrate their sensors and services.

1 Learn more about the AAL4ALL project at http://www.aal4all.org/.
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The project aimed at helping seniors (or care receivers) increase their independence,
by instrumenting their house with a set of sensors that could help their daily life. Several
use cases were implemented. As an example, the door and window sensors could warn
the care receiver about them being left open by mistake, preventing the security risk.
Another successful use case was to track Alzheimer patients continuously, providing an
alarm mechanism they could trigger if they ever got lost or confused, both in and outside
their home.

AALAALL required a generic software platform to orchestrate the information that
flowed in the ecosystem and to manage and identify users and services [Far+13; Far+-14].
We contributed with the design and implementation of a reference architecture that
supported the cooperation between services and devices developed by any partner from
the consortium. Given the medical nature of the data processed, message passing required
a centralized communications system to ensure the adequate authentication, routing, and

security of all data exchanged.

5.1.1 Project Overview

Figure 5.1 (p. 57) provides an overview of the project architecture. We contributed to this
project with the design and implementation of Ambient Assisted Living Message Queue
(AALMQ@), a cloud application for orchestrating the communication between any other
two entities in the project, for example, a heart rate sensor and the patient’s dashboard.

AALMQ provided a message queue where third-party services and devices exchange
data, subject to authentication and authorization. There were restrictions on what
information subscribers could receive, so we enforced the access to queues and what
message could be exchanged in each queue, so that only authorized publishers and
consumers could interact with a given queue, preventing data leakage. AALMQ was built
around RabbitMQ?, which provided many of the messaging functionalities. We had to
implement a companion service that kept RabbitMQ configured with the queues and
individual permissions that were configured in the ecosystem.

Figure 5.2 (p. 58) demonstrates the scenario where a Care Receiver (patient) owns
a scale, an electrocardiography reader (ECG), and an AAL Home Gateway at home.
Somewhere in the cloud, an AALMQ) node assures the communication between the AAL
Home Gateway and the Monitoring Web App and Monitoring Mobile App used by a

Healthcare Provider and a Healthcare Informal Provider, respectively. The Healthcare

2 RabbitM(Q is an open-source messaging system implementation. Learn more at https://www.rabbitmg.
com/.
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Figure 5.1: AAL4ALL project architecture [Far+14]. The ecosystem services enabled caretakers
and health professionals to interact with the care receiver. The ICT services enabled
project-wide functionalities; such keeps a care receiver location history. The care
receiver had a mobile and home scenario, where he would be monitored by different
sensors that would enable notifying the caretaker in case of emergency.

Provider represents an entity (doctor, nurse, group, or organization) that is responsible

for monitoring and responding to any problems that may arise with the Care Receiver.

At the same time, the Healthcare Informal Provider is a non-specialized person (family,
friend) that wants to stay informed about the status of the Care Receiver.

It is possible to identify different communication scenarios, one of which illustrated in
Figure 5.3 (p. 59). This scenario describes the mechanism for assuring that a Healthcare
Provider (p) receives an alert when the heart rhythm of a Care Receiver (r) is outside
a specified range. This description that all participants were previously set up and had

permission to exchange messages. The scenario works as follows:

o The Healthcare Provider (p) starts by interacting with the Monitoring Web App,
through its user interface, to request the monitoring of the heart rhythm signal of

the Care Receiver (r) with a specific period (t) and control range (min, max). This

o7
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Figure 5.2: Visualization of the intervening components for an Electrocardiography (ECG)
reading use case in the home environment of the care receiver [Far+14].

interaction is abstractly represented by the MonitorSignal message in the figure.

o The Monitoring web application prepares a RequestData message to be sent to the
AAL Gateway that serves the Care Receiver, having as parameters the type of signal,
the identification of the Care Provider requesting the data, the identification of the
Care Receiver to be monitored, and the period for data collection. The Monitoring
Web App transmits the message via the AALMQ node, by sending a Publish message
to the AALMQ node, having as parameters a routing key and the RequestData
message. In this case, the routing key is a topic that identifies the target of the
message, that is, the Care Receiver. If wanted, the RequestData message may be
encrypted by the Monitoring Web App, becoming completely opaque to the AALMQ

node.

o Assuming that the indicated AAL Home Gateway previously subscribed to the topic
that identifies the Care Receiver r, the AALMQ node forwards the RequestData
message to the AAL Gateway.

o The AAL Home Gateway then decrypts (if needed) and interprets the received
message. Based on configuration information, it first determines the device that
measures the requested signal (hearth rhythm) from the requested person (r). Then,
as indicated by the loop interaction operator in the figure, it periodically requests
(with period t) a reading from the device, which reports back the measured value
(x). For each value reported by the device, the gateway prepares a ReportData
message to be sent to the requester, having as parameters the type of signal, the

identification of the Care Receiver being monitored (r), the identification of the Care
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Figure 5.3: Sequence diagram demonstrating message passing between cooperating services in
the use case of capturing a patients ECG reading [Far+14].

Provider that requested the data (p), and the actual measurement (x). The gateway
transmits the message via the AALMQ node, by sending a Publish message having
as parameters a routing key and the ReportData message. Like in the previous case,
the routing key is a topic that identifies the target of the message, which in this case,
is the Care Provider. Again, if wanted, the ReportData message may go encrypted,

becoming completely opaque to the AALMQ node.

o Assuming that the Monitoring Web App previously subscribed to the topic that
identifies Care Provider p, the AALMQ node forwards the ReportData message to
the Monitoring Web App.

o The Monitoring Web App then decrypts (if needed) and interprets the received

message. It appends the received value to its internal database for subsequent
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consultation and, in case it lays outside the specified range, sends an alarm
notification message to the Care Provider, indicating the type of signal, the

identification of the Care Receiver (r) and the observed value (x).

The example presented is based on a small pilot case that was conducted to validate
and refine the testing and certification approach presented in this paper. A testing
infrastructure, comprising reusable test drivers and stubs, was developed to facilitate

the implementation and execution of unit test cases [Far+-14].

5.1.2 Development Considerations

The use cases identified before enabled us to elicit the requirements to AALMQ. Given
that it would orchestrate the message passing between any other two components in
the ecosystem, it must have been considered critical in the project. As such, its design,
development, and operations needed to prevent downtime. Changes to it, such as updates
or a change in the infrastructure, needed to ensure minimal to no downtime, minimizing
the impact in the ecosystem.

There were several challenges to ensure that the application met its requirements.

Particularly, we had to consider:

Packaging. Moving software between environments manually, such as copying files
between hosts, is not practical. At the time, the Docker container technology was
being introduced. We used Docker to package the two services that composed
AALMQ independently: the message queue software and the companion software
that manage access to it. Using Apache Mesos, a cluster orchestration software, we
could instruct it to deploy the containers redundantly on the infrastructure without

having to access each server manually, rendering deployments trivial.

Infrastructure orchestration. We quickly found that we would have to use multiple
machines to operate the application. A single machine was not enough to handle
the traffic at peak usage, and we wanted to provide a redundant system that would
continue to operate in case of failure from one node. It would not be trivial to
operate each machine, despite any automation adopted. We wanted to abstract the
underlying virtual machines and somehow prescribe how software operated in them.
We adopted Mesos and Marathon as orchestrating technology to deploy Docker
images. The orchestrator deployed the two services on all of the three servers that

composed the cluster for performance and redundancy. Additional servers could
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be added on-demand, as well as services deployed to them by adjusting a simple

configuration.

Deployment automation. Initial deployments were triggered manually. We have
noticed that this process was time-consuming and required following a strict
script. A minor deviation from that script could render the system offline. Being
software engineers, we quickly felt the need to implement automation so that
the script could be executed by the computer, preventing human error. A small
deployment script was implemented and ensured that we had the correct source
code version locally, built and published a docker image from it, and then pulled
that image in the production environment’s orchestrator. At the time, deployment
automation frameworks were not widespread, so we have built that automation

strategy ourselves.

Availability and resilience. The research project had several field trials, both with
artificial and real patients. With AALMQ) being a single point of failure for the
whole AAL4ALL ecosystem, it had to be designed with strategies that minimized
the probability of it becoming unavailable. As long as that node was available,
requests coming into the system were forwarded to one of the nodes randomly.
Message ordering was not relevant to the project. If the deployed service stopped
working, the orchestrator attempted an automatic recovery. If that did not work,
an external monitoring system would notify us by email, enabling a fast manual

response.

Traffic and scale. Being an early proof of concept running field trials, the volume of
data being exchanged through the AALMQ was minimal. The peak traffic will rarely
exceed tens of messages per second. A single machine would be capable of managing
this volume of data. Redundancy was mostly motivated to provide availability and
resiliency than performance and scalability. Nevertheless, the adopted architecture

could quickly scale out to new machines to handle additional traffic.

5.1.3 Conclusion

Implementing AALMQ) provided an excellent opportunity to experiment with novel cloud
technologies and their orchestration. There were three contributions in AALMQ that
furthered our cloud knowledge. Mesos and Marathon acted as orchestration manager
and abstracted the infrastructure, facilitating service orchestration and scalability.

Docker provided service containerization, enabling execution in isolated and portable
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environments. RabbitMQ provided a message queue service with restricted queue
interaction.

These design decisions coped with the requirements identified, providing a scalable and
secure system for routing messages between distributed cooperating services. Most design

decisions were aligned with the pattern catalog that we will later describe in Chapter 6
(p. 69).

5.2 A Pattern Catalog for DevOps and Cloud

Experimenting with cloud technologies was insufficient to understand if our perception
of the cloud ecosystem was coherent with the best practices adopted by other engineers.
Did we make optimal decisions? Did we use the best technologies? How could we further
optimize our setup? To answer these questions, it was no longer enough to experiment
with technologies by ourselves; we wanted to understand how the industry was tackling
the same challenges we did.

For that regard, we designed a survey for capturing this information with the
Portuguese startup community. Startups were ideal research candidates as they typically
work with limited teams and budgets, having to work very efficiently to succeed.
Furthermore, their goal is to typically scale, so their software designs are concerned with
such requirements from the get-go.

During the first months of 2016, we interviewed 25 Portuguese startups. Their
responses to the survey led to the creation of a pattern catalog of Cloud and DevOps
practices with 13 patterns.

The pattern implementation was evaluated using participant observation with a
startup that was in an early cloud adoption phase. We evaluated their development
and operations practices and measured how the implementation of our pattern catalog
improved them.

Carlos Teixeira collaborated with this research as partial fulfillment of his Master’s
thesis research [Teil6].

5.2.1 Interviewing Process

This research applied the interview to 25 startups. The interview covered the following

categories:

Product. The product section would try to understand what the company did and
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secondly if there were any special requirements that would influence the company’s

choices.

Team management. Team sizes, interactions, project management techniques would

be analyzed here.

Software delivery pipeline. In this section, we identified if teams did Continuous
Integration, how did they handle the creation of environments for each of the pipeline

states and what teams did what in each state.

Infrastructure management. We tried to capture how the companies handled their

infrastructure. Did they use the cloud? Which processes did they automate?

Monitoring and error handling. With this section, we aimed to understand if the
companies were monitoring their infrastructure, how did they do it and, when errors

were detected, how were they responding?

5.2.2 Pattern Catalog

The responses to the interview allowed us to identify tendencies that eventually led to

capturing a pattern catalog of 13 development and operations patterns:

Alerting. Define a strategy to alert the team when the system is experiencing failures.

The whole team can be alerted, or there can be a sub-team responsible for evaluating
the alerts during a given period. Members from this sub-team can periodically

rotate.

Auditability. Monitor the application’s status and log outputs, raising alerts on failures

for quicker team responses when needed.

Cloud. Design the product to use cloud computing enables a faster development by

adopting cloud services.

Code review. Peer review source code before accepting it into the master branch to

minimize errors and share knowledge.

Communication. Define communication channels for the team so that they can easily

stay synchronized.

Continuous integration. Adopt a Continuous Integration (CI) system to
automatically test and build the system, alerting the development team of failures

in this process.

63
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Deployment. Automate environment setup using deployment scripts and product

deployment using REPRODUCIBLE ENVIRONMENTS.
Job scheduling. Schedule job execution in the infrastructure.
Reproducible environments. Package software in a portable way between systems.

Scaling. Adopt vertical scaling, horizontal scaling, or increase the product’s availability

and capacity.

Team orchestration. Adjust development teams size to be smaller than ten members

and promote agile processes and communication.

Version control. Adopt a version control system to facilitate cooperation between

developers.

Table 5.1 (p. 64) identifies how many companies we have seen each pattern. These
patterns are further detailed in the Master’s thesis entitled Towards DevOps: Practices

and Patterns from the Portuguese Startup Scene [Teil6].

Pattern name

Adoption count

Communication
Version Control

Cloud

Auditability
Continuous Integration
Reproducible Environments
Error Handling

Scaling

Deployment

Code Review

Team Orchestration
Alerting

Job scheduling

25 I
24 I
21 I
17 I
16 I

15 I

15 I

12 I

11 ——

11 ——

9 .

9 .

By |

Table 5.1: Pattern catalog adoption from the 25 interviewed companies, sorted by the most
adopted.

5.2.3 Empirical Assessment of the Patterns in the Industry

We want to understand what was the actual impact of applying these patterns in the
industry. We expected to observe an improvement on those metrics by measuring key

productivity metrics before and after applying the patterns.
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This evaluation was performed by applying a participant observation strategy with a
Portuguese startup, VentureOak?®. Participant observation enabled the systematic capture
of events, behaviors, and artifacts in the social setting chosen for study [MRO6]. This
methodology has the researcher joining a team in their daily activities as an additional
active member of that team. Other than being able to accurately capture all action from
the team, the observant also acts as an active team member, further influencing the team
to explore his hypothesis [Kaw05].

VentureOak developed cloud software for third parties and had at the time a little
over 20 employees. Their projects had a typical duration of three to six months, built by
teams of two to six elements.

VentureOak motivation for collaborating in this research was their own goal to improve
their cloud strategy, namely: (1) reduce the time spent deploying software by applying
automation, (2) reduce the time required to set up new development and deployment
environments by adopting programmatically reproducible environments, (3) minimize
state variations between development and production machines, and (4) modernize their
technology stack.

The experiment was limited in time to two weeks. Employing participant observation,
we acted as an active member of the team, helping them tackle their challenges by applying
patterns from our pattern catalog. Three, out of the thirteen patterns, were implemented
during this time.

The team needed to reduce the time it took to configure new environments and to
ensure consistency in their environments, despite if they would be running development,
staging, or production environments. REPRODUCIBLE ENVIRONMENTS pattern addressed
this problem, which the team approached by adopting container technology, specifically
Docker. The REPRODUCIBLE ENVIRONMENTS facilitated the implementation of the
CONTINUOUS INTEGRATION pattern, by leveraging pre-built containers to speed up the
testbed setup and reduce the overall test execution time.

Finally, the DEPLOYMENT pattern was adopted to ensure a clean environment was
created on every deployment, by having the CI process building a container image fit for
production, which the deployment process would then use while deploying a production
environment.

The implementation of these three patterns enabled the implementation of a trivial
Continuous Deployment (CD) system.

Despite the limited experiment duration, it was still possible to observe improvements

3 VentureOak was a software house from Porto. They are now part of the German professional network
Xing.
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regarding the automation of deployments and the creation of development environments
with the team. This automation also enabled understanding which software version was

deployed at any given time, which was not possible previously.

5.2.4 Results

Table 5.2 (p. 66) identifies the metrics captured with VentureOak at the beginning and
end of the experiment. The automation of the deployment strategy slightly slowed down
the deployment duration as a side effect of always having to run all tests, which, on the
other end, increased the team’s confidence on each deploy. This automation increased the
developer’s awareness of issues with their codebase, reducing the frequency at which build

errors where observed.

Metric Initial value Final value

Deployment strategy (staging) Manual Automatic

Deployment duration (staging) 3 to 10 minutes 15 minutes

Deployment frequency (staging) When needed On every push

Environment set up strategy Manual Automatic

Environment set up time 5 minutes to hours, Usually less than b5
depending on developer minutes

Ease to make environment changes Low High

Build errors frequency Low Medium

Table 5.2: Observed performance metrics at VentureOak before and after the participant
observation experiment [Teil6].

Setting up new environments, either for new developers, staging, or production, had
the most significant impact, done in up to 5 minutes in any case, by pulling the proper
Docker image. A substantial improvement for a task that often required several hours
by less experienced team members. The frequency at which build errors where observed
resulted from an improvement in the build process that increased the errors detected
during the software build and was indeed a positive change.

While it is not possible to argue about the relevance of all patterns, we can conclude
that these three implemented patterns very positively influenced the development and

operations at VentureOak.

5.2.5 Conclusions

This section identifies recurrent problems and practices from developing cloud software by

interviewing professionals. We create a pattern catalog of 25 patterns and evaluate how
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often these are implemented in the industry. We then evaluate the impact for a company
to adopt these patterns by measuring development metrics before and after the team is
provided with the pattern catalog. We observe a performance increase in most metrics
measured. The exception is development time, which is slowed down due to the execution
of tests in the deployment pipeline. Nevertheless, this increased deployment time was seen

as positive, as it vastly increased the confidence over the deployed software.

5.3 Summary

In this section, we have described our initial research and contributions to cloud practices.

During this phase, we aimed to grasp a better understanding of the technologies,
architectures, and practices frequent in the industry, through both extensive literature
research, industry interviews, and actual experimentation.

The first contribution was to the AAL4ALL project, a publicly funded research project
to facilitate the continuous observation of caretakers by their caregivers. This project had
the contribution of 32 partners from industry and academia, each developing sensors or
software that would, in some way, improve the ease of caring for these patients. We have
contributed with an architecture and reference implementation to orchestrate the message
passing between components in the ecosystem, ensuring scalability, security, and privacy.

Secondly, we have interviewed 25 Portuguese startups to understand their cloud
technology adoption and practices. A pattern catalog of 13 patterns resulted from that
research. Some of these patterns were expanded and became part of the pattern language
presented in Chapter 6 (p. 69).

Finally, we have applied participant observation for two weeks at a startup and
demonstrated that the application of some of the patterns from the catalog positively
influences the development and operations of the companies that adopt them.

During this chapter, we address the following Research Questions (RQs):

What are the recurrent problems when developing software for the cloud?
We experiment with the intricacies of cloud design and development in Section 5.1
(p. 55), where we highlight the importance of packaging, orchestration, automation,

and availability in cloud development.

What strategies are adopted for addressing cloud problems?
Yet in Section 5.1 (p. 55), we describe our strategy to design and implement
a reference architecture for a cloud application to orchestrate messages between

third-party publishers and subscribers. In Section 5.2 (p. 62) we identify 25 recurrent
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practices for the development and operation of cloud software, and evaluate how

these can improve the development efficiency of a company.

The work described in this chapter resulted in several publications, namely regarding
infrastructures for assisted living cloud systems [Pre+12a; Pre+12b], cloud systems for
monitoring and detecting patterns from sensor signals [FSM12], testing and certification
methodologies for cooperating services in the cloud [Far+413; Far+14], and cloud designs
and patterns [SM13; Soul3].
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The previous chapters of this dissertation reflected on the intricacies of cloud development,
detailing why developers failed at building cloud software or why their efficiency is
paramount for businesses to succeed in such competing times. Through preliminary
research, we have contributed to a cloud project, going through the challenges of designing
for the cloud. We have also surveyed local startups to understand how they were tackling
their cloud development. We understood that patterns are a generally accepted strategy to
capture knowledge and that, while several authors have described cloud patterns, these
are often ill-detailed and, to our knowledge, never empirically validated. This chapter
introduces a pattern language for engineering software for the cloud. We propose ten
novel patterns and reference two others, relating them in a pattern language. We then
present how these can be implemented in an example application. The patterns are further

detailed in the following chapters.

6.1 Pattern Structure

The patterns described in this work use a structure inspired by the classical pattern
structure proposed in A Pattern Language for Pattern Writing [MD98b; WE12], which
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included the context, problem, forces, and solution. We developed a superset from it,

composed by the following sections:
Abstract. A brief description of the pattern and its applications.

Context. The circumstances that result in the manifestation of the problem. By reading
this section, the reader would understand what the driver is for the problem.

Experienced users will often relate the context with their previous experiences.

Example. Describes a concrete scenario aligned with the context, where the problem

is observable, highlighting the intricacies that make it a complex problem to solve.
Problem. Formalizes the problem, detailing why it is complex to be solved.

Forces. Identifies the forces that influence the design of the solution. Forces commonly
oppose each other, leaving for the reader to decide how to properly balance them

to customize the pattern’s implementation to his specific needs.

Solution. Describes how the pattern addresses the problem and describes its
implementation details, which often need to be adapted, considering how the forces

are balanced.

Example resolved. Describe how the pattern can be instantiated in order to address

the scenario described in the example above.

Resulting context. Elaborates on the benefits and liabilities introduced by this

pattern’s implementation.

Related patterns. Identifies which patterns can be used with or are incompatible with

the implementation of this pattern.

Known uses. Pattern should be extracted from recurring solutions to the same problem
observed in the wild. The section identifies implementations that motivated the

writing of this pattern.

Further considerations. An optional section in the pattern, where additional details

are shared, or a discussion is held, elaborating on the pattern’s intricacies.

While capturing this pattern language, some considerations were taken to ensure the
individual quality of each pattern. Inspired by the evaluation framework proposed by

Seidel [Seil7], the following attributes were considered:
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Completeness. Is the pattern description complete? [Ale79] A complete pattern
provides a level of detail that enables the reader to identify with the problem and

implement it.

Briefness. Does the pattern contain more information than what is strictly needed? A

brief pattern goes straight to the point, being easy to read and reproduce.

Validity. Is the stated solution valid and with enough known uses described? A valid

pattern documents an accepted good solution and justifies it with concrete examples.

6.2 Methodology

The patterns introduced were mined through observation and literature review, heavily
inspired by the first two suggest by Iva towards creating a pattern language in A Pattern
Language for Creating Pattern Languages [I116]. While doing so, we respect the rule of
three, cf. Chapter 2 (p. 11), providing at least three independent industry applications of
every pattern. Every pattern was peer-reviewed by the software engineering community
through publication in one of the Pattern Languages of Programs (PLoP) series of

conferences.

6.3 Pattern Language

The pattern language presented in this research is composed of twelve patterns, ten
of which novel, organized into four categories: automated infrastructure management,
orchestration and supervision, monitoring, and discovery, and communication. Figure 6.1
(p. 72) depicts the patterns in the language and elaborates on their relations. The

remaining of this section briefly describes each category and its patterns.

6.3.1 Automated Infrastructure Management

This category comprises two patterns that have already extensively described in the
literature: AUTOMATED SCALABILITY and INFRASTRUCTURE AS CODE. We have decided
to reference them from the work of other authors but still include them in the pattern
language, which is motivated by the relevance they have while designing software for the
cloud and how relevant they are for some of the other patterns in the language.
Operations can be decisive for a product’s success. Managing operations manually

is slow, error-prone, and costly, rendering it hard to trace changes and evolve the
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Figure 6.1: The pattern language for engineering software for the cloud, depicting the
relations between the patterns (arrows) and the categories that they fall into,
viz: (m) Discovery and Communication, () Orchestration and Supervision,
(a) Monitoring, and (@) Automated Infrastructure Management.

infrastructure. In order for teams to be efficient, they should automate their operations.
We have discussed automated quality testing through the adoption of automated tests and
Continuous Integration (CI). Operations should be equally automated, implemented as
part of the development process. INFRASTRUCTURE AS CODE enables this practice [Gucl7;
Dad18; Mor15].

Using a microservice architecture enables the separation of responsibility into multiple
smaller services that can be designed, scaled, or orchestrated independently. Multiple
microservices can be leveraged to create complex cloud applications [LEF14; NS14; Ricl7h].

Cloud applications can quickly move from being almost idle to serve millions of
requests per second. When developing software for the cloud, keeping up with high traffic
peaks is essential to ensure reliable user experience. AUTOMATED SCALABILITY is essential
to achieve continuous service performance, by monitoring resource to decide when to scale
the system automatically [Will2; ECN15].

6.3.2 Orchestration and Supervision

After the cloud infrastructure is allocated, software developers need to allocate and operate
their software on top of it. This category presents five patterns that help developers to

operate their software. These patterns are thoroughly described in Chapter 7 (p. 77).
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Traditionally, deploying software in a host coupled it with the operative system,
requiring dependencies to be installed and configurations defined that could introduce
side effects with other services in the same host. CONTAINERIZATION suggests the usage
of containers to package and deploy services in isolation, avoiding that they impact each
other or the host.

Deploying and updating software at scale manually is error-prone, slow, and costly.
ORCHESTRATION MANAGER can help automate this process by providing a programmatic
way to orchestrate services while abstracting the underlying infrastructure. The
orchestration can optionally monitor the running services and attempt an AUTOMATED
RECOVERY to return the service to a functioning state on failure. Finally, it can also be
set to periodically run jobs in the infrastructure, using the JOB SCHEDULER pattern that
can be integrated or external to the ORCHESTRATION MANAGER.

With software uptime being critical, developers tend to implement automated recovery
strategies, some of which described in the patterns above. With software being software,
the recovery strategies themselves are prone to failure and must be frequently exercised to
ensure their correctness. FAILURE INJECTION randomly introduces failures in the system

to exercise the recovery mechanisms and confirm that they are functional.

6.3.3 Monitoring Patterns

Software running on the cloud can be subject to a vast amount of traffic, which, eventually,
and provided enough time, will generate unexpected scenarios. While it is impossible to
prevent issues from happening, developers should implement the required strategies to
identify when and why issues happen with their software so that they can address them
quickly and right from their first occurrence, preventing it from impacting the software
again in the future. This category introduces three patterns for facilitating the observation
of the application’s behavior during execution, which are further detailed in Chapter 8
(p. 117).

PREEMPTIVE LOGGING describes a series of practices that ensure that runtime
information is captured and made available for developers to address issues on their first
occurrence. It does so by preemptively optimizing the level of logging an application
produces. LOG AGGREGATION then describes how these logs should be centralized, for
facilitated access, mostly relevant for distributed systems.

The logged information will be most relevant for detecting issues. Automated
monitoring strategies are recurrent and essential and can be internal or external to the

infrastructure running the cloud software. EXTERNAL MONITOR describes how internal
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monitoring is subject to biased observation, incapable of detecting, for example, internet
connectivity issues, since it is testing the software from the same local network and
proposes the introduction of an external entity to supervise the public interfaces of the

application.

6.3.4 Discovery and Communication Patterns

When applications scale, they eventually need to do so horizontally, resulting in the need to
deploy additional replicas of the application or, often, to decompose it in multiple services.
These services often need to cooperate in providing the application as a whole. Two
common strategies to facilitate communication between services are direct communication
or an intermediary message passing system. The two patterns from this category facilitate
the discovery and communication of services in a cloud environment, using one-to-one or
one-to-many strategies, further described in Chapter 9 (p. 135).

The SERVICE DISCOVERY describes how services can discover each other while
using an ORCHESTRATION MANAGER, enabling point to point service communication.
In some scenarios, point to point communication might not be ideal, namely when
multiple instances of a service exist. Those scenarios require a strategy to disseminate
messages through multiple instances of a service. This type of one-to-many communication
strategies can also address requirements like fine-grained control of what information each
service can receive or implement an underlying work queue, with a publisher-subscriber

strategy. MESSAGING SYSTEM describes such a strategy.

6.4 Adopting the Language

Resistance to change is, by itself, a pattern. Adopting a pattern language for developing
software for the Cloud requires the need for teams to adapt their mindset regarding their
organization, processes, and software architectures. While the team must be motivated
to change, this pattern language eases its adoption with thorough implementation
instructions that elaborate on how to balance the forces observed in a given context.
Adoption can also be partial or incremental, adjusting to the team’s needs.

This section was inspired by The Unfolding of a Japanese Tea Garden by Christopher
Alexander [Ale02]. It uses a sequence to describe how the patterns relate and complement
each other while describing how they could be implemented in a real-world scenario. We
present a sequence of pattern adoptions that describes how the patter language can be

leveraged iteratively to achieve a specific goal.
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6.4.1 Sequence for a Web Application

Consider the scenario where a cloud practitioner needs to create and deploy a redundant
Web Application, composed by a client-facing HTTP server and a database. The
practitioner should design his HT'TP server and database as two cooperating microservices.
By using CONTAINERIZATION and one service per container, he would create two
container images, one of each service. These containers would be highly portable between
multiple environments such as local, staging, or production environments, configured
using the available environment variables. With INFRASTRUCTURE AS CODE, the
practitioner would describe the infrastructure required to set up the system. By executing
this programmatic description, the required infrastructure would become available.
AUTOMATED SCALABILITY can configure the infrastructure to scale horizontally if
needed.

To deploy his services in an isolated and scalable way, the infrastructure would be
abstracted thought the ORCHESTRATION MANAGER. ORCHESTRATION MANAGER would
be responsible for allocating the containers machines in the infrastructure optimally,
taking into consideration the total and available resources in each machine. JOB
SCHEDULER would be responsible for executing the daily database backup process to
an external site.

The web server would use the local network port 12345 to connect to the database,
enabled by SERVICE DISCOVERY. The pattern introduces a local reverse proxy on all
machines, that exposes a static service port for each service in the cluster. This scenario
would not require MESSAGING SYSTEM.

To ensure the service is working correctly, the practitioner would have to implement
monitoring techniques. EXTERNAL MONITOR service can monitor all Internet-facing
endpoints, ensuring that they are both online and responding appropriately. PREEMPTIVE
LOGGING can further increase awareness over the system’s state by configuring the services
with the appropriate logging level. The rationale is that relevant runtime information must
be captured for possible debugging porpuses when issues happen, making it very hard to
debug them otherwise. LOG AGGREGATION can centralize these logs, index, and make
them queryable for efficient usage.

Finally, the practitioner needs to ensure his resiliency strategies are enabled and
efficient. FAILURE INJECTION can exercise the existing resilience mechanisms by randomly
introducing errors in the infrastructure, such as randomly shutting down machines, and

verifying that the system recovers automatically.
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6.5 Summary

This chapter introduces a pattern language composed of ten novel patterns for designing
software for the cloud and two other available in the literature. The language is organized
into four pattern categories: automated infrastructure management, orchestration and
supervision, monitoring, and discovery, and communication. A hypothetical adoption
scenario of the patterns is described using an adoption sequence. The following three
chapters further detail these patterns.

With the introduction of this pattern language, we address Research Questions (RQs)

1 and 2, by identifying ten recurring problems of cloud development and their solutions.
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Cloud software requires infrastructure where it is executed. In the past, such an
environment required the acquisition of the hardware, setting it all up, including the
operative system, installing all dependencies, and then installing the software itself. Today,
most Cloud Providers use Virtualization [Sav1l; Ace+13; Grall], enabling the creation
and deletion of virtual machines on demand using APIs. Virtual machines are provided
as an almost limitless resource, facilitating the allocation of computing power on demand.
Platforms for setting up private cloud solutions also exist, enabling the same dynamic
allocation of resources on top of private bare-metal clusters using a similar API. This
category introduces five patterns for orchestration and supervision: CONTAINERIZATION,
ORCHESTRATION MANAGER, AUTOMATED RECOVERY, JOB SCHEDULER, and FAILURE
INJECTION.
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7.1 Overview

Creating development or production environments manually is a time-consuming process.
The probability of error is high, given the commonly large number of dependencies and
configurations required. Furthermore, these pollute the host, possibly preventing it from
hosting multiple applications. While Virtualization can create a portable environment
of the entire hardware and software stack, it always virtualizes the whole hardware
and software stack, which is very resource demanding. CONTAINERIZATION is a better
alternative, enabling the creation of immutable, reproducible, portable, and secure
software execution environments. Containers are considerably more lightweight than
full-stack virtualization, as there is no need to virtualize the Operative System layer.
Containers prevent polluting the host with dependencies and configurations, making them
easier to manage and deploy at scale [BCS15; Sch14]. This approach is also essential for
individually scaling each service.

Infrastructure empowering Software in the Cloud is typically volatile and dynamically
allocated. As such, orchestration plays a vital role in dynamically identifying the execution
setup and adapt the software to cope with it.

Servers in a cluster will differ in hardware details. While some might provide more
Central Processing Unit (CPU), others might have higher amounts of Random Access
Memory (RAM) available. Not all services are the same. As such, they need to be
co-located with the hardware that better meets their requirements. Also, some services
need to be co-located in the same host due to multiple reasons, such as latency. Service
allocation is not a trivial task. An ORCHESTRATION MANAGER can abstract the underlying
infrastructure composed by a varying number of servers with heterogeneous resources and
automatically solve the allocation of services to the hardware.

Asynchronous tasks, such as database maintenance, sending emails, or performing
backups, are often required to ensure that tasks are being executed at best possible time.
These might run at a given frequency or at a single point in time. JOB SCHEDULER can be
used to orchestrate the execution of these programs in a cluster and evaluate their result,
generating error reports when need.

Software fails [DJG18; PWBO07; Gadl4; Serl7]. That assumption is even further
relevant while orchestrating Software in the Cloud, given its typically large scale.
Accepting that it is not possible to prevent software from failing, supervision ensures
that services are running as expected, executing the proper action to recover them in case
of failure.

Services running inside containers should be resilient in case of failure, providing
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AUTOMATED RECOVERY. Exploiting the immutability of containers, the container shall
restart itself automatically to try to recover the service whenever it detects a malfunction.
Advanced strategies might be applied to recover a service, or set of services, such as
restarting a list of services in a specific order. The ORCHESTRATION MANAGER should
decide on the best strategy for each scenario.

Mechanisms for improving software resiliency can be built by accepting that software
fails. By doing so, developers can hope that the system recovers in unexpected scenarios,
but cannot evaluate their confidence in them without testing unexpected scenarios. To
ensure reliability and resiliency, a FAILURE INJECTION mechanism can periodically or
continuously inject unexpected events in the system, evaluating if it continues to behave
appropriately. Fault injection can evaluate reliability by injecting unexpected values into
the service and observing if any unexpected behavior occurs. Resiliency can be tested
by randomly shutting servers down, ensuring they scale right back up without impacting
service quality.

This section introduces the following patterns:

Containerization. Deploying a service to a host couples it with the operative system,
possibly introducing side effects with other services in the same host, or the host
itself. Use a container to package the service and its dependencies and enable its

isolated programmatic deployment.

Orchestration Manager. Manually operating software at scale, particularly in
architectures that favor microservices and their cooperation, is an error-prone,
slow and costly process. Adopt an ORCHESTRATION MANAGER to coordinate,
manage and distribute multiple cloud services while abstracting the underlying

infrastructure, fulfilling the service requirements.

Automated Recovery. Services will eventually fail in the long run and need to be
recovered in a timely and orderly fashion. Include checks and recovery strategies
in the instructions provided to the ORCHESTRATION MANAGER to orchestrate

containers, enabling it to monitor and recover failing containers.

Job Scheduler. Short-running jobs need to be scheduled and orchestrated using
dynamic infrastructure without permanently allocating resources, possibly requiring
ephemeral hardware to execute. Deploy a scheduler service along with the
ORCHESTRATION MANAGER that can instruct it to allocate one time or periodic

jobs, releasing their resources for reuse in the cluster when they complete.
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Failure Injection. Resilience mechanisms are triggered when the software is failing.
Since systems are designed to work correctly, the status quo resists to a continuous
verification of the correctness of those mechanisms. To ensure resilience, we need
to exercise failures to evaluate their impact. Generate atypical events at both the
application and infrastructure level, exercising the available recovery mechanisms

to verify the application’s resilience.

7.2 Containerization

0{} Deploying a service to a host couples it with the operative system, possibly
¢ introducing side effects with other services in the same host, or the host itself.

Use a container to package the service and its dependencies and enable its

isolated programmatic deployment.

Context

Today’s hardware, with multi-core and multi-CPU architectures, is built to execute
multiple programs concurrently. Cloud computing often exploits resource sharing for
executing multiple services in a single host. Sharing the host’s operating system with the
hosted services might introduce software incompatibilities between them or quickly clutter
the host, as it must mutate its file system to accommodate each service’s dependencies.
Such introduced the need for isolated environments. Full-stack virtualization quickly
became the de facto standard approach to enabling resource sharing, allowing services
to be executed in a dedicated installation of the operating system. Paravirtualization
further improved that approach by exposing hardware resources directly to the virtualized
environment. Still, isolation is achieved with an increased cost of hardware usage required

to virtualize the operating system stack on each hosted environment.

Example

Consider a web application that has three services: an HTTP server, a database, and
an object caching service. These services share some core libraries, but each depends
on different versions. The development team uses a few different Linux distributions
for development, but production environments use another. All three services should

be deployed on a temporary host for testing purposes and afterward deployed in the
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production environment, with the respective configurations. It is not trivial to maintain
multiple environments manually while keeping the underlying infrastructure decoupled

from the software’s dependencies.

Problem

Deploying a service to a host couples it with the operative system, possibly introducing side
effects with other services in the same host, or the host itself.

Software deployments tend to couple services with their host environment, modifying
it according to their needs [Koul8]. When hosting multiple services that share resources,
namely file-system, CPU, memory, and network availability, unexpected behavior might
be observed as they compete for those resources. Furthermore, situations exist where
two services cannot coexist in the same environment due to incompatible dependencies,

requiring a dedicated environment for each service.

Forces

The following forces, represented in Figure 7.1 (p. 82), need to be balanced while

considering the adoption of this pattern:

Resource Management. Not using all the resources in a server is not cost-efficient,

while over-allocating services will degrade their performance.

Overhead. Decoupling services from the operating system might lead to computation

overheads.
Supervision. The service status must be monitored, triggering a recovery on failures.

Isolation. Installation of dependencies changes the host, possibly resulting in side effects

with other services in the same host.

Portability. Programmatic system deployment requires the packaged software to be

easily deployed in different environments.

Configurability. Programmatic system deployment requires a strategy for

configuration in execution time.

Security. Different approaches to isolation introduce different levels of security by
default.
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Solipsism. Each running environment should only manage itself, communicating with

external services resiliently.

Persistency. Persist data in the host beyond the service’s execution lifetime, possibly

being reused in future executions.

Configurability
facilitates
o e, o facilitates ..
> Portability < Solipsism
hinders
hinders
. facilitates . facilitates  _ Resource
Persistency = Isolation >
enables facilitates Management
.. . introduces _
Supervision Security > Overhead

Figure 7.1: Relationship between CONTAINERIZATION forces.

Solution

Use a container to package the service and its dependencies and enable its isolated
programmatic deployment.

Full-stack virtualization provides an isolated environment for running software.
Despite that, the cost of virtualizing the operating system for each environment introduces
considerable overheads in CPU, memory. Portability is also limited, given the increased
disk usage. As such, this approach is not an optimal solution for cloud software.

A Dbetter solution exists in operating system-level virtualization, also known as
containers. A container is a self-contained, isolated environment with a virtual
file-system, network, and resource allocation, which is executed within a host operating
system [Sol+07].

The container can be created and started programmatically, with configurations
provided to the inner software as environment variables, making it portable between

hosts. Strict resource allocation ensures that the container will not overuse the available
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hardware resources. Figure 7.2 (p. 83) demonstrates how to configure and print
environment variables for a container.

Persistent storage can be set up in the container by exposing files or folders from
the hosting server inside the container. File system access is limited to those. When the
container is removed from the host, all its data is deleted as well. Only folders exposed to

the container, if any, are left behind.

On failure, it can restart itself with the same configurations and a clean environment.

®
PATH=/usr/local/sbin: /usr/local/bin:/usr/sbin: /usr/bin:/sbin:/bin
HOSTNAME=0d?P@8dab789
FOO=BAR

XP=TO

Figure 7.2: Running a containerized Ubuntu image with injected environment variables.
Environment variables are provided using the -e argument. This example executes
the ENV command and exits, which simply prints the environment variables.
Environment variables can be read by software running inside the container as
a way of providing runtime configurations.

There are multiple container implementations available today, with Docker! being the

most adopted.

Example Resolved

Each service would be packaged into a separate container. In a development environment,
the three containers could be started in the same host. A separate production environment
could have each container being executed in an independent host. No changes would have
to be made to the containers, other than starting them with the proper configuration as
environment variables, which can easily be automated.

If needed, each service can be scaled independently from the others by increasing the

number of instances for that specific container.

I Learn more about Docker at https://www.docker.com/.
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Resulting Context

This pattern introduces the following benefits:

e Resource use is optimized, with overheads being decreased when compared to
full-stack virtualization, as only a thin layer needs to be virtualized, improving

the performance achievable by a host.

» Resources can be allocated to the container, leveraging the available host’s resources
between multiple containers, as well as what is exposed from the container to the

host and vice-versa.

o Arguments can be provided to the container on execution to configure the service
running inside it. Due to its immutability, in case of failure, the container can restart

with the original configuration.

o Isolated environment can be easily ported between development and production
as the image size only packages the service and its dependencies, leaving out all

operating system’s components.

The pattern also introduces the following liabilities:

o Paravirtualization is a virtualization technique that exposes part of the host’s
hardware directly to the virtual machine. In some low-level hardware access

scenarios, paravirtualization might provide increased performance.

» Packaging services as containers will still introduce overheads when compared to

installing services directly in the host.

Related Patterns

Configuration might be required for a container to be adaptable to multiple hosts and
scenarios. Using the ENVIRONMENT-BASED CONFIGURATION pattern, it is possible to
use environment variables to configure running services at execution time.

Some containers might have the need to persist information between executions in the
host. That is the case of separate databases that cannot lose their data if the machine
reboots. With this goal in mind, the LOCAL VOLUMES pattern may be used to expose a

folder from the host inside the container.
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Known Uses

Containerization was first introduced in 1982 in the Seventh Edition Unix by Bell
Labs, as a tool for testing the installation and build system of the operating system,
providing an isolated file-system environment where services could be executed. By 2008
Linux Containers (LXC) was introduced in Linux Kernel version 2.6.24, reducing the
virtualization overhead and increasing efficiency [Fel+12]. By 2013 Docker was built, based
on LXC, to make containerization easier for a broader audience.

Docker is now the cloud standard for container-based deployment, with native support
with multiple cloud providers, such as Amazon Web Services and Google Cloud Platform,
both with native support for running Docker containers [Amal5; Gool5]. A draft is being
worked on to create a standard format for containers, with RunC being the reference
implementation for it, which can also run Docker-created containers [Inil5].

A study by DataDog in April 2018 showed that almost 25% of their clients were using
containers and about 50% some sort of ORCHESTRATION MANAGER [Dat18].

Discussion

While container adoption is rising, virtual machines will always be part of cloud computing
as the unit of provision of computation. For the development team, the question at hand is
if services should be deployed at the virtual machine or container level, their differences,
and how to decide. This section sheds some light on this decision. Given the specific
context of cloud computing, deploying natively is not within the scope of this discussion.

Providing some context over virtualization, it is built by leveraging a hypervisor to
create and execute virtual machines. Hypervisors are responsible for the virtualization of
the hardware in a virtual machine and are available in two different flavors: those who
run on bare metal, such as Xen, and those who require an underlying operating system
such as Kernel-based Virtual Machine (KVM)?2. In both scenarios, a virtual machine is
a fully virtualized computing environment, meaning that every hardware component the
virtual machine would see, namely the CPU, RAM, or graphical card, would, be a virtual
representation of such element. It is part of the hypervisor responsibility then to map
those virtual components to the actual ones available.

Containers work differently, by having the hosted services sharing resources with the
host environment, with the actual service execution being managed by the host’s kernel,

although in an isolated environment.

2 Xen and KVM are both open-source virtualization servers. Learn more about the projects at https:
//www.xenproject.org/ and https://www.linux-kvm.org/.
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Performance Performance is key in any system. Virtualization efficiency is typically
inverse to the overhead introduced by the virtualization system. As previously
described, each virtual machine requires its hypervisor to virtualize the hardware
and operating system layers, which introduces a large overhead. As such,
virtualization is less efficient than containers. Containers provide almost no overhead
compared to running in bare metal, given that they share their host’s operating
system kernel. Theoretically, containers are a much more efficient solution to deploy

multiple isolated environments in a server.

This theory has been validated by Xavier, who made an extensive
evaluation of native systems performance when compared to three container
implementations (LXC, OpenVZ, and VServer®) and the aforementioned Xen virtual

environments [Xav+13], visually represented in figure Figure 7.3 (p. 87).

Regarding computing performance, Xavier concluded that there were
no statistically significant differences between native and the container

implementations, but observed a 4.3% overhead with Xen virtualization.

The same study evaluated the memory performance of these three systems and
also concluded that containers have similar performance to native, but observed
a 31% overhead with Xen based virtualization. We identified this overhead as a
product of the hypervisor layer responsible for the virtual machine to native memory

address translation.

Finally, regarding disk 1O, again containers presented a similar performance to
native, with OpenVZ outperforming native. Xen, on the other hand, presented poor
results with its reading and writing performance about 50% less when compared to

native.

Resource Isolation When running multiple virtualized or containerized services in a
server, they should not negatively impact the performance of their neighbors. Such

is possible by setting hard-limits on resource usage.

With Xen, resource allocation is a requirement for the creation of the virtual
machine. These resources are reserved by the hypervisor, which will only expose to

the virtual machine the allocated resources.

Containers typically rely on the Linux Kernel Control Groups (cgroups) to

enforce resource allocation. Control Groups allow the creation of a resource pool to

3 LXC, OpenVZ and Vserver are three alternative container implementation. LXC was used internally by
Docker until version 0.9, being replaced by lib-container since. You can learn more about these projects
respectively at https://linuxcontainers.org/, https://openvz.org/ and http://linux-vserver.org/


https://linuxcontainers.org/
https://openvz.org/
http://linux-vserver.org/
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Figure 7.3: Comparison of (a) computation performance, (b) memory management and (c) disk

throughput, from Xavier’s work.

be allocated to a given subsystem, enabling resource attribution to those. In practice,

it limits the resources available to a service, and its descending processes [Men04].

Enforcing resource limitation introduces an overhead per se, which might have
an impact on remaining existing systems. In his research, Xavier ran more than
one virtualized or container system, with one trying to use more resources than

the ones allocated. He observed that for both Xen and LXC, CPU limitation

is effective, not imposing any performance impact on the other hosted system.

The same is not valid for memory management, with the Xen hosted service
having a minimal 0.9% performance impact, but with LXC presenting an impact of
88.2% [Xav+13]. Several other studies showed similar results, demonstrating that
containers introduce negligible performance impact [Sol4-07; RD10; Fel+12].

Security Security is essential when executing services inside isolated environments. The

service should not be able to access its host unless explicitly configured to do so.

Virtual machines, by design, provide optimal security to the host. A service running
inside a virtual machine will not be able to understand if it is executing in a native
or virtualized environment. Contrary to virtual machines, containers do present an
increased security thread. Given that the containerization engine is executed by
the host’s operating system kernel and that it requires root permissions, the kernel
itself becomes an attack vector. A set of security measures are recommended for
container administrators, namely ensuring that the host’s kernel is always using the
latest version, that hosted containers are from trusted sources, and that programs
within them are always executing using the least privilege possible, meaning that

they should only have the required permissions to execute their functions [Moul5].
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Flexibility Virtual machines provide the most flexibility for hosts and hosted
environments. Given the existence of a hypervisor for a given machine, it will be
able to create virtual machines and host any operating system with compatible
architecture. As for containers, they currently only run natively in Linux systems,
requiring some a virtualization layer in other operating systems to execute.
Furthermore, and focusing on the Docker implementation, containers will only Linux
as well [Builb].

Conclusion

We can conclude that containers are still more prone to security flaws than virtual
machines. New techniques for securing containers have been made available recently, and
more are expected to become available in the future, but it is imperative that the user

acknowledges the problem and evaluate its risks while using containers.

7.3 Orchestration Manager

O* Manually operating software at scale, particularly in architectures that favor
43 microservices and their cooperation, is an error-prone, slow and costly process.
Adopt an ORCHESTRATION MANAGER to coordinate, manage and distribute

multiple cloud services while abstracting the underlying infrastructure,

fulfilling the service requirements.

Context

Along with cloud computing came complex applications, typically composed of several
services that needed to scale out to multiple servers.

Traditional teams would have an operations team that would deploy and operate
the software built by the development team. This approach revealed itself impractical
due to slow deployments and recurrent conflicts between the two teams [DAC15] due to
miscommunication and finger-pointing. To avoid conflict and increase efficiency, DevOps
suggested merging both teams, having a single team responsible for the software life cycle.
For that to happen, operations needed to be fully programmatic [DAC15].

For achieving this level of automation, abstractions were required to facilitate building
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fully automated operation strategies. CONTAINERIZATION played an essential role in

enabling the programmatic deployment of software.

Example

An application is composed of two services that need to be orchestrated in an
infrastructure with four servers. The service requirements might change with time
and must be allocated to suitable hardware. Their current requirements are described
in Table 7.1 (p. 89).

Service name CPUs RAM Disk space Instances Constraints

HTTP 2 2 GB 5 GB 4 hostname=unique;
location=Europe

Database 2 8 GB 50 GB 2 hostname=unique;
SSD=true;

location=Europe

Table 7.1: List of services and their possible configurations for a production environment.

The servers might also change with time, with more powerful or specialized hardware

being allocated if need. The current servers available are described in Table 7.2 (p. 89).

Server name CPUs RAM Disk space Server details

Alpha 4 4GB 500 GB location=Europe
Beta 4 4 GB 500 GB location=Europe
Charlie 4 16 GB 1000 GB SSD=true; location=Europe
Delta 4 16 GB 1000 GB SSD=true; location=Europe

Table 7.2: List of servers available in the infrastructure, along with their resources and
meta-data.

Problem

Manually operating software at scale, particularly in architectures that favor microservices

and their cooperation, is an error-prone, slow and costly process.

Multiple variants can constraint the allocation of services to servers in an infrastructure.

Each service has its requirements, and each server provides a specific set of resources.

Furthermore, given the wide adoption of continuous integration and deployment strategies,
teams are increasing the frequency at which they deploy their services, with many
deploying several times per day [Cycl5], which demands automation in the deployment

process.
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A common requirement is to ensure that services are allocated to host machines that
fulfill its hardware requirements and that this happens without human interaction. Such
enables servers to run multiple services while ensuring their execution within the host’s
resource limits, guaranteeing the expected performance.

Cloud applications can also scale and the infrastructure empowering it must facilitate

such scaling as well to adapt to a change in the volume of activity, while optimizing costs.

Forces

The following forces, represented in Figure 7.4 (p. 90), need to be balanced while

considering the adoption of this pattern:

Infrastructure decoupling. The development process should not be constrained by

the running environment.

Resource allocation. Allocating services without ensuring their requirements will

result in unexpected behavior.

Allocation dependencies. Allocating services without ensuring their dependencies

will result in unexpected behavior.

Scalability. It must be possible to scale the system either up or down.

Infrastructure facilitates

i > Scalability
Decoupling
f'acilitatos
Resource cnables ~ Allocation
Allocation dependencies

Figure 7.4: Relationship between ORCHESTRATION MANAGER forces.

Solution

Adopt an ORCHESTRATION MANAGER to coordinate, manage and distribute multiple cloud
services while abstracting the underlying infrastructure, fulfilling the service requirements.
Adopting an ORCHESTRATION MANAGER provides abstraction and automation over

the orchestration of services. The abstraction is provided by having the ORCHESTRATION
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MANAGER evaluating each available server, service, and its requirements and use that
information to optimize service allocation. Automation is provided by exposing a

programmatic interface that facilitates orchestrating software in the infrastructure.

Services can be deployed programmatically after packaged using CONTAINERIZATION.

Using a declarative strategy, the ORCHESTRATION MANAGER can be told what services
need to be deployed and their requirements, leaving the responsibility of managing
the allocation. Resource allocation is enforced, ensuring that all services are provided

their required resources to execute correctly. Most ORCHESTRATION MANAGER enable

the specification of additional restrictions such as co-allocations or startup sequences.

Listing 7.1 (p. 91) demonstrates how to tell the Kubernetes ORCHESTRATION MANAGER

to instantiate two Nginx web servers [Kub)].

Listing 7.1 A Kubernetes specification for starting two instances of the Nginx web server.

apiVersion: apps/vl
kind: Deployment
metadata:
name: nginx-deployment
spec:
selector:
matchlLabels:
app: nginx
replicas: 2 # tells deployment to run 2 pods matching the template
template:
metadata:
labels:
app: nginx
spec:
containers:
- name: nginx
image: nginx:1.7.9
ports:
- containerPort: 80

ORCHESTRATION MANAGER work using a master-slave architecture, being the master
elected automatically and responsible for handling service allocation. Deployment requests
can often be issued to any slave, which proxies them to the master [Mes18]. This approach
facilitates electing a new master automatically if the current master fails.

Whenever a new slave joins the infrastructure, the master identifies its available
resources. When a new service allocation request is received, the master decides where the

service should be executed and instructs the slaves to start it. Figure 7.5 (p. 92) illustrates
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this interaction. Depending on the ORCHESTRATION MANAGER software adopted, it might
be possible to deploy multiple services with a single instruction, with the software being

able to automatically resolve service allocation dependencies.

| <<Actor>> | | :Master | | S1:Slave |

|j: Service description —p»
—————— ok —--=---+ -

Start service >

Start service ———p»

T
|

Figure 7.5: Sequence diagram representing communication between master and slaves for
service allocation.

If no slave is capable of hosting the service due to a mismatch on the service
requirements and those available in the servers of requirements, the master periodically

retries the service allocation until it succeeds.

Example Resolved

The team starts by deploying an ORCHESTRATION MANAGER that abstracts four existing
servers. By doing so, one of the servers will be automatically elected as master, with the
others proxying orchestration requests to it.

A descriptive file can be created for each service, describing how to obtain the
respective container and describing its requirements.

Finally, to deploy the services, a request similar to the one from Listing 7.1
(p. 91) is sent to the ORCHESTRATION MANAGER with each service description. The
ORCHESTRATION MANAGER master evaluates the resources required by the services and
the ones available in each server, instructing the selected servers to deploy the services.

In the example, we can see that the hostname must be unique, meaning that it is not
possible to deploy two HT'TP or database servers in the same host. Also, the selected
servers must be in Europe, with the database service in a server with SSD storage.

Considering those restrictions, the ORCHESTRATION MANAGER would compute a
viable solution to allocate the services in the infrastructure, which could be the one
identified in Table 7.3 (p. 93).

In this example, when deploying the services, all servers are at full capacity and can

fulfill the requested resources regarding CPU, RAM, and disk space. When the service is
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Service name Server name Applied constraints

HTTP server Alpha hostname=unique; location=Europe
HTTP server Beta hostname=unique; location=Europe:
database Charlie hostname=unique; SSD=true; location=Europe
database Delta hostname=unique; SSD=true; location=Europe

Table 7.3: The ORCHESTRATION MANAGER can automate service allocation in the available
servers. In this solution, two instances of the HT'TP server and another two of the
database were allocated, respecting the restriction of executing the database using
Solid State Drive (SSD) storage.

deployed to Alpha and Beta, the ORCHESTRATION MANAGER subtracts two CPUs, 2 GB
RAM, and 5 GB of storage from their available resources, influencing the allocation of

services in the future. When deploying the database service, only European servers with

SSD storage can be used, resulting in Charlie and Delta being the two only eligible hosts.

Resulting Context

This pattern introduces the following benefits:

Infrastructure decoupling. Service development can be agnostic of the host where
the service is going to be placed, describing only its requirements and packaging its

dependencies using CONTAINERIZATION.
Resource allocation. Services are allocated in servers that meet their requirements.

Allocation dependencies. Dependencies are respected, managed as constraints for

the allocation process.

Scalability. Scalability is achieved by adding slaves to the infrastructure and

individually change the number of instances for each service.
The pattern also introduces the following liabilities:

Suboptimal allocation. Allocation using a greedy placement algorithm might result

only in a locally-optimal solution.

Single point of failure. In some implementation where the master is not automatically
reelected in case of failure, using a single master node would result in a single point

of failure.
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Related Patterns

Some ORCHESTRATION MANAGER implementations might support additional strategies

for running software, but CONTAINERIZATION is the most common strategy.

Known Uses

Kubernetes, by Google, is the fastest-growing implementation of a ORCHESTRATION
MANAGER. It abstracts a set of machines, receiving requests for allocating containers in the
infrastructure. Kubernetes is under active development, widely adopted, and supported
across most cloud providers [Goal6].

Mesos and Marathon together provide another robust solution for achieving the same
goal. New services are submitted to the infrastructure using an HTTP Application
Programming Interface (API) describing its requirements and constraints. With this
information, the master communicates with the slaves, identifying a valid host, and issuing
the order for placing the service [HKZ11].

CoreOS offers similar technology, with a centralized registry made available using
Etcd [Corl5).

7.4 Automated Recovery

¢{} Services will eventually fail in the long run and need to be recovered in
% | a timely and orderly fashion. Include checks and recovery strategies in

the instructions provided to the ORCHESTRATION MANAGER to orchestrate

containers, enabling it to monitor and recover failing containers.

Context

At the scale that cloud software is operated, it is reasonable to accept that it will
eventually fail. Resilience is then an essential requirement while writing scalable cloud
software. The development team must introduce the necessary strategies to ensure that
the application is functioning correctly or that, at least, it can recover back to a functioning
state automatically.

This pattern extends the ORCHESTRATION MANAGER [BCS15] pattern, responsible

for executing services packaged using CONTAINERIZATION [BCS15].



AUTOMATED RECOVERY

Example

Consider a web server exposing an APlis running inside a container in an ORCHESTRATION
MANAGER. Suppose that the service had a memory leak, which gradually consumed
the memory allocated for the service, and thus making the service unresponsive. The
ORCHESTRATION MANAGER sees the container running, but it is still unable to respond

to requests while it is still executing.

Problem

Services will eventually fail in the long run and need to be recovered in a timely and orderly
fashion.

Cloud software is exposed to a variety of stress conditions, from public Internet
exposure to dynamic cloud infrastructure. As such, software should be designed with
resilience in mind to ensure it can recover from failures.

With a traditional operations approach, a team member is responsible for identifying
failures and deciding the best action to recover a failing system using the defined recovery
protocol. This approach is troublesome as it requires manual intervention, which is slow

and prone to errors.

Forces

The following forces, represented in Figure 7.6 (p. 96), need to be balanced while

considering the adoption of this pattern:
Resilience. Failing containers should recover to a healthy state when failure is observed.

Reliability. Monitoring strategies that are prone to false positives can trigger an

Unnecessary service recovery.

Automation. Requiring manual intervention for recovering a failing service is

error-prone, slow, and costly.

Solution

Include checks and recovery strategies in the instructions provided to the ORCHESTRATION
MANAGER to orchestrate containers, enabling it to monitor and recover failing containers.
AUTOMATED RECOVERY is available in most ORCHESTRATION MANAGER

implementations [Mes17; Kub18b]. The development team implements health checks for
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improves

Resilience = Reliability

improves improves

Automation

Figure 7.6: Relationship between AUTOMATED RECOVERY forces.

each container to verify if its service is behaving correctly. Most implementations provide
at least plain TCP and HT'TP checks. The health checks can be provided along with the
service description directly to the ORCHESTRATION MANAGER.

To implement recovery strategies, the team needs to evaluate each service individually,
deciding which check can be used to identify that the service is failing, how many times
each check needs to be retried, and how much time to wait between executing the checks
and considering a service as failing. A recovery protocol must be made available along
with the health checks to be automatically executed by the ORCHESTRATION MANAGER. to
attempt the service recovery. Health checks and recovery protocols need to be considered
part of the service’s development process.

Health checks will be particular to the service running in a container. These might
range from checking if a port is receiving connections in the container, to more advanced
HTTP-based checks, to executing a command inside the container and monitoring its exit
code.

TCP checks verify if a network port is open and accepting TCP connections. These
are typically binary checks that validate the service’s ability to receive connections.

HTTP checks are more advanced than their TCP counterparts since they can make
HTTP requests and validate the HT'TP return code and body, making way for more
advanced tests.

Developers can implement dedicated health checking endpoints to be queried by
AUTOMATED RECOVERY, providing responses that can be easily interpreted to verify
the service’s status.

While deciding on the supervision strategy, the team needs to evaluate how to prevent
false positives. A false positive might be a momentary request that fails, followed by
regular service operation. Failing to identify it as a false positive might lead the service
to be recovered when it is working.

The recovery operation itself is prone to failure. Implementing this pattern is

another step towards improving cloud software reliability, but cannot be relied upon
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as unbreakable.

When a failure is identified and triggers a recovery, the ORCHESTRATION MANAGER
or adopted AUTOMATED RECOVERY service should log that event and its details. The
team can use this log as input for improving their software or to configure notifications to
be aware as soon as they happen. This is relevant because restarting the container might

only be a temporary solution or incapable of fixing the problem.

Listing 7.2 A Marathon service description, describing the health check policies for
AUTOMATED RECOVERY.

{
"id": "toggle",
"container": {
"docker": {
"image": "busybox"
}
},
"cpus": 2,
"mem": 32.0,
"healthChecks": [
{
"protocol": "HTTP",
"path": "/health",
"portIndex": O,
"gracePeriodSeconds": 5,
"intervalSeconds": 10,
"timeoutSeconds": 10,
"maxConsecutiveFailures": 3
}
]
}

Listing 7.2 (p. 97) demonstrates how a service can be started using the Marathon
ORCHESTRATION MANAGER, configuring an HTTP health check that verifies the
response code from the /health endpoint. From this example, the parameters used
are gracePeriodSeconds, which ignores errors for a given number of seconds after the
service starts; intervalSeconds, which configures the delay between checking the endpoint;
timeoutSeconds, which configures the maximum time to wait for a response from the
service; and maxConsecutiveFailures, which defines the number of times the health check
can fail before being restarted.

While implementing this pattern, one needs to decide on how to balance:

Interface coverage. We want to ensure the tests are as complete as possible, covering
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all application’s interfaces while balancing this investment with the available

development effort.

Frequency. We want to run the health checks as often as possible while balancing this

frequency with the increase in resource utilization.

Accuracy. We want to prevent false positives by confirming issues redundantly, such
as those who might result from a temporary slowdown in the system, automatically

recovered inside the container.

Example Resolved

While deploying a service with an ORCHESTRATION MANAGER with support for
AUTOMATED RECOVERY, the service definition specifies the set of health checks used
to verify the service’s status.

During execution, if a health check identifies a problem with a container, the respective
container is restarted automatically. While the fundamental issue might persist, the service
will once again become available without team intervention. Given the notification sent
to the team, they will be immediately aware of the issue and can focus on implementing

a proper solution.

Resulting Context

This pattern introduces the following benefits:

Resilience. The ORCHESTRATION MANAGER will be able to recover failing containers

automatically.

Reliability. Failing containers will be automatically identified using the implemented

health checks, which can have an advanced strategy to prevent false positives.

Autonomy. Failing services are restarted using the implemented recovery protocol so
that the system recovers its correct execution state automatically and without

requiring manual intervention.
On the other hand, the following liabilities are also introduced:

Relaxation. the development team might disregard software failures since they are

automatically recovered.
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Unawareness. Without the proper monitoring and logging in place, considering that
failing services are automatically recovered, it might happen that the team is not

aware of the failure in the system.

Performance degradation. Running health checks against the container will
introduce additional load in the system, which might result in performance

degradation.

False positives. It might happen that the health checks are not accurate, and the

containers restarted while behaving correctly.

Unintended consequences. The service might be improperly designed and unable to

be restarted, leaving it inconsistent and requiring manual intervention after a restart.

In extreme scenarios, each recovery attempt might further increase the problem. An
example of such is when a backup system that is consistently failing during its
execution will keep increasing the disk space it occupies without ever having a

complete backup until no more space is available.

Related Patterns

The ORCHESTRATION MANAGER pattern describes how containers can be orchestrated in
infrastructure automatically, leveraging allocation rules, container scaling, and resource
availability. AUTOMATED RECOVERY is commonly related to ORCHESTRATION MANAGER,
given that most of its implementations provide some supervision strategy to ensure the
containers are working as expected [Mes17; Kub18b].

AUTOMATED RECOVERY enables the automatic recovery of services if their health
is degraded. This pattern is essential for implementing FAILURE INJECTION, where the
reliability and resilience of the system are tested automatically.

Dynamic Failure Detection and Recovery describes a subset of AUTOMATED

RECOVERY, by proposing the existence of a resilient watchdog component that monitors I'T

resources and, in case of failure, notifies the team and attempts automated recovery [Arc].

Known Uses

Most ORCHESTRATION MANAGER pattern implementations provide AUTOMATED
RECOVERY natively, as orchestration and supervision complement each other while
deploying services to the infrastructure.

Marathon supports multiple health check strategies. TCP and HTTP are implemented
as described in this pattern’s solution. Additionally, Marathon supports the COMMAND
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check, which consists of running a command within a container and evaluate its
output [Mes17]. Listing 7.3 (p. 100) demonstrates how a health check can be configured
for Kubernetes.

Kubernetes provides a similar approach to AUTOMATED RECOVERY [Kubl18b|, but
with additional features to it. With Kubernetes, developers can set two flavors of health
checks: readiness and liveliness. Readiness checks are considered right after the container
is instantiated and enable Kubernetes to check if the container is ready to start accepting
traffic. Only after the readiness checks pass is the container considered healthy and ready
to be used. Liveliness then works as health checks do in Marathon, periodically testing

the container for its status, automatically restarting it when unhealthy.

Listing 7.3 A Kubernetes service description, describing the health check policies for
HeALTH CHECK using HTTP.
apiVersion: vl
kind: Pod
metadata:

labels:

test: liveness

name: liveness-http
spec:

containers:

- name: liveness
image: k8s.gcr.io/liveness
args:
- /server
livenessProbe:
httpGet:
path: /healthz
port: 8080
httpHeaders:

— name: X-Custom-Header
value: Awesome
initialDelaySeconds: 3

periodSeconds: 3

Just like with Marathon, health checks are defined with the service definition, along
with the specification of what container to use and how to configure it, as demonstrated
in Listing 7.3 (p. 100).

Docker has a built-in supervision mechanism providing a simple restart strategy, which
automatically restarts a container either if it fails or when a health check is failing.

Health checks can be specified while creating the container [Doc18]. Docker health checks
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Listing 7.4 A Dockerfile for building a container based on the Nginx image, leveraging
Docker’s implementation of AUTOMATED RECOVERY by periodically checking the web

server’s health.
from nginx

HEALTHCHECK --interval=5m —--timeout=3s \
CMD curl -f http://localhost/ || exit 1

CMD nginx -g "daemon off;"

periodically execute a command within the container, verifying its exit code to evaluate
its status. Listing 7.4 (p. 101) demonstrates how to create a Dockerfile that builds a
Docker image from the Nginx image and executes Nginx on start, verifying every five
minutes if the webserver is responding to requests. If a request takes longer than three

seconds to respond, the health check fails, and the container is automatically restarted.

7.5 Job Scheduler

3 Short-running jobs need to be scheduled and orchestrated using dynamic
¢§ infrastructure without permanently allocating resources, possibly requiring
ephemeral hardware to execute. Deploy a scheduler service along with the
ORCHESTRATION MANAGER that can instruct it to allocate one time or
periodic jobs, releasing their resources for reuse in the cluster when they

complete.

Context

It is often required that jobs are executed periodically inside an infrastructure managed by

an ORCHESTRATION MANAGER. These jobs can range from internal system verifications,

maintenance, infrastructure scaling, and many others. These are not long-running services.

Hence they do not need to be continuously executing on the infrastructure, as doing so
reserves valuable resources that would be idle part of the time.

In a non-cloud context, job scheduling was typically provided by Cron (see Section 7.5
(p. 106)) or similar application. In the context of cloud, Cron is not a viable option, given

that it is local to a specific server and not aware of the whole infrastructure. While it can
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be argued that it is possible to run Cron in a machine in a cluster, the scheduling would
be disabled if that machine failed.
This pattern considers the adoption of CONTAINERIZATION for packaging the jobs to

execute and the presence of an ORCHESTRATION MANAGER.

Example

Consider a distributed database, replicated between multiple servers. Despite the
replication, keeping frequent backups in a secure remote location is relevant to recover the
database from an unexpected scenario in the infrastructure. This backup must happen

frequently and automatically, without the team’s intervention.

Problem

Short-running jobs need to be scheduled and orchestrated using dynamic infrastructure
without permanently allocating resources, possibly requiring ephemeral hardware to execute.

It is common for short-running jobs to be executed in an infrastructure, alongside the
hosted microservices. These can vary from database backups to internal system checks.
Traditionally, these operations would be the responsibility of the operations team. Some
degree of automation could be achieved by leveraging a job scheduler, such as Cron. In
the cloud, using Cron is not ideal given that the infrastructure is continuously evolving,
that containers are dynamically allocated to their host servers, and that co-location with
specific containers or resource allocation rules might exist for running these jobs. Also,
using Cron while using CONTAINERIZATION would require a container to be running for
the sole purpose of executing scheduled jobs, permanently reserving resources for the
container, or using the host’s Cron scheduler polluting the host, both less than ideal

approaches.

Forces

The following forces, represented in Figure 7.7 (p. 103), need to be balanced while

considering the adoption of this pattern:

Automation. Manual intervention is error-prone, slow, and costly.

Frugality. Permanent resource allocation to containers that are idle most of the time

is not resource-efficient for the infrastructure.

Reactiveness. Some short-running jobs need to execute as a reaction to an external

event (typically called triggers).
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Separation of concerns. Short-running jobs are bundled with the description of the
resources they require to execute, without needing to know anything about the

infrastructure where they will be executed.

Time synchronization. Maintain machine clocks synchronized across the
infrastructure to ensure that jobs are started at the correct time, despite what

machine is starting the execution.

Time
Synchronization
A
. requires
Separation facilitates facilitates

Automation — > Frugality

of concerns N

opposes

Reactiveness

Figure 7.7: Relationship between JOB SCHEDULER forces.

Solution

Deploy a scheduler service along with the ORCHESTRATION MANAGER that can instruct
it to allocate one time or periodic jobs, releasing their resources for reuse in the cluster
when they complete.

A JOB SCHEDULER extends the ORCHESTRATION MANAGER pattern, responsible for
executing services using CONTAINERIZATION, by enabling the scheduling and execution of
one time or periodic jobs in the infrastructure. The pattern can be implemented by using
a third-party JOB SCHEDULER that already integrates with the adopted ORCHESTRATION
MANAGER.

The JOB SCHEDULER service can expose a programmatic, graphical, or both,

configuration interface to manage job scheduling. A job specification is composed of the

instructions required to execute the job and its resource requirements and schedule details.

The exact information required for executing jobs will be specific to the adopted JOB
SCHEDULER implementation, but will typically require the details of a container image

to execute, along with a set of environment variables to configure it, supervision criteria
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and required execution resources such as the required number of CPU cores or amount of
RAM, just like any service would.

The JOB SCHEDULER should integrate with an ORCHESTRATION MANAGER, which is
responsible for executing the scheduled job inside a container, honoring its requirement
constraints. It works by instructing the ORCHESTRATION MANAGER to execute a container
for running the Job, while also providing the requirements for running it.

Allocated resources are freed upon job completion, becoming available for executing
other jobs. The integration with the ORCHESTRATION MANAGER ensures that jobs are
only started if their required resources are available and restarted in case of an unexpected
failure, observed through the job’s exit code.

An ORCHESTRATION MANAGER might also provide the possibility for restricting where
jobs are executed in the infrastructure, by tagging the available servers and limiting
allocation to servers which are tagged with a particular set of labels.

To ensure consistent behavior despite in which node the JOB SCHEDULER is deployed,

the hosts should have their clocks synchronized using an external time server.

Example Resolved

Deploy the scheduler service within the infrastructure. The backup operation would be
configured in the scheduler to execute every day. The ORCHESTRATION MANAGER would
be responsible for ensuring that the container responsible for executing the job is placed
in a server that provides the required resources to run the job. It must also ensure the
container is co-located with the server running the database, reducing network latency.

A retry mechanism can also be specified, ensuring that the backup job would
automatically retry up to a certain number of times in case of failure. If the failure
persists, the job’s execution is aborted, and the team is notified of the issue.

To ensure that all machines share the same date and time, and jobs are started at the

right time, a time synchronization service should be used.

Resulting Context

This pattern introduces the following benefits:

Automation. Jobs are automatically spawned on the infrastructure on their scheduled

times, without requiring manual intervention.

Frugality. Resources allocation is minimized for short-running jobs, being recovered by

the infrastructure once the job finishes.
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Separation of concerns. The scheduled job does not need to know details about the
infrastructure, only describe its requirements. The ORCHESTRATION MANAGER will

assume the responsibility of placing the container in the right host.
On the other hand, the following liabilities are introduced:

Single point of failure. When the scheduler fails, the ORCHESTRATION MANAGER will

not be instructed about the jobs it needs to execute.

Synchronism. Wrong clock synchronization or misconfigured timezones might result in
jobs being executed outside their expected times, which might introduce unexpected

results.

Reactiveness. This solution does not address reactive job execution.

Related Patterns

Being an extension to ORCHESTRATION MANAGER, choosing a JOB SCHEDULER
implementation typically is aligned with the ORCHESTRATION MANAGER choice.

Google also describes how to schedule jobs using their cloud reliably [Gool8]. Using
the Chronos JOB SCHEDULER on top of an Apache Mesos ORCHESTRATION MANAGER is
explicitly described, as also seen in Section 7.5 (p. 105).

Microsoft describes the behavior for a scheduler pattern [Mic17b], but it only explains
how to implement one. This pattern follows a different approach, detailing how to use
a JOB SCHEDULER with an ORCHESTRATION MANAGER instead then implementing one

from scratch.

Known Uses

Most infrastructure management environments have a companion scheduler service, either
bundled in or as a plug-in service.

Chronos is a distributed and fault-tolerant scheduler for the Apache Mesos
framework [Chr17]. It exposes an API and user interface with which jobs can be scheduled
and monitored. Figure 7.8 (p. 106) shows the Chronos user interface, with four jobs
configured. Their state and recurrence are quickly perceived in the status and state column,
respectively.

Kubernetes enables job scheduling by making available a built-in scheduler service.

Similar to Chronos, jobs can be managed using the user interface or API [Kubl7].
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CHRONOS

SUCCESS 4 FAILURE 1 FRESH 1] RUNNING O QUEUED 0 IDLE 5
JOB NEXT RUN STATUS STATE ACTIONS
backup-monthly in ~6 days failure idle m
marathon-metrics in <1 minute success idle > ?. x

marathon-autoscaler in <1 minute success idle m
data-integration in ~12 minutes success idle m

© 2016 Mesosphere, Inc.

Figure 7.8: The Chronos configuration user interface, showing four scheduled jobs. Chronos
enables job scheduling on top of Mesos using a graphical user interface.

Kubernetes API uses the YAML Ain’t Markup Language (YAML)* format to describe
jobs, as demonstrated in Listing 7.5 (p. 107).

Without using a ORCHESTRATION MANAGER, but with a similar objective, cloud
providers tend to provide their implementation of a scheduler, which can be used to
manipulate their environment or client applications directly [Amal7h; Micl7b]. These
typically enable calling the provider’s API to start some action, such as running an
anonymous function or starting a virtual machine or container.

It was also observed that some companies use a scheduler to periodically evaluate the

infrastructure’s load and appropriately resize it to cope with the current incoming traffic.

Further Consideration

Most JOB SCHEDULER implementation respect the syntax specified by the Portable
Operating System Interface (POSIX) utility Cron, as represented in Figure 7.9
(p. 107) [IO16], for scheduling jobs. This syntax, despite uncommon, has since been widely
adopted as the de facto syntax for describing recurrent jobs, as seen in Section 7.5 (p. 105).

While scheduling is a common approach to schedule one-time and recurring jobs, there
are other strategies. The event-driven community [Fow17] defends that a reactive is the
most efficient way to identify when jobs should be spawned [Bon-+14]. With this approach,

a JOB SCHEDULER would not be needed, but an additional component to register event

4 YAML is a human friendly data serialization standard for all programming languages. Learn more at
http://www.yaml.org/.
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Listing 7.5 Kubernetes configuration for scheduling the execution of a container every

minute.

apiVersion: batch/vibetal
kind: CronJob
metadata:
name: hello
spec:
schedule: "*x/1 * *x x x"
jobTemplate:
spec:
template:
spec:

containers:

- name: hello
image: busybox
args:

- /bin/sh
- -C

- date; echo Hello from Kubernetes
restartPolicy: OnFailure

subscription could be adopted, defining which jobs should be spawned after a specific

event if observed. For the specific case of time-based execution, this component could

react to the clock ticks.

minute (0 - 59)

* * * *

hour (0 - 23)
day of month (1 - 31)

month (1 -12)
day of week (0 - 6) (Sunday =0 or 7)

’T_

command to be executed

Figure 7.9: Overview of the CRON format, a commonly adopted syntax used to specify the

date and time at which a job should be executed and repeated.
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7.6 Failure Injection

oy Resilience mechanisms are triggered when the software is failing. Since
0* systems are designed to work correctly, the status quo resists to a continuous
verification of the correctness of those mechanisms. To ensure resilience, we
need to exercise failures to evaluate their impact. Generate atypical events at
both the application and infrastructure level, exercising the available recovery

mechanisms to verify the application’s resilience.

Context

Software fails [Cha05]. This assertion is widely accepted and the motivation for writing
resilient software. Application failures can originate both from malfunctioning software or
due to external conditions, which might be impossible to predict, such as network failures
or defective hardware.

When running software at scale, issues are statistically guaranteed to happen [PWBO07].
As such, cloud software must be designed with resilience in mind, meaning that the
application should have a set of strategies to recover from problematic situations at both
the application and infrastructure layers. Still, resilience strategies are themselves software,

hence, prone to failure, limiting the confidence in their efficiency.

Example

Consider an online web application powered by a database. Such a database is essential for
the system to work. As such, the database is replicated in hot-standby mode, meaning that
the second instance has a complete copy of the first, being used for failover. Furthermore,
the database is frequently backed up to an off-site using Amazon Web Services (AWS)
Simple Storage Service (S3) and Azure disk snapshots.

Consider now that the second database has an issue and needs to be manually
resynchronized. By mistake, an operator manually deletes part of the production database,
leaving both inconsistent and lost of production data. When trying to recover the database
from the off-site backups, the operator identifies that the backups are not available and
identifies that the backup procedure has not been running as expected. No recent backup
is available, and the operator will not be able to recover the database to a recent state,

resulting in the actual loss of production data.
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The example above is a simplified version of an event from early 2017 when a GitLab
engineer accidentally deleted part of their production database. Only later, he understood
that the existing recovery mechanisms were not properly configured, leaving the system
down for over 18 hours and resulting in the actual loss of production data, namely in the
changes to projects, comments, user accounts, issues, and snippets. The issue took place
between 17:20 and 00:00 UTC on January 31, 2017 [Git17].

Problem

Resilience mechanisms are triggered when the software is failing. Since systems are
designed to work correctly, the status quo resists to a continuous verification of the
correctness of those mechanisms. To ensure resilience, we need to exercise failures to
evaluate their impact.

It has been previously asserted that software fails. That was the primary motivation
behind the let it crash philosophy in the Erlang language and other actor models, where
instead of defensively addressing all possible errors, the program was allowed to crash and
restarted in an attempt to recover normal execution [Cunl4]. The Reactive Manifesto also
addresses this type of recovery, with resilience through recovery as being one of the four
characteristics of reactive systems [Bon+14].

By relying on software as a recovery mechanism for other software, the recovery
mechanisms might fail as well. For that matter, just like any other application, the recovery
mechanisms themselves must be validated and frequently tested to ensure their correct
behavior.

While designing resilience processes for cloud software, these processes themselves
should be monitored, ensuring that the system can recover from a failure properly.

Verifying resilience presents the same problem as verifying software: it is impossible
to guarantee that the system is entirely resilient, only that it endures the identified test
scenarios. Furthermore, testing software for bugs is more straightforward than testing
resilience, as resilience might be influenced by the underlying infrastructure that hosts
the application, which might not be under the team’s control. As such, resilience testing
is not a one-time activity but needs to be continuously improved during the application’s
lifetime.

At its core, verifying resilience requires the implemented processes to be stressed,

putting the application through unexpected scenarios and verifying how well it behaves.

This might be problematic by itself if, at some point, the application is unable to recover

without manual intervention, rendering it in a degraded state.
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This problem becomes more complex as it is insufficient to verify resilience in a staging
environment, since resilience is highly influenced by multiple variables, such as the number
of allocated resources, how long they have been allocated, or how much load they are
handling. While it is possible to create a similar staging environment, even the specific
hardware allocated to production might present a different behavior from the staging
environment. The only way to increase trust over resilience for an environment is actually

to test it.

Forces

The following forces, represented in Figure 7.10 (p. 110), need to be balanced while

considering the adoption of this pattern:

Preemptive failure detection. Identify failures in the application before they

accidentally impact the application or are exploited by third parties.

Failure generation. Known failures are less likely to impact the system than artificially

generated ones.

Resilience. Failure injection might degrade the status of the system.

Failure facilitates Preemptive failure motivates _ .
. . > Resilience
generation detection

Figure 7.10: Relationships between FAILURE INJECTION force.

Solution

Generate atypical events at both the application and infrastructure level, exercising the
available recovery mechanisms to verify the application’s resilience.

To ensure that the system will recover when a problem arises, its resilience strategies
must be frequently exercised, even in production, ensuring that the system does recover
to the expected status when a failure happens.

An external piece of software can frequently generate unexpected events at both the
application and infrastructure level and monitor how the system behaves, verifying it if it
recovers as expected. These events can range from shutting down a container instance to
a full virtual machine server. In both scenarios, the resilience strategies should be able to
recover the application to the expected status, restarting the container in the first scenario

or the machine, and its hosted services in the second.
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The adopted strategy used for FAILURE INJECTION should be aware of the application
and infrastructure’s APIs and randomly inject invalid payloads or shutdown system
components.

While implementing this pattern, one must consider:

Completeness. Failures can be injected at both the infrastructure and application
level. Only by testing both can we maximize the level of confidence in the system’s

resiliency.

Frequency. We need to decide how often we will exercise the resilience mechanisms,
balancing the resources we are willing to allocate, which directly impacts execution

cost, and the level of trust we want to have over the system continuously.

Traceability. We need to understand the impact of injecting failures in the system, by
aggregating information from the failure injection system with the infrastructure
and application logs, facilitating the evaluation of the impact of a failure injection

on the system.

Programatic failure injection. We want to enable the developer to programmatically
describe his failures or failure generation logic, so that the failure injection can be
automated and executed automatically, reducing the need for manual intervention

while running failure injection tests.

There are several attack vectors and liabilities introduced while testing resilience. The

following scenarios should be considered:

Application misuse. Generate random inputs to the application’s interfaces, including
its APIs.

Unexpected load. Suddenly increase the system’s load by generating an abnormally

high amount of traffic.

Network degradation. Degrade or disable the network to a server, either by disabling

the server’s network card or use an application that consumes its bandwidth.

Resource depletion. Deplete available disk, RAM or CPU from a server, by starting

an application in the server that consumes such resources.

Unexpected component shutdown. Shutting down random servers or other system

components, up to disabling entire availability regions.
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While exercising the recovery mechanisms with FAILURE INJECTION, the system is

expected to be impacted, which should be carefully monitored by observing:

Latency. Some tests will degrade or shutdown resources. While doing so, application
latency should be monitored. An ideal resilience mechanism will recover from the
injected time without increasing latency above the expected limit. Data from the
EXTERNAL MONITOR pattern can be leveraged to observe the application’s latency

from the user’s perspective.

Recovery time. The application should recover within an expected duration.
Infrastructural and application logs can be used to verify if a recovery is taking
more time than expected, which will introduce the need to improve the resilience

mechanisms.

Data. A resilient application should be able to recover from a failure without losing or

corrupting data.

Security. During the recovery of the application, the system should remain secure,

ensuring that no temporary attack vector is introduced.

Supervision and monitoring patterns such as EXTERNAL MONITOR are companions to
FAILURE INJECTION. It is expected that some of the generated events will degrade the
system, but its resilience should enable automatic recovery, preventing any impact on the
application. If such does not happen, monitoring patterns should identify the degraded
system state, providing the required information for the development team to recover the
system and, afterward, implementing the required steps to improve its resilience.

It is arguable if FAILURE INJECTION should be applied to production environments,
given the risk to degrade them. To prevent impacting production systems, FAILURE
INJECTION should first be thoroughly tested in a development or staging environment,
being introduced into production when the level of confidence around the application’s
resilience if definitive. Some teams constrain its execution in production environments to
work hours, to ensure failures can be manually managed if the recovery strategies do not
function as expected.

While it is arguable if FAILURE INJECTION should be executed against production
systems, exercising its recovery mechanisms is the only way to ensure that they are working

correctly.
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Example Resolved

Adopt a FAILURE INJECTION tool and configure it to generate failures against the
application’s database and its infrastructure, ensuring that the system can recover
automatically.

By exercising the database reliability, the team would have been able to identify earlier
that the backup process was not working, just as well as it would be able to understand
that the hot-standby replication was not optimally configured. That information would
enable them to improve it and ensure the secondary server would be able to sustain the

expected level of service required by the application.

Resulting Context

This pattern introduces the following benefits:

Automated failure detection. The adopted tool will generate and inject random
events in the system, testing it thoroughly and continuously, identifying issues faster

than any manual testing could.

Awareness. Using the EXTERNAL MONITOR pattern, the team can be notified of a

degradation whenever a FAILURE INJECTION impacts the system.

Preemptive failure detection. By stressing the application with unexpected events,
the team is able to identify failures that could happen at any given time

preemptively.
On the other hand, the following limitations will be introduced:

Availability. While testing reliability, it might be the case that an issue is identified and
the system’s performance degraded. The team should be immediately alerted, take
the required actions to recover the system’s stability, and implement the required

automation to recover from the newly identified scenario.

Resource usage. Exercising resilience will only be possible when resilience mechanisms
are available. Often resilience requires redundancy to be implemented, which will

always increase the resources required to operate the application.

Unintended consequences. While the system might be able to recover, it might do so
while introducing unacceptable consequences. For example, a critical system might

lose data during a recovery process.
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Related Patterns

When implementing this pattern, SELF HEALING should have been implemented, enabling
both the application and infrastructure to recover automatically. FAILURE INJECTION can
also leverage LOG AGGREGATION for capturing its action.

The responsibilities for a FAILURE INJECTION tool have been described in the Software
Failure Injection Pattern System [LMRO1].

Known Uses

Netflix was one of the primary motivators behind FAILURE INJECTION with the
implementation of their open-source tool, ChaosMonkey. ChaosMonkey interacts with
an AWS account and randomly shutting down infrastructure components. At Netflix,
ChaosMonkey is executed against the production environment during business hours,
randomly terminating virtual machines. Their rationale is that exposing engineers to
failures motivates them to make their services more resilient [Net17]. ChaosMonkey is one
of the many tools available in the Simian Army, a set of open-source tools developed by
Netflix to help engineers improve their software’s reliability [Net11].

Motivated by the impact from the floods of Hurricane Sandy in 2012 in New Jersey,
Project Storm is Facebook’s approach to resilience testing. At its infancy, it was composed
of a set of small drills lead by a reliability team that was designed to replicate the
consequences of catastrophic natural events, just like Hurricane Sandy was, by degrading
or disconnecting small parts of their infrastructure. By 2014, the team behind Project
Storm upped their game, starting to disable entire data centers. The first drills enabled
the team to identify several unexpected points of failures [Hof16].

The Principles of Chaos Engineering motivate FAILURE INJECTION. Quoting, "Chaos
Engineering is the discipline of experimenting on a distributed system to build confidence
in the system’s capability to withstand turbulent conditions in production ” [Chal7]. In
practice, it consists of experimenting with the moving parts of the application, looking for
actions that might result in a system failure, such as crashing servers of malfunctioning

hard drives.

Further Considerations

Chaos engineering practices are implemented against systems expected to be reliable,
validating their reliability. It should be expected that failures are found, and the system
should recover without manual intervention. Still, for teams starting to implement

FAILURE INJECTION, its execution should be carefully monitored, as some failures might
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result in not considered scenarios, leaving the system in an unrecoverable state and
requiring manual intervention.
According to the Chaos Community, Chaos Engineer is based on the following

principles [Chal7].:

Build a hypothesis around steady-state behavior. Focus on the measurable output
of a system, rather than internal attributes of the system. Measurements of that
output over a short period constitute a proxy for the system’s steady state. The
overall system’s throughput, error rates, or latency percentiles could all be metrics
of interest representing steady-state behavior. By focusing on systemic behavior
patterns during experiments, Chaos verifies that it does work, rather than trying to

validate how it works.

Vary real-world events. Chaos variables reflect real-world events. Prioritize events
either by potential impact or estimated frequency. Consider events that correspond
to hardware failures like servers dying, software failures like malformed responses,
and non-failure events like a spike in traffic or a scaling event. Any event capable

of disrupting a steady state is a potential variable in a Chaos experiment.

Run experiments in production. Systems behave differently depending on

environment and traffic patterns. Since the behavior of utilization can change at

any time, sampling traffic is the only way to capture the request path reliably.

To guarantee both authenticity of the way in which the system is exercised and
relevance to the currently deployed system, Chaos strongly prefers to experiment

directly on production traffic.

Automate experiments to run continuously. Running experiments manually is
labor-intensive and ultimately unsustainable. Automate experiments and run them
continuously. Chaos Engineering builds automation into the system to drive both

orchestration and analysis.

Minimize blast radius. Experimenting in production has the potential to cause
unnecessary customer pain. While there must be an allowance for some short-term
negative impact, it is the responsibility and obligation of the Chaos Engineer to

ensure the fallout from experiments are minimized and contained.
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7.7 Summary

This chapter introduced five patterns for orchestrating and supervising services in
the cloud. CONTAINERIZATION provided a strategy for isolating and porting services.
ORCHESTRATION MANAGER abstracted the underlying infrastructure, automating service
placement using containers on top of it. AUTOMATED RECOVERY continuously monitored
these services, evaluating if they were or not responding as expected to specific inputs,
restarting them on failure. JOB SCHEDULER enabled running transient jobs in the
infrastructure at any given point in time and with a configured frequency, releasing the
resources once the job completes. Finally, FAILURE INJECTION generates failures in the
infrastructure and services, forcing them to recover as a strategy to validate their recovery
mechanisms continuously. These patterns facilitate the orchestration of services in the
cloud, as well as ensure their continuous execution.

The next chapter introduces the monitoring patterns category, where we describe three

patterns for observing service status and state.
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Monitoring evaluates the state of services continuously, alerting the team when something
is wrong. It is an essential practice to ensure the system is behaving as expected. When
a failure is detected, the team requires detailed information about what happened, when,
and a strategy to facilitate navigation from logs produced by the application. This category
introduces three patters for that: EXTERNAL MONITOR, PREEMPTIVE LOGGING, and LOG

AGGREGATION.

8.1 Overview

Monitoring can work reactively, by detecting issues using data generated by the
application, such as a log file, or actively, by interacting with the services directly and
verifying that it is behaving correctly. As such, developers must concern with having their
services provide relevant logs while having the service monitored actively. To prevent a
biased observation, the application should be monitored from the user’s perspective, from
outside the infrastructure where it is running, as suggested by EXTERNAL MONITOR.
Teams should adopt PREEMPTIVE LOGGING to ensure their services produce logs

with the adequate verbosity, that should be kept for the most prolonged period possible.
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Having these logs provides valuable information for debugging the service when a failure
is observed.

Having distributed services producing logs will require developers to leverage multiple
log files to trace an issue. To cope with the large volume of distributed logs, the team
should adopt LOG AGGREGATION, by having a centralized view of all the logs generated
by all services in a queryable format.

This section introduces the following patterns:

Preemptive Logging. The information required to debug failures is often lost during
their first occurrence due to insufficient log verbosity. Adjust logging verbosity in
services and servers within acceptable resource limits, maximizing the probability
of capturing relevant information for addressing future issues right from their first

occurrence.

Log Aggregation. Services orchestrated at scale produce widely disperse information,
resulting in a complicated process to navigate and correlate multiple sources.
Aggregate and index all service and server logs in a central repository, providing

the team with a centralized system to query and visualize execution logs.

External Monitor. Monitoring an application from its inner layers results in an
incomplete or biased version of the reality. Test the application’s public interfaces

from an external source, increasing the confidence over the application’s status.

8.2 Preemptive Logging

¢ | The information required to debug failures is often lost during their first
0* occurrence due to insufficient log verbosity. Adjust logging verbosity in
services and servers within acceptable resource limits, maximizing the
probability of capturing relevant information for addressing future issues right

from their first occurrence.

Context

It is not possible to guarantee that software will behave as expected, so the best bet is to
expect the worst. When software fails, information is critical for debugging applications,

which makes having execution logs and metrics available from those unexpected scenarios



PREEMPTIVE LOGGING

the most relevant piece of information to understand what, how, and why the software
has failed.

Most third-party applications have adjustable verbosity logging capabilities, but
first-party applications sometimes neglect that need, causing the developers to lack the
required information to mitigate unexpected failures. Given that service cooperation is
essential in cloud applications, and considering the uncertainty of the events that lead to
unexpected errors, all services should equally generate logs that are the sole resource from

developers to understand and mitigate the issue.

Example

Consider a database service in a microservices architecture. The service is responsible for
persisting information necessary for other services in the application. At a given point in
time, the database crashes. Automated operations practices should ensure that the service
is automatically recovered, but, after a while, it crashes again. This behavior is recurrent

and without explanation from the development team. The team is expected to identify

and fix the issue but is not being able to reproduce it outside the production environment.

Without proper information about the production system, the team is rendered incapable

of adequately addressing the issue.

Problem

The information required to debug failures is often lost during their first occurrence due
to insufficient log verbosity.

Development teams tend to be conservative on their software instrumentation,
undervaluing the importance of capturing runtime information. When software fails, it
is common that the only debugging approach is to further instrument the software and
wait for the issue to repeat itself. This approach decreases the level of confidence in the
software quality, as well as requires the team to knowingly leave a bug in their software,

given the lack of information to fix it.

Forces

The following forces, represented in Figure 8.1 (p. 120), need to be balanced while

considering the adoption of this pattern:

Traceability. Development teams need as much data as possible to be available in order

to identify the conditions that may have triggered issues in a service.
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Execution resources. Increasing the logging level increases the volume of resources

required to execute the service, such as Central Processing Unit (CPU) and memory.

Retention policy. Verbose logging can become expensive to collect and persist for long

periods.

Verbosity. Increasing the log verbosity provides additional information for posterior

debug, but it also requires additional storage space and human effort to process.

Allocated resource validation. Resources might be over or under-allocated to a

service, result in poor usage of the available infrastructure resources.

Privacy. Due to legislation, it might not be possible to persist in some data.

facilitates facilitates

> Traceability =

hinders - Execution B hinders . .
> < Retention Policy
Resources

Verbosity

hinders

hinders

\
Privacy

Allocated Resource
Validation

Figure 8.1: Relationship between PREEMPTIVE LOGGING forces.

Solution

Adjust logging wverbosity in services and servers within acceptable resource limits,
maximizing the probability of capturing relevant information for addressing future issues
right from their first occurrence.

Logging is often undervalued by less experienced developers, who are tempted to reduce
log verbosity in production to keep the system leaner. By doing so, they unintentionally
miss the opportunity of capturing information that would allow them to debug unexpected
runtime problems. This may prevent the development team from effectively tackle such
problems, unless they begin monitoring the service and server, hoping to observe the issue
happening again and capture enough information to identify the reasons behind it.

PREEMPTIVE LOGGING ensures that runtime information from both services and

servers is captured, and is an asset available for debugging runtime issues.
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Development teams should start by discussing and identifying all the information that
can be extracted from the service and respective server. From there, the team should
discard the items that will never be useful, setting the optimal log verbosity level for
them.

While deciding on what data to keep, resource usage should be discussed, as more
information is persisted, the higher the resource impact in the system. A retention policy
should also be set as the information becomes less relevant with time.

A scenario where all system events can be captured is ideal, as these can be reproduced
in a test environment to debug issues further. Also, once a bug is fixed, they can be
replayed in the production environment some types of failures, e.g., one where a specific
service is dropping the events sent to it.

Recent privacy trends, such as the European GDPR, might prevent some event data

from being physically persisted.

Example Resolved

The team responsible for the database service would discuss what logs and metrics would
be relevant to understand how the service is behaving. As an example, they could capture
the number of incoming connections, number of incoming queries, query response times,
programming exceptions, and the incoming queries themselves. Server metrics would also
be captured, namely disk 10, Random Access Memory (RAM), CPU, or network usage.

If the service revealed an issue, they would access the generated log files and use
them to understand what triggered it. They could start by understanding if the allocated
resources where enough to accommodate the service. If that hypothesis is excluded, they
could then dig into the service’s logs in order to understand when and why the service
started to misbehave.

A retention policy can automatically archive or delete older log entries. When adjusting
this policy, the team should allow enough time to ensure the logs are available during the

time period when they might be used, preventing them from getting discarded too soon.

Resulting Context

By adopting PREEMPTIVE LOGGING, development teams will gain:

Reproducibility. Service operations can be captured, helping the team understand how
it behaved. The whole input stream can be captured and replicated in a controlled
environment to understand how and why it reacted in a certain way to a given set

of inputs.
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Allocated resource validation. Capturing logs from hardware usage from a server
will enable the team to understand better how the service consumes resources and

optimize resource allocation.

Security and auditing. The development team will be able to trace security problems
and threads.

While configuring the service’s logging levels, the following should be taken into

consideration:

Resources. Should be increased to cope with both the higher CPU and disk space

demand of increasing the log verbosity.

Retention policy. Increased retention policy will keep the logs available for a long time

period, but such will increase the required disk space required to persist the logs.

Verbosity. Again, the verbosity level should be adjusted to a value that balances an

adequate output, with the amount of disk space it will consume.

Security. An attack on this component would expose information from all others.

Related Patterns

The team job is simplified if it is able to query log entries from multiple sources,
understand what events were happening in each service. LOG AGGREGATION provides
this functionality by moving the logs from their origin to a centralized repository, where
they are aggregated and indexed, facilitating their usage. COLLABORATIVE MONITORING
AND LOGGING describes the importance of logging and its relevance while deployment
software on the cloud [Arc19]. Fernandez described how logs could be leveraged to audit

security in the AUDIT LOG pattern [Ferl3].

Known Uses

Amazon Web Services’ CloudTrail enables the capturing of all Application Programming
Interface (API)interactions in an Amazon Web Services (AWS) account, providing
complete traceability of all changes through it [Amal7al. Azure provides a similar
service [Azul7]. Spinellis identified log verbosity as a parameter to manually tweak in
production when looking for problems [Fu+14]. Fu elaborated on that problematic in his
survey [Fu-+14], theorizing automated log verbosity adjustment in production as a relevant

research topic.
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8.3 Log Aggregation

o{} Services orchestrated at scale produce widely disperse information, resulting
43 in a complicated process to navigate and correlate multiple sources. Aggregate
and index all service and server logs in a central repository, providing the team

with a centralized system to query and visualize execution logs.

Context

Cloud Computing application can execute at a vast scale, with some teams managing
hundreds of services orchestrated on top of thousands of servers. Both the hardware and
their hosted services continuously operate and producing relevant information, commonly
via log files. Those files must be accessed often, and it is not functional to keep them
dispersed in the infrastructure, forcing developers to individual access each machine and

respective service to access a given file.

Example

Consider the example from section Section 9.2 (p. 137), where each service is running on
its dedicated server. The three services are producing log files, along with the operative
system from their host. Imagine now that there was an issue with the AC service or server,
rendering the service unresponsive. The developers need to remotely log into the server to
access the required log file and debug the issue. Along this process, they understand that
the issue was due to a communication error with the messaging service. They now need
to access the machine hosting the messaging service in order to debug its log entries.
This process must be repeated for each service and server involved in the issue, going
back and forth until the problem is identified. This approach makes it troublesome and
inefficient to correlate log entries from different sources and demands that the developer

individually accesses each one of the machines.

Problem

Services orchestrated at scale produce widely disperse information, resulting in a
complicated process to navigate and correlate multiple sources.
Teams deploying software at scale can easily see their infrastructure grow to tens of

servers hosting hundreds of service instances. As suggested by PREEMPTIVE LOGGING,
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these services should be verbose at producing logs. At this scale, it is troublesome for
developers to leverage these logs, given their sparsity across the infrastructure. The

strategy of individually accessing each server and service log file becomes unmanageable.

Forces

The following forces, represented in Figure 8.2 (p. 124), need to be balanced while

considering the adoption of this pattern:

Fragmentation. Scattered log files across servers incur in extra effort for the developers

to debug the application.

Network propagation. Transferring log data from its source to a central aggregation
point requires additional bandwidth and might incur in additional data transfer

costs.

Ordering. Propagation of logs through the Internet and unaligned clocks might result

in out of order log entries.

Querying. Querying in a log stream is essential to identify relevant information from

large collections of logs quickly.

Security. Sending logs across the network should use a secure channel, ensuring that
sensitive information is never stolen. The log storage should also guarantee that

they are not writable, preventing attackers or other software from changing them.

Security <

I hinders
hinders
. < hinders . increases Network
Querying Fragmentation ——— > .
lhinders Propagation
Ordering

Figure 8.2: Relationship between LOG AGGREGATION forces.
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Solution

Aggregate and index all service and server logs in a central repository, providing the team
with a centralized system to query and visualize execution logs.

Having logs available only at their source makes their usage troublesome, requiring the
user to log in to each system and either download them or use the set of tools remotely
available to query them. At scale, when tracing managed multiple services and servers,
this strategy becomes unmanageable and inefficient.

LOG AGGREGATION addresses this problem by providing a centralized system for
aggregating and visualizing all logs in an infrastructure. This solution is applied as (1)
a log aggregation service is deployed in the infrastructure, enabling the querying and
visualization of information from the logs and (2) each service daemon deployed along
with it must forward its logs to the log aggregation service. If the team is operating a
service not built by them, they can use a log forwarder to read the service logs and send
it to the LOG AGGREGATION system.

The centralized log service can persist the log entries in a database, exposing a query
interface. Developers can mix and match entries in a single location, facilitating the
observation of the infrastructure behavior as a whole, or filtering for a specific service
or server. Figure 8.3 (p. 126) represents the relevant components in this process as a class
diagram.

A secure channel should be used when sending logs from their origin to this centralized
database. Also, it should allow entries from being written but prevent them from being

changed, ensuring that logs are immutable.

Example Resolved

Each service and server would send their logs to a centralized log repository service. This
service would need to be instantiated in the infrastructure or adopted as an external
service. Within it, the developer would have a global view of all logs from all services in
the infrastructure. It would be possible to query those logs, filtering them specifically for

any specific service at any given time.

Resulting Context

This pattern introduces the following benefits:

Fragmentation. Developers can use an aggregation service to aggregate all the

information they need from any service or server in the infrastructure.
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1

Log Repository quorics Log Viewer
T*
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hosts %
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Figure 8.3: Class diagram showing the entities involved in the log generation, persistence, and
querying process. Applications and Servers generate log files that are composed of
multiple log entries. Each log entry has relevant information about the team to use in
the future. Logs are persisted in a remote log repository. This repository aggregates
all sources of information, allowing the log viewer to query a single location.

Querying. Once aggregated in a single location, and data can be indexed, allowing
developers to query the logs, finding the information they need for their specific

task faster.

Security. Communicating logs using a secure channel is essential for keeping sensitive

data private. Also, the chosen log storage should be secured to prevent data leakage.

While deciding the technologies to implement this pattern, the following should be

taken into consideration:

Network propagation. In order to propagate logs to the aggregating server, additional

bandwidth will be consumed.

Ordering. Ordering will rely on the time stamp generated at the server. There might

be some errors in cases where the server’s clock is not synchronized.

Single point of failure. Without a redundant deployment, a failure in the log

aggregation system would revert this system’s benefits.

Related Patterns

REPOSITORY describes a generic approach to a data repository [HM]. Fernandez describes

the application of log aggregation in the security context to trace user actions [Ferl3].
MESSAGING SYSTEM can be used as a communication channel to propagate logs to the

log aggregation service. This pattern is further useful if PREEMPTIVE LOGGING is applied

in each service in the infrastructure.
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LOG AGGREGATION can be used as a source of information for REACT, feeding it with

the events used to trigger reactive actions.

Known Uses

Elastic, through their Elastic Stack, leverage Logstash as a tool for acquiring and
propagating logs from applications. Logs are propagated to a remote Elasticsearch, a
highly indexable JSON document storage. Information can then be queried and visualized
using Kibana, a dash-boarding tool for captured data [Elal7].

Loggly! is a subscription-based log aggregation cloud service. It provides clients for
acquiring logs from multiple platforms and services, making them available in a time-based
searchable history.

Roderick et al. have described how their logging service acquired over 50 TB per year,
making this data available for over 1000 users daily [RBK13].

8.4 External Monitoring

O* Monitoring an application from its inner layers results in an incomplete or
43 biased version of the reality. Test the application’s public interfaces from an

external source, increasing the confidence over the application’s status.

Context

While part of the development process is responsible for ensuring resilience, just like it is
impossible to ensure complete reliability using software testing [Mal+02], it is not possible
to ensure that a system is 100% resilient. Accepting that software will eventually fail is
essential to understand the need to increase awareness about the system’s status at all
times, motivating the need to adopt monitoring on all systems. Frequently, monitoring
systems live within the application’s infrastructure, which might bias the awareness about
the actual state of the application, given all the external variables introduced by using

the Internet as a distribution channel.

I Details at https://www.loggly.com/.
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Example

Consider an authentication service, part of a larger application. Provided with a valid
login, it should output an authentication token for interacting with the other services in
the application. Consider the scenario where when used from within the infrastructure, the
authentication service works as expected, but, when accessed from a remote application,
the authentication service is inaccessible. A misconfigured firewall can cause such
discrepancy.

This scenario demonstrates that a service can have different statuses depending if it

is observed from within the application’s infrastructure or a remote site.

Problem

Monitoring an application from its inner layers results in an incomplete or biased version
of the reality.

Software failures can be catastrophic to business owners. Application downtime
consequences can range from client complaints to loss of confidence in the application
and, ultimately, user abandonment or contractual breach. Given the ever-growing offer of
online services, a failing application can easily be replaced by a competitor.

In case of failure, the development team should quickly be aware of the application’s
status, facilitating a quick reaction.

This awareness must not depend on the application or its infrastructure, as that would
bias the observation. In the context of cloud computing, simply monitoring the application
alongside its execution is biased and prevents the detection of several unpredictable
Internet-related issues, such as misconfigured or failing routers, CDN, DNS, or firewalls
which would directly impact the client’s access to the application.

In the example from Section 8.4 (p. 128), a misconfigured firewall is inadvertently
blocking traffic from a valid source, leaving the service inaccessible from the outside. This
issue would not be identified by monitoring the application from within the infrastructure,

as the firewall would not be used between two internal services.

Forces

The following forces, represented in Figure 8.4 (p. 129), need to be balanced while

considering the adoption of this pattern:

Confidence. Maintain awareness of the system’s state without relying on its internal

information or be biased by internal monitoring.
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Recency. Be notified as soon as a possible complication is identified in the application.

Coverage. Confidence level increases with the increase of test coverage, that is, with

the increase in the number of public endpoints and their tested features.

Resource usage. Minimize the impact of monitoring on the application’s resource

requirements, directly impacting performance or cost.

Security. Minimize the attack vectors for the application. Exposing sensitive

application details to additional external tools will create a new attack vector.

Geographic description. Running tests from different world locations increases the

level of confidence that the system is working worldwide.

increases Resource
Recency —— >
increases Usage

increases
Coverage — > Confidence

increases

Programmatic facilitates Geographic hinders _
. = Security
configuration Distribution

Figure 8.4: EXTERNAL MONITOR forces relationships.

Solution

Test the application’s public interfaces from an external source, increasing the confidence
over the application’s status.

Resilience is an essential requirement of any cloud software. Still, just like with software
testing, it is impossible to guarantee that a system is resilient and will not fail. Besides
improving the system’s resilience, the development team should also invest in awareness
of the system’s status, reducing the time required to react to a failure.

EXTERNAL MONITOR consists of the frequent execution of tests against the public
interfaces of a live production system, evaluating if they are responding as expected. Tests
are configured and executed from a service running in a separate network environment

from the application itself and run without any knowledge of the application’s state (as
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a black-box test), providing an accurate observation of the system’s status as seen from
across the Internet.

Test coverage can range from a basic status check to see if the service is up to having
a batch of tests covering all the application’s public interfaces and their different uses.
Such a level of coverage could be seen as black-box integration tests executed against a
live environment. It is up to the team to balance the level of coverage with the intended
level of confidence in the system’s status.

The team can either develop their EXTERNAL MONITOR tool or adopt one of the
many third-party tools available. Developing a tool for external monitoring would require
considerable investment in development and operations. On the other hand, adopting a
third-party tool introduces a financial cost for using the service, as well as it widens the
attack surface to the application, as sensitive information such as user credentials need
to be shared with the system. A hybrid approach could consider adopting an open-source
tool for doing external monitoring, which will prevent sharing sensitive credentials with
a third party while still requiring little investment in developing the software.

Some tests might require sensitive data to execute, such as user credentials. In case of
an attack on the monitoring platform, this might hinder security, leaving those credentials
exposed. Frequently rotating these credentials can help mitigate this issue.

While implementing this pattern, one must consider:

Recency. We need to decide how often we will run the external monitoring tests,
balancing how fast do we want to know when an issue appears with the system

as the load introduced by the tests will increase resource usage.

Development effort. We need to balance the completion of test coverage with the

time required for developing new tests.

Security. We need to decide which, if any, credentials should be made available in the
external system to test protected interfaces, at the cost of possibly exposing sensitive

data.

Accuracy. We want to prevent false positives by confirming issues redundantly, such

as those who might result from latency or network partitioning.

Geographical distribution. We might want to distribute tests geographically,
ensuring the application is working within the specified parameters, despite where
the traffic is originated. Geographically distributed monitoring also enables verifying

the correct behavior of distribution components such as CDNs.
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Traceability. We want to understand why a test has failed by evaluating the inputs and
outputs used to identify the failure. LOG AGGREGATION pattern can be leveraged
to combine logs from this pattern, as well as logs from FAILURE INJECTION and
the remaining components of the system, providing a unified view over the system’s

behavior.

Programmatic configuration. We want to manage monitoring tests automatically
as part of the deployment process, eliminating the need for manual configuration,

hence, increasing confidence in the tests.

Update a Basic HTTP(S) Test

Switch to the advanced editor.

WHICH WEBSITE DO YOU WANT TO MONITOR?

https://www.google.com/

HOW OFTEN SHOULD WE CHECK YOUR WEBSITE?

| ‘ | | ‘ | m |15Min‘ |30Mm| ‘1H0ur‘ ‘24Hours‘

WHERE SHOULD WE TEST FROM?

| | | | [erore] (e ] [s2] | | Rancom |

WHO SHOULD THE ALERTS GO TO?
Click here to create or modify contact groups.

‘ Myself X ‘

SET TAGS FOR THIS TEST

Figure 8.5: Statuscake’s HTTP(S) test creation interface, showing a basic HTTP test for
Google’s homepage, which will execute every 5 minutes from a random server.

Third-party tools for implementing the pattern often allow tests to be created from
both a graphic interface, as seen in Figure 8.5 (p. 131) and a programmatic interface. The
latter enables tests to be configured as part of the application’s deployment process.

EXTERNAL MONITOR is not a new strategy for cloud computing. Cloud monitoring:
A survey [Ace+13] details thoroughly why monitoring is an essential aspect of cloud
applications and describes over twenty tools to implement it, ranging from commercial to
open-source offers, making it an excellent guide for selecting the tool used to implement

this pattern.
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Example Resolved

Considering the example, this pattern would be implemented by adopting an EXTERNAL
MONITOR system that would make an authentication request to the authentication system
and confirm that the answer contained a proper authentication token. This test would be
configured in the monitoring platform at the end of the deployment process, ensuring that
the application is tested and working as expected right from the moment the deployment
is complete.

Tests would be executed at a configured frequency and from different geographic
locations to ensure that the application behaves correctly, despite where a request has
originated.

Possibly at a later stage, and for increasing test coverage, any other interface in the
service could be tested as well.

To enable interacting with authentication-protected areas of the application in
production, a mock user can be set up in the system. This way, in the case of data leakage
in the monitoring system, no significant impact would be observed on the monitored
application. Arguably, testing against a single user account that was created solely to test

the system might provide a bias per se.

Resulting Context

By adopting EXTERNAL MONITOR, development teams will gain:

Confidence. Given continuous independent monitoring, there is an added confidence

that the system is behaving as expected if no alarm is raised.

Traceability. The team will be able to understand what behavior was observed as a

response to any failing request using the EXTERNAL MONITOR logs.

Programmatic configuration. The team will be able to evolve test scenarios along
with their development, using the EXTERNAL MONITOR API to setup or update

tests.

On the other hand, the following liabilities can be introduced:

Security. When the communication channel is properly secure, no data leakage can
occur by executing the tests from a EXTERNAL MONITOR provider. The team
must trust the provider. Given an attack against it, sensible information might
be exposed. It is the team’s responsibility to minimize or eliminate the need for

sensitive information such as credentials for executing the tests.
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Resource usage. If careless, the team might create a large volume of tests at a high
frequency, which might generate enough load to degrade the application. It is up to

the team to properly balance the volume of tests and their frequency.

Related Patterns

EXTERNAL MONITOR providers expose APIs, which can be used to manage the tests
programmatically. A team that adopts INFRASTRUCTURE AS CODE will be more efficient
at managing their tests.

EXTERNAL MONITOR can be used to feed information for LOG AGGREGATION,
facilitating a centralized view of the issues observed in the application from this monitoring
strategy as well.

HeEALTH ENDPOINT MONITORING from Microsoft is similar to this pattern proposes
the creation of HT'TP health checks exposed by the application, so that an external tool
can verify the application status [Mic17a]. That implementation differs from EXTERNAL
MONITOR, as it requires specific endpoints to be implemented and tested from the external
health checking tool. Instead, EXTERNAL MONITOR proposes that the external tool
interacts with the application as a client would, using any public interface, not limited to
HTTP, validating that it is providing the expected answers.

The COLLABORATIVE MONITORING AND LOGGING pattern [ECN15] describes how
monitoring and logging activities can be coordinated between a cloud consumer and
provider, describing that monitoring and auditing requirements can be described by the
consumer but observed by the provider. This approach is similar to EXTERNAL MONITOR,
given that the monitoring behavior is extracted from the application the consumer is

developing and executed with an external tool, managed by the cloud provider.

Known Uses

Multiple services are available, providing the EXTERNAL MONITOR tool required to
implement this pattern. StatusCake, Pingdom, or NewRelic [Rell7; Pinl7; Stal7] are
only three of those applications. Pricing and features set them apart, with most being
able to test at the HT'TP and TCP layers.

Further Considerations

Juvenal, a first-century poet, in his Satires series of books wrote the famous Latin
quote “Quis custodiet ipsos custodes?”, roughly translated to who watches the

watchmen? [Win99]. This quote can still today motivate discussion around cloud
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monitoring. By relying on an external tool to monitor the system, we are delegating
the responsibility of capturing failures to an external system. What must be taken into
consideration is that the external system is a piece of software as well, which might also.
In such a scenario, a failing system would not be detected since the monitoring system

would also be unavailable.

8.5 Summary

This chapter introduced three patterns for observing cloud software status and state.
PREEMPTIVE LOGGING recommends that developers preemptively adjust their logging
level to ensure they capture relevant information to debug potential future issues with
the system. LOG AGGREGATION facilitates working with logs from multiple sources,
aggregating them in a centralized platform where developers can slice and dice it for
quicker and more meaningful exploration. Finally, EXTERNAL MONITOR recommends
the monitoring of the public service endpoints from an external location, ensuring that
the system is monitored independently by interacting with the system as a user would,
generating alarms for the team on failures. These patterns help developers increase their
confidence in the correct operation of the application, providing the required data to
dissect issues when they are observed.

The next chapter introduces two discovery patterns that help developers design how

their services can cooperate, both synchronously and asynchronously.



Chapter 9

Discovery and Communication Patterns

9.1 OVerview . . . . . .. 135
9.2 Messaging System . . . . ... 136
9.3 Service Discovery . . . . . . .. e 143
9.4 Summary . . . .o .. e 148

In a microservice architecture, multiple services need to cooperate in providing the
application as a whole. Cooperation requires that the services first discover and
create communication channels between them. This introduces MESSAGING SYSTEM and

SERVICE DISCOVERY, two alternative strategies for service discovery and communication.

0.1 Overview

While using an ORCHESTRATION MANAGER that dynamically allocates containers, the
exact network location where another service is running is unknown. Using a SERVICE
DISCOVERY, a service location can be abstracted through a local network port exposed on
every machine that is always forwarded to one instance of the service, possibly balancing
traffic between multiple instances [Sch+4-06]. This is easily achieved by preemptively
creating a table that maps local ports to services. Whenever the port is mapped, the
service is up, and the communication established.

Some scenarios prevent communication from being point-to-point, for example, for
scalability reasons. A MESSAGING SYSTEM can be used to deliver messages between
microservices, eliminating the complexity associated with service discovery [Gaw(2], at

the cost of additional latency.
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This section introduces the following patterns:

Messaging System. As the volume and complexity of interacting services
increase, point-to-point communication channels become unmanageable, hindering
fault-tolerance, resiliency, and scalability. Use a MESSAGING SYSTEM, colloquially
known as message queue, to abstract service placement and orchestrate messages

with the optimal routing strategy between them.

Service Discovery. In a dynamically allocated infrastructure, services require a
discovery strategy to establish a communication channel. Abstract service network
details by relying on an external mechanism that facilitates communication and

balances traffic between two services.

9.2 Messaging System

3 As the volume and complexity of interacting services increase, point-to-point
0* communication channels become unmanageable, hindering fault-tolerance,
resiliency, and scalability. Use a MESSAGING SYSTEM, colloquially known as
message queue, to abstract service placement and orchestrate messages with

the optimal routing strategy between them.

Context

The adoption of microservices as an architectural style introduced the need for services
to cooperate in a decentralized and possibly unreliable environment. It is not guaranteed
that every component is online at all times, nor that each service has a stable IP address
(Internet Protocol) or a fixed number of instances running.

These intricacies of cloud computing introduce several requirements. Namely,
services need to communicate with each other in an ever-changing environment,
the communication process must be fault-tolerant, ensuring that the system as a
whole is resilient when confronted with irregular behavior from either side of the
communication, and message passing should be asynchronous, decoupled, evolvable, using

a content-agnostic communication channel.
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Example

Consider an home automation solution that manages Air Conditioning (AC) systems.

Three services compose the solution: Sensor Reader, Data Receiver and AC Manager.

Sensor Reader is deployed inside the user’s house. It is responsible for acquiring and
forwarding temperature data. Data Receiver is a Web Server that receives temperature
metrics and persists them in a database. Data Receiver is also able to provide aggregations
over the data persisted in the database. AC Manager is responsible for managing AC
units by evaluating the average temperature over the past 10 minutes, configuring an
AC to generate cold or warm air. The three services must cooperate in providing a
complete solution for automated AC management. The expected interaction between

them is depicted in figure Figure 9.1 (p. 137).

| Sensor Reader | | Data Receiver | | Database | | AC Manager | | AC |
i i
U temperature > :
|- persist temperature —)J:|
& m - ok -
|I— Get last 10 minutes
l< — - - - last 10 minutgi|:|

_______________ >

Get last 10 minutes

A

L—L — - last 10 minutes ----—

I— Configure AC ——— >

T
I
I
|
I
I

Figure 9.1: A microservice architecture-based system to capture and persist temperature
metrics from a home environment, later used to configure an AC system. The arrows
in the sequence diagram represent the massages exchanged between the components.

Problem

As the wvolume and complexity of interacting services increase, point-to-point
communication channels become unmanageable, hindering fault-tolerance, resiliency, and
scalability.

Services in a cloud application need to communicate with each other to cooperate. A
typical communication strategy uses a client-server approach, limiting the communication

to the two intervening service instances and requiring that the client knows how to connect
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to the server, namely its hostname and server port. Cloud applications are deployed into
dynamic hardware, which means that the internal server’s addresses are not available
during development time, rendering troublesome to use direct communication between
services. Furthermore, when multiple instances of a service exist, the traffic needs to be
balanced between all instances.

Considering the above, the need for abstraction over the communication between
services is identified. Such a channel must enable passing any messages and correctly
identify the sender and receiver of such messages. The communication channel must be
scalable, ensuring that latency requirements are met even when handling large volumes

of messages.

Forces

The following forces, represented in Figure 9.2 (p. 139), need to be balanced while
considering the adoption of this pattern:

The following forces influence this pattern:

Decoupling. A sender does not need to know the network address of a receiving service

to communicate with it.
Scalability. The communication channel needs to be itself scalable.

Resilience. Communication should be resilient, despite failures in the communication

channel.

Persistency. Messages between services should be persisted until there is a confirmation

that they have been processed.

Structure agnostic. The communication channel should be agnostic to the messages

it orchestrates.

Dynamic and flexible. The topology of the system will evolve with time, with new

services joining existing ones, and others leaving in real-time.
Payload security. The communication channel should support encrypted messages.
Channel security. The communication channel should be itself encrypted.

Latency. Introducing an indirection in communication increases the latency required

for passing a message between two services.
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Ordering and priority. The team needs to evaluate if message ordering and priority

are relevant for implementation.

Structure facilitates R . facilitates _  Dynamic and
. > Decoupling > .
Agnostic hinders Flexible
Channel !
annel  hinders hinders .
. > Latency < Persistency
Security R
enables
improves
1. f( lt tes o1
Payload Scalability RS > Resilience
Security

Figure 9.2: Relationship between the MESSAGING SYSTEM forces.

Solution

Use a MESSAGING SYSTEM, colloquially known as message queue, to abstract service
placement and orchestrate messages with the optimal routing strateqy between them.

A MESSAGING SYSTEM is responsible for routing messages between services, which can
be both producers and consumers of messages. Messages can vary in size and contents,
since the channel is agnostic of their internal structure, as long as they respect the adopted
protocol.

MESSAGING SYSTEM works by creating one or more queues that work as a First in, first
out (FIFO) data structure. Some implementations provide the possibility of prioritizing
messages in the queue. Quality of Service (QoS) policies can also be applied, forcing
consumers to confirm that they have successfully processed the message before it gets
discarded from the queue. QoS ensures that a failing service will not remove a message
from the queue without it being processed. If a service fails to acknowledge that the
message has been processed in an acceptable period, the message becomes available for
another consumer to process.

Most implementations support multiple message delivery strategies. RabbitMQ, which
is one of the most adopted implementations, supports simple queues, exchanges with

multiples queues, routing, topic-based consumption, and RPC [Piv07].
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When implementing Remote Procedure Call (RPC), services can issue requests to the
message queue and block waiting for an answer. A consumer would pick up the request,
process it, and send it back to the queue, destined to the request sender. That first server
would then receive his request and resume his computation.

Moving the responsibility of handling all communications to the Message Queue service
makes it a single point of failure. For this reason, messaging services are typically deployed
with redundancy, ensuring that communications between services will continue to work if
some instances fail.

The concept of message passing systems has been available for several years, as
middleware provides highly-observable communication strategies, namely one-to-many
communication, providing dynamic connections among services. The initial reference to
messaging applications as a means of communication between servers was first introduced
on the 2001 patent Message Queue Server System [YHO02]. More recently, several standards
have been introduced, namely the Advanced Message Queuing Protocol (AMQP) and the
Message Queue Telemetry Transport (MQTT) [Magl5].

Most implementations will enable the communication channel to use an encryption
algorithm to protect the communication channel. Being agnostic to the message’s contents,
the payload itself can also be encrypted when needed, preventing data leaks even if the
MESSAGING SYSTEM is compromised.

Ordering might or not be respected, depending on the adopted implementation.
RabbitMQ), for example, can ensure processing order and even has support for priority and

sharded queues [Rab20], with strategies other than a FIFO for delivering the messages.

Example Resolved

Considering the example described in section Section 9.2 (p. 137), the three services can
communicate using a message queue based distribution in a message system, as shown
in figure Figure 9.3 (p. 141). Message queues can be identified by a name and require
consumers to subscribe to the queues from which they want to receive messages.

Initially, the Data Receiver service would subscribe to queues metrics and requests.
AC Manager would subscribe to a queue named after it, manager.

Inside the house Sensor Reader would capture temperature metrics and send them
to the message queue using the metrics queue. Asynchronously, Data Receiver would
consume these messages and persist them in the database.

Periodically, AC' Manager would require the last 10 minutes of temperature metrics

to the message queue in the requests queue. Data Receiver would consume that message,
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gather that information from the database, and sent it back to the message queue using
the manager queue. Finally, AC Manager would consume those messages and configure

the AC system with the appropriate behavior.

| Message Queue H | Data Receiver Database | | AC Manager

Sensor Reader

«metrics, requestss
1: subscribe

F 3

«manager»
2 : subscribe

R D PR
F 3

«metrics»

13 : temperature
‘ ametrics»

4 : temperature

5 : persist temperature |
-

— L
‘ - e ?-OKU «requestss

7 : get last 10 minutes

A 4

«requests»
8 : get last 10 minutes

«managenrs
9 last 10 minutes

«imanager»
10 : last 10 minutes

= : 3 \\ 11 : Configure AC

Figure 9.3: Communication between the three described services, routed via a messaging system.
No two services communicate directly. Arrows represent the messages exchanged in
the systems.

A 4

Resulting Context

In the context of engineering software for the cloud, message queues can abstract where
services are located, eliminating the need for discovery mechanisms between them. Each
service can communicate directly with one or more queues, requiring only the address of
the Message Queue service.

Using message queues also facilitates service scaling. Services receiving traffic from
outside channels should be scaled in order to handle the traffic. These would then inject
messages in queues that are being consumed by other services. In such architecture, the
queue’s size can be used to understand if and how a service should be scaled, aiming at
always keeping the message queue as small as possible.

This pattern can positively improve a cloud application as follows:

Decoupling. Using the MESSAGING SYSTEM to orchestrate messages between services
further ensures their decoupling, facilitating the evolution of the application in a

microservice architecture.
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Scalability. Queues can be shared by multiple instances of a service, acting as a load

balancer, rendering it trivial to scale a specific service.

Resilience. Messages can remain in the queue until its consumer marks them as
processed. In case of failure, another instance can retry processing a message. The
message queue software itself can also be deployed redundantly and have a disk

persistence of its messages, to ensure resiliency.

Availability. While the MESSAGING SYSTEM becomes a single point of failure to the
application, it can be deployed redundantly, ensuring its continuity if a node from

it fails.

Security. Security can be improved by obscurity, as the services receiving messages do
not need to be reachable from the message sending services. Also, the communication
channel uses encryption to enforce a secure communication of all messages sent

through it.
On the other hand, the following pitfalls are observable:

Complexity. , Increasing the level of indirection might make it harder to debug message
passing in the application. For this reason, Facebook’s Flux architecture, which is

partially event-driven, explicitly disallows sending nested events.

Latency. Again, the indirection introduced will forcefully increase the message-passing
latency when compared to point-to-point communication. Current message queue
implementations, when co-located with both services and given the appropriate

network conditions, can still ensure latency under 50 milliseconds [Ric].

Single point of failure. Without a redundant deployment, a failure in the messaging

system will halt all interaction between the services.

Ordering and priority. The implementation can support ensuring ordering and

priority if the team requires it.

Related Patterns

Message Queues are a more elaborate approach to Hohpe’s Message Buses, which provided
a basic communication channel between applications. In his book Enterprise Integration
Patterns, additional communication patterns that most message queue implementations
have adopted are described, such as PUBLISH-SUBSCRIBE CHANNEL or GUARANTEED
DELIVERY [HWO03].
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Another version of the Publisher-Subscriber pattern was also documented by [BMR96].

This pattern introduces an approach to allow services to communicate without
knowing their peers’ location. This might not be acceptable at all times, mostly due
to latency constraints. For those cases, SERVICE DISCOVERY [BCS15] can be applied.

A similar strategy described by the IO GATEKEEPER and related patterns in
the telecommunication domain for managing the interaction between humans and
systems [Han98].

SERVICE DISCOVERY can also be used to discover where the message queue is available
in the infrastructure.

Messaging systems can be used to implement LOG AGGREGATION, by having services
communicating their logs as messages, which are then aggregated by the log centralization

service.

Known Uses

MESSAGING SYSTEM has a wide range of adoptions. At Conseil FEuropéen pour
la Recherche Nucléaire (CERN), it was used to make information available for
multiple monitoring tools in multiple projects, namely in the Large Hadron Collider
(LHC) [Cas+11]. A similar environment to the one presented in section Section 9.2 (p. 140)
is described by Grgiém, along with details on how to instantiate it [GSH16].

In another example, [Her+16] demonstrates how message queues can be adopted
to acquire real-time data from trains and be used with Reactive Blocks' to facilitate

collaboration in development and maintenance of software systems.

9.3 Service Discovery

Q* In a dynamically allocated infrastructure, services require a discovery strategy
o establish a communication channel. stract service network details
4 | to establish ication channel. Abstract servi twork details by

relying on an external mechanism that facilitates communication and balances

traffic between two services.

I Project details available at www.bitreactive.com.
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Context

Cloud applications are commonly composed of a multitude of services, which may be
spread over multiple physical servers in different networks. In order for services to
cooperate, they need to know how to communicate with each other, which implies the
need for configuration or discovery of the hostname or IP and port where the required
service can be reached. Furthermore, when a service has multiple instances, required
in high availability setups, there might be a need to distribute traffic between existing

instances evenly.

Example

An application server receives HTTP requests and queries a database server for
information required to process the HT'TP response. For scalability purposes, the database
is distributed with multiple read replicas that vary in the number of instances considering
the average system load. The service has no information about how the database servers
can be reached due to the dynamic allocation of database instances. Figure Figure 9.4

(p. 144) represent a possible distribution of services among the existing servers of such a

system.
Server 1 Server 3
HTTP Server Database Server
Server 2 Server 4
HTTP Server Database Server
Figure 9.4: The four members of an infrastructure, each hosting a service.
Problem

In a dynamically allocated infrastructure, services require a discovery strateqy to establish
a communication channel.
Service decoupling is required as software gets deployed and scaled automatically in

the cloud, enabling the scaling of individual software components when using dynamically
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provisioned hardware. Deploying in these conditions leaves the client services unaware of
where other services are allocated, requiring a discovery strategy to enable synchronous

communication between them.

Forces

The following forces, represented in Figure 9.5 (p. 145), need to be balanced while

considering the adoption of this pattern:

Real-time discovery. State must be updated when there is a change in the number of

instances in a service.

Location decoupling. Services do not need to know where others are deployed to

communicate with them.

Protocol agnostic. Work at the network level, supporting any protocol adopted by

the services.

Location hinders Real-time
_

decoupling discovery

Protocol Agnostic

Figure 9.5: Relationship between SERVICE DISCOVERY forces.

Solution

Abstract service network details by relying on an external mechanism that facilitates
communication and balances traffic between two services.

Use a new component to instruct a client service on how to reach the destination
service. Implementations can vary from using a DNS server of a reverse proxy within each
server.

The first approach consists of using a DNS service that is aware of the service
deployment, creating one DNS entry per service, and keeping it up to date so that it
will always resolve to the list of servers where the service is deployed. This approach
requires forcing the deployed client services to use this DNS server.

The reverse proxy approach relies on deploying a proxy in each server. The proxy

exposes a service port for each service and is aware of the deployment state so that it

forwards each local port to where the service is actually deployed within the infrastructure.



146

DISCOVERY AND COMMUNICATION PATTERNS

Proxies work at the network level, which makes them protocol agnostic, seamlessly
handling TPC, UDP, or HTTP.

Both strategies require that the proxy or DNS server be continuously aware of
the deployment state. There are multiple strategies for doing so. One is to have a
service registry where each service announces itself, along with dedicated software that
periodically reads this information and updates the proxies. Another alternative is to
query this information from an ORCHESTRATION MANAGER.

Both proxy and DNS servers can be configured on how to route traffic When multiple
instances of a service are available, acting as a load balancer. The balancing algorithm
might work, for example, by distributing the requests using a round-robin technique or in

a smarter way, according to the target’s resource availability.

Example Resolved

This technique requires an external orchestration mechanism to keep meta-information on
the services running in the infrastructure, regarding hosts and ports. Each host machine
has a proxy that periodically queries the orchestration manager and forwards a known
local port to the host(s) and port of where a service available in the infrastructure. The
applications expect a specific port to be available locally that will abstract the exact
port and host where the service is running. Consider the example previously described:
a web application is deployed with two HT'TP Servers receiving external requests, which
must communicate with one of the two other Database Servers to create a reply. For the
HTTP servers to communicate with the database, they connect to the known local port
instead of establishing a direct connection, leaving for the proxy to forward the request to
an available Database server. Scalability is achieved by varying the number of Database
or HT'TP Servers independently, relying on the proxies on the HTTP side to properly
identify available Database Servers and distribute the load between them, acting as an

internal load balancer. This example is represented in Figure Figure 9.6 (p. 147).

Resulting Context

This pattern introduces the following benefits:

Real-time discovery. Changes to the infrastructure are immediately identified by the

orchestration manager, which will reconfigure the proxies.

Location decoupling. Service development can ignore the actual physical location of
other services it is integrating with, relying on the reverse proxy to forward traffic

to the execution of the service.
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Orchestration

Manager
update
Server 1 ﬁj Server 3
HTTP Server |—>| Local Proxy I =I Database Server |—>| Local Proxy
P4
Server 2 Server 4
v A
HTTP Server |—>| Local Proxy I =I Database Server |—>| Local Proxy

Figure 9.6: Proxy configuration example.
Protocol agnostic. Proxies work at the transport OSI layer or lower, hence, are
protocol agnostic.
The pattern also introduces the following liabilities:

Monitoring. A mapping between a service and its running instances must be
maintained at all time so that the reverse proxies are properly configured and only

redirect traffic to active services.

Related Patterns

This pattern may be applied when CONTAINERIZATION is being used to isolate

applications, facilitating communication between containers hosted in different servers,

without requiring applications to integrate with discovery mechanisms individually.

Information about service ports in each container can be injected using environment
variables.

This pattern depends on an external mechanism that keeps track of each service in
the infrastructure. An ORCHESTRATION MANAGER holds this information and could be

queried for it.

Known Uses

A Dbasic approach is presented by Wilder, keeping an Nginx reverse proxy updated
according to meta-information extracted from running docker containers in the local
machine [Will5].

The reverse proxy Vulcanproxy [Coml15b], together with the distributed key-value

storage Etced [Coml1ba] provides a reverse proxy service agnostic to the software using it.

Integration with it requires each service to register itself with Etcd, or have an external

service monitoring, which is less automated than the other solutions described.
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A better solution is based on Apache Mesos [Foul5], which allows jobs to be spawned
across multiple nodes, managing their allocation in Marathon, an infrastructure-wide init
and control system for Mesos [Incl5a]. Using meta-information available with Marathon,
a script can periodically update a proxy server on each machine in the infrastructure,
forwarding a TCP or UDP port, named the service port, to the actual address where the
application is running, despite it being local or in a remote machine [Wugl5]. There are
many implementations available to work with Marathon, including Bambo, an HAProxy
auto-discovery and configuration tool for Marathon [Wugl5]. There is also a script that
can configure a local HA proxy, made available by Marathon’s team [Inc15b].

Kubernetes has implemented this pattern by providing an embedded DNS server that

automatically exposes all services deployed with it [KKub18a].

9.4 Summary

This section introduced two patterns for supporting service cooperation. MESSAGING
SYSTEM introduces a message passing as a strategy to asynchronously exchange messages
between services, while SERVICE DISCOVERY facilitates service discovery in a cluster,
supporting synchronous interaction. Service discovery and communication are essential
to enable service cooperation and vertical service scaling.

This chapter detailed the last two patterns from the pattern language introduced in
Chapter 6 (p. 69). The following two chapters elaborate on how these patterns are being

used in the industry.
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We have elaborated on the intricacies of cloud development through literature research and
technology experimentation. We proceeded to present a pattern language for designing
cloud applications, enabling developers to make informed decisions for their cloud software
design. We now question what the actual impact of the patterns in this language can be
for developers. Are these patterns relevant? Are developers aware of the problems that
benefit from the application of these patterns? Through the application of Semi-structured
interview (SSI), we describe a case study with five local startup companies. The usage
of startups in this study was motivated by the facilitated access to them, building
cloud-centric products, and how much they depend on the efficient use of cloud computing.

We evaluate how their design relates to the patterns that we have identified. As a secondary
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objective, we expect our finding to provide valuable feedback to improve our patterns with

new forces and implementation details.

10.1 Goals

The pattern language described in the previous chapter is supported by research and
experimentation. Still, a pattern language is an ever-improving artifact. New information
and realities can provide insight for improvement at any time. With this case study,
we want to understand the correlation between a company’s maturity and its level of
adoption for the pattern language. We address Research Questions (RQs) 2, 4, and 5, by
inquiring companies about their cloud problems and solution strategies, learning about
their forces, and relating their pattern adoption with their company characteristics. During
this process, we expected to identify additional details regarding the strategies applied to
solve the identified recurrent problems, concretely new forces, and implementation details
that can further improve the pattern language.

We hypothesize that there is a a correlation between the maturity of a product
or its company and the number of patterns they adopt. We consider that a more
mature product or company operates at a larger scale, with a larger team, and possibly
with more complex operation requirements, such as geographic distribution. We consider
a product or company to be more mature than others if it has a bigger team or operates

on a larger scale.

10.2 Methodology

The case study works with five companies building cloud products and evaluates their
cloud practices. These companies share a similar business stage (not product stage), as
they were all past the seed stage and undergoing client expansion, with most already
having secured their first international clients.

For this case study, we aim to understand how each of these companies approached
cloud development. We had limited access time to each company, which discarded
observational methods. As such, this research was designed using SSIs [Adal5]. SSls
provide a framework for capturing qualitative data by following a script characterized by
its open questions. The interview protocol is described in Section 10.3 (p. 151). SSI ensures
the interviews capture detailed qualitative information while providing the possibility to
probe the respondent for additional information concerning his system, allowing him to

digress over details that might have been disregarded in a structured interview. The face
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to face interaction motivates respondents to be more invested in the study, providing
additional details about their systems that they would likely not provide in a closed
survey with a less interactive approach, such as using questionnaires [LLA94].

Interviewers can use probing during a SSI as a technique to stimulate the respondent
to clarify or elaborate on a topic. An example would be to ask “Can you please elaborate
on that?” on an incomplete response or echo the response so that the respondent evaluates
if he has missed any details [HB09]. It is up to the interviewer to understand when and
how to use probes during a SSI [HB09].

Lazarsfeld states that the SSI interviewer should be a domain expert, as much of the
dialogue might use ambiguous words [Laz54]. Barriball claims that an expert interviewer
can obtain more and better information out of an interview [LLA94]. To ensure consistency
and that an expert holds the interviews, the author was responsible for performing the
five interviews.

On the downside, SSIs are time-consuming, given the need to physically conduct

the interview and then process all the unstructured data captured from it [Adal5]. As

such, SSIs may need other supporting methods to achieve statistically relevant results.

Recording the session enables the interviewer to be focused on the respondent and his

answers while preventing the loss of valuable information from the session [CC06].

10.3 Interview Protocol

The following sections detail the interview script. Questions are organized into
the categories: Introduction (I), Infrastructure Management (IM), Orchestration and
Supervision (OS), Monitoring (M), Discovery and Communication (DC), and an

Hypothetical Scenario (HS).

10.3.1 Introduction

The interview begins by contextualizing the respondent about the process and goals
for the interview. The respondent is made aware that the conversation is informal and
semi-structured, motivating a deviation from our questions to further elaborate on any
relevant topics. We also made evident our goal to understand the team’s cloud software
practices and related business intricacies. We ask the following questions during this phase

of the interview:

I1. Briefly describe your business and product.

Different businesses demand different cloud strategies. Specific requirements, such

1

1
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as dynamic hardware scaling or high-frequency deployments range from irrelevant to
mandatory for the business to thrive. Asking the interviewees about their business

enables understanding the requirements and expectations set for the product.

I2. Who is the typical user of your software? What value is being added to
him?
This question improves on the previous one, surveying the respondent about the

relevance of his product, enabling us to familiarize ourselves with their operations.

10.3.2 Infrastructure Management

Cloud orchestration primes for its automation capabilities, which can be implemented
using INFRASTRUCTURE AS CODE or AUTOMATED SCALABILITY. This part of the
interview inquires about deployment strategies adopted. We ask the following questions

during this phase:

IM1. Would you describe your architecture as a monolith or a service-oriented
architecture? Has it always been that way? What made you design it as
it is?

Cloud applications typically start as monoliths [Fow15], given the development
agility and simplified operations that these require [Stil5; Bonl6; Ricl7b]. Service
Oriented Architecture (SOA), despite more complicated to operate, facilitate scaling
in the cloud. Most teams either adopt SOA from scratch or eventually refactor their
applications into using it. Understanding the respondent’s application architecture

allows us to infer their cloud approach strategy and vision.

IM2. Can you draw and describe your architecture? Can you identify the
critical components from your architecture?
An architectural draft identifies what services compose the product and how they
interact with each other. This provides a shared vocabulary to support the remaining

interview.

IM3. Can you describe how many users and traffic volumes you are managing
right now? If you have multiple deployments, consider the largest for this
question.

Active daily users and traffic volumes are critical metrics for adjusting the scale
at which an application needs to perform. Companies managing smaller volumes
might not have yet felt the need to scale their application, while large companies

are seasoned at handling scale variations.
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IM4. What cloud infrastructure do you use? Which services are they
providing you?
This question probes what cloud providers and external services are adopted, as well
as how they are configured and coordinated. Services are typically made available in
the form of metal, platform, infrastructure or software as a service. Different levels

require different investments in automation and orchestration management.

IM5. How many different instances of your application are you currently
managing? For what purposes? How are you managing them?
While some cloud applications are multi-tenant, others need to be deployed on a
per-client basis. Single-tenant applications have further isolation, which might be a
requirement from the product. Independent deployments per client require increased
operations effort, as more application instances introduce more possible points of

failure.

IM6. Can you describe your deployment strategy?
A manual deployment strategy is error-prone and demanding on human resources,
limiting the operations’ efficiency. By probing the respondent about their strategy,
we expect them to acknowledge this discuss their strategy and how their level
of automation influences operational errors and costs. We expect to observe that
less mature companies have less automation and more frequent errors during
deployments. In contrast, more mature companies use automation to make their
operations reproducible and less error-prone. Possibly related patterns: AUTOMATED

SCALABILITY, INFRASTRUCTURE AS CODE.

IM?7. Is there any deployment automation in place?
This question is aims at acquiring further deployment details that relate to
automation if such has not been presented in the previous answer. Possibly related

patterns: AUTOMATED SCALABILITY, INFRASTRUCTURE AS CODE.

IMS8. Can you describe any recurrent deployment issues?
Software development and orchestration of growing application will eventually
face issues. The way developers handle those issues, the frequency at which they
happen, and how comfortable the team is with coping with them on a daily basis
might define when a team stops further automating their operations. We want to
understand the respondents’ history with deployment issues, their impact, and how
the team addresses them. Possibly related patterns: AUTOMATED SCALABILITY,

INFRASTRUCTURE AS CODE.
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10.3.3 Orchestration and Supervision

Large scale software projects quickly require complex clusters composed of a multitude of
servers and services. Has the infrastructure grows, the team must assume the responsibility
of operating a more complex infrastructure. This part of the interview explores the level of
maturity for the interviewee’s operations, from the moment the software is packaged to its

daily orchestration. The following questions are asked during this phase of the interview:

OS1. How do you package your software?

Software development usually takes advantage of reusable pieces of other software.
As such, it typically requires a multitude of dependencies to execute, from libraries,
configurations, and the binaries themselves. All these items need to be present and
with the correct versions for the software to execute properly. Some strategies for
managing software dependencies are worst than others. For example, relying on
the operating system’s package manager to make a library available might result
in a wrong version installed at a given point in time. Packaging software as a
Zip file with all its dependencies would require a person or process to follow a
procedure to copy the package, install its dependencies, and sets up the application
so that it is correctly installed. Updating from a Zip file also requires a detailed
protocol, as some files might not be overwritten, while others might have to be
deleted, preventing a simple extraction of the Zip file. Using container technology
ensures that all dependencies are available using the proper versions and that the
software deployment is facilitated and configured via environment variables. This
question probes the respondent about their strategy to package software, capturing
the requirements and limitations that led to the adoption of this strategy. Possibly
related patterns: CONTAINERIZATION.

0OS2. How do you deploy your software packages?
Following the previous question, we want to understand what strategies the
respondent adopts to move his software from development to production. As seen
in previous chapters, a manual deployment operation is error-prone and time costly.
We expect less mature companies to use manual deployments and occasionally to
often struggle with deployments. At the same time, more mature companies would
use further automation, with a reduced failure rate and deployment time. Possibly

related patterns: CONTAINERIZATION, ORCHESTRATION MANAGER.

0OS3. Can you describe the process of setting up a new instance of your cloud

application?
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In the context of the cloud, it is necessary to allocate hardware before deploying the
software. Several criteria influence how often new systems are deployed, either for
development, staging, or production. This question probes the strategy for setting up
new product instances. Companies with small teams and single-tenant applications
will not have to do this often. They might be comfortable with manually allocating
the hardware required to run the new system using their cloud provider web interface
sporadically. Multi-tenant or more mature companies will want to automate this
process as part of their deployment automation, ensuring that the allocation of
cloud resources is just another step in their deployment pipeline, again, reducing
time and error-proneness. Possibly related patterns: AUTOMATED SCALABILITY,
INFRASTRUCTURE AS CODE, ORCHESTRATION MANAGER.

0OS4. Can you describe the process to update the application or part of it?
Previous questions have addressed the strategies to package the software, set up a
new environment, and move software onto it. That infrastructure and software will
not be static, but evolve with the product, as new requirements become features
and the product expands. We want to understand how the responded handles
their infrastructure evolution and software updates. Again, we expect to see less
mature companies updating the infrastructure manually via their cloud provider
web interface, as well as needing to introduce relevant downtime for updating the
system. On the other hand, we expect more mature companies to automate their
operations at the infrastructure and application level, requiring little to no downtime
to update. Possibly related patterns: AUTOMATED SCALABILITY, INFRASTRUCTURE

AS CODE, ORCHESTRATION MANAGER.

0OS5. Do you have any automation for identifying and recover failing software?
It is a generally accepted fact that software fails. Here we probe the respondent
about his strategy to stay aware of his software status and if he has any strategy
for automatic software recovery. Failure recovery automation can reduce system
downtime on failures, preventing the degradation of confidence from the users in
the product. Possibly related patterns: ORCHESTRATION MANAGER, AUTOMATED

RECOVERY.

0S6. Considering your recovery automation strategies, how do you ensure
these strategies are working?
Automated recovery strategies can significantly reduce system downtime.

Nevertheless, if these are not exercised frequently in a controlled way, they may

ot
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be themselves faulty, without the team being aware of it. We want to learn if the
respondent has any strategy to verify his recovery mechanisms, making sure that
the system will indeed recover in the event of a failure. Possibly related patterns:

FAILURE INJECTION.

OS7. Do you have scheduled jobs running in the system? If so, how are they
triggered, and where are they executed in the infrastructure?
Scheduled jobs are a ubiquitous requirement for cloud applications. Examples
range from running periodic backups to sending transactional emails. These can be
challenging to implement when the application begins to scale horizontally. Where
should the job execute? How to ensure it executes in the proper machine(s)? How to
implement redundancy to ensure jobs will still run even in case of failing machines?
These are just some of the recurrent problems that might appear. We prove how
the respondent addresses job scheduling, as well as which issues he often has with
their implementation. Possibly related patterns: ORCHESTRATION MANAGER, JOB

SCHEDULER.

10.3.4 Monitoring

Software is prone to failure, both from internal (e.g. faulty code) and external reasons (e.g.
faulty hardware). Quickly identifying failures is paramount for an also quick response. This
part of the interview probed the respondent about his strategies to identify failures in his

application. We ask the following questions:

M1. Do you have continuous monitoring for the application? If the whole
infrastructure suddenly fails, would you still be notified of the issue?
Monitoring is essential to reduce the team’s reaction time to issues that are
not automatically recovered. In such scenarios, monitoring from within the
infrastructure might provide a biased understanding of the actual application’s
state, reporting a functioning system that. in fact, is not. Here we probe the
monitoring strategies from the respondent to his system, evaluating their capacity to
prevent basic false positives. Possibly related patterns: ORCHESTRATION MANAGER,
AUTOMATED RECOVERY, EXTERNAL MONITOR.

M2. Do you store your log files? How and for how long?
The value of information is often under-appreciated, which can motivate its
premature destruction for diminishing cost savings. We want to understand how

these logs are stored and accessed. Keeping the logs close to their source can result
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in complex debugging scenarios, such as a team member having to access several
machines to gather data deemed relevant. We seek to understand if the respondent
has ever gone through a situation were relevant system information was unavailable
for this scenario and how easy it was for the team to explore log data from multiple

sources. Possibly related patterns: LOG AGGREGATION.

M3. What is your common application log level of verbosity? Have you ever
decided to increase the level of verbosity to ensure you capture valuable
information? Why and for long?

Decreasing log verbosity levels is common when the system is stable or even
right before the first deployment. Unexpected situations come unannounced, and a
reduced logging level can result in the developers’ loss of relevant debug information.
This question probes the respondent about their strategy to maintain a balanced

log verbosity level. Possibly related patterns: PREEMPTIVE LOGGING.

M4. Consider that the system is down. What would be the typical process
to diagnose the problem?
This question probes the respondents about their protocol for addressing failures. We
want to understand if there are clear protocols and strategies to identify and address
potential issues in the system. Possibly related patterns: LOG AGGREGATION,
PREEMPTIVE LOGGING.

M5. What would you need to do to leverage logs from multiple sources to
debug an issue?
Relevant information to debug an issue is typically spread between multiple
servers and services. Leveraging data from multiple sources might not be trivial.
This question probed the respondent about their protocol for addressing failures,
evaluating how easy it is to leverage logs disperse across multiple machines. Possibly

related patterns: LOG AGGREGATION, PREEMPTIVE LOGGING.

10.3.5 Discovery and Communication

Modern cloud software scales horizontally. While doing so, services require strategies to
discover and communicate in order to cooperate. We probe the strategies in place in
the respondent’s cloud application to enable cooperation between services. The following

questions are asked during this phase of the interview:

DC1. Do you dynamically scale your system? How often and how?

Dynamically scaling the system is essential for any cloud application to remain
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cost-efficient. It requires careful consideration regarding architecture, automation,
and monitoring, to name a few. We want to understand what architecture
considerations enable the product to scale seamlessly. Also, what strategies are
adopted to decide when and how to scale. Finally, we want to understand
the limitations of those strategies, how confident the respondent is on their
execution, and any frequent issues that result from them. Possibly related patterns:

AUTOMATED SCALABILITY, ORCHESTRATION MANAGER.

DC2. What technologies do you use for facilitating communication between
your services, either synchronously or asynchronously?
When applications scale, instances, or application components need to cooperate,
despite being allocated in dynamically allocated hardware. As such, the team must
adopt strategies for the services to find and communicate with each other, being
it synchronously or asynchronously. This question follows on the previous one by
probing the strategies adopted to facilitate cooperation between services. Possibly

related patterns: SERVICE DISCOVERY, MESSAGING SYSTEM.

10.3.6 Hypothetical Scenario

At this stage, the respondent is presented with the following hypothetical scenario:

HS1. Imagine that you have to cope with a tenfold traffic increase. I want to
revisit your previous responses and evaluate what you would like to do
differently.

The respondent must revisit his previous responses, discussing what would need to
change and how. The question is adapted per interview to ensure that a relevant
challenge is proposed to the respondent. Providing an extreme scaling scenario
ensures the respondent forces himself to consider all the intricacies of scaling his

application.

10.4 Case Study: LabOrders

LabOrders' is a marketplace where research laboratories can buy their equipment and
consumables. Sellers use the platform to expose their products to laboratory managers,
which can manage their purchases and laboratory budget. The interview with LabOrders
took place on October 18", 2018, with the CEO, Tiago Carvalho.

1 Learn more about LabOrders at https://home.laborders.com/.
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10.4.1 Product Overview

LabOrders started their business to provide a unique marketplace for every material
a laboratory could require. Later on, they have grown into a full-fledged laboratory

management tool. At the time of the interview, LabOrders facilitates managing projects

and their budgets, grant reimbursement from financing institutions, and human resources.

From the laboratory side, there are two user personas: the researcher, which requires
material for his work, and the laboratory administrator, which manages the laboratories,
e.g., by approving the researcher’s orders.

Currently, LabOrders has over 3000 active monthly users and is ISO 27001 certified,
which ensures their information security practices [Int]. This certification required

extensive investment in infrastructure security. One of the requirements was to protect the

application behind a VPN server that runs on a separate server in the same infrastructure.

LabOrders architecture diagram, as provided by the team, is depicted in Figure 10.1
(p. 159).

LabOrders - Network Diagram
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Figure 10.1: A graphical representation of the architecture for LabOrders, provided by the
respondent.
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At the time of the interview, LabOrders application was a monolith running on a single
server provided by Amazon Web Services (AWS) Elastic Compute Cloud (EC2). There
were external service dependencies, such as Sphinx?, which executed in the same server,
and a Structured Query Language (SQL) database provided by AWS Relation Database
Server (RDS).

Every three months, the team did a capacity review and estimation, manually
adjusting the infrastructure size to the upcoming trimester. By the time of the interview,
there had never been the need to allocate a second server, but instead, the existing
server scaled vertically, that is, by increasing the EC2 instance capacity (e.g., Disk Space,
Central Processing Unit (CPU), Memory, etc) that would best adapt to their expected

requirements.

10.4.2 Infrastructure Management

The infrastructure was allocated using the AWS web interface, and there was rarely
the need to change it. Dependencies installation and setup were automated using
INFRASTRUCTURE AS CODE with proprietary bash scripts that can Secure Shell (SSH)
into an EC2 instance and set it up to receive the application. The pattern was only
partially implemented since there was no automation for setting up the infrastructure
itself. The deployment process was described in the team’s wiki and performed manually
every time.

The respondent considered the deployment and migration process troublesome, given
that it is slow, requires downtime, and is error-prone. The average time for deploying the
system was of one hour, during which the system was offline — having the system offline
for such time required updates outside office hours, typically during the night and on
weekends. When the update process failed, there was no automated rollback strategy; the
team needed to recover a database backup and upload a previous code version to get the
application back up.

Despite disliking the complexity of the deployment process, LabOrders was yet to
explore new strategies as there had been little issues with their approach. The team was
not considering adopting automated deployments as they felt it would require a substantial
time investment. They were still motivated to explore additional automation to increase
the frequency at which they could update the application. At the time, they deployed on

average once every three weeks.

2 Sphinx is an open-source search engine. Learn more at http://sphinxsearch.com/.
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Mercurial provided source code control version. The deployment process used the
production server as a Mercurial remote, with the team pushing the code to that remote
when they want to update the system. This action replaced the code in execution, which

acted as an update strategy. The team handled migrations manually.

10.4.3 Orchestration and Supervision

The application required communication to client’s Enterprise Resource Planning (ERP)
systems, protected via VPN connections. The production server kept an open VPN
connection for each client’s infrastructure. A Cron job frequently verified if the VPN
connections were active and restarted them if they dropped. Cron also triggered sending
emails to clients and the daily backups, which created a local data copy and uploaded

another to Simple Storage Service (S3).

10.4.4 Discovery and Communication

The application was deployed in a single server and connected to a single database with
a static address. Given that all components were statically allocated, the team believed

that there were no reasons to adopt a discovery strategy.

10.4.5 Monitoring

The EC2 server hosting the Virtual Private Network (VPN) server also executed a Nagios®
server. Nagios is a monitoring tool which was capturing metrics from the production server,
application logs from the webserver and application, and issued specific HT'TP requests
and verified their responses for correct behavior. In case of failure or high resource usage,
Nagios generated an alert for the team.

We can observe that deploying Nagios in the same Virtual Private Cloud (VPC)
to where the application was deployed did not implement EXTERNAL MONITOR, since
it could result in false positives regarding the system’s availability, as described in the
pattern description. A false positive could happen if the VPC blocked internet traffic but
allowed internal traffic.

Application log files were kept in the production server and backed up to S3 as part
of the daily backups. The application stored log files for three months.

3 From their website, Nagios provides enterprise-class Open Source IT monitoring, network monitoring,
server, and application monitoring. Learn more at https://www.nagios.org/.
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The respondent described that they often adjust their level of PREEMPTIVE LOGGING
so that relevant debug information is available for the team to debug future issues.

LabOrders application had its proprietary implementation of LOG AGGREGATION,
given that the application’s web interface for administrators exposed a log viewing
interface. This implementation was limited, though, becoming unavailable if the
infrastructure went offline. Furthermore, the design only supported log files from one

server, and it would have to be rethought to cope with multiple servers.

10.4.6 Summary

Company name LabOrders
Company size 1-10
Active monthly users 1k — 10k

Product operation strategy

Pattern name

Single system, limited users

Adoption

INFRASTRUCTURE AS CODE

O

AUTOMATED SCALABILITY
CONTAINERIZATION O
ORCHESTRATION MANAGER [ D)
AUTOMATED RECOVERY
JOB SCHEDULER
FAILURE INJECTION
PREEMPTIVE LOGGING
LOG AGGREGATION
EXTERNAL MONITOR
MESSAGING SYSTEM
SERVICE DISCOVERY
Adopted patterns count 1

OGN

Table 10.1: Overview of the pattern language adoption by LabOrders. @ is used when the
company has implemented the pattern; O is used when the pattern or a variation
from it is partially implemented, or implemented with limitations; © when the
company is implementing the pattern and an empty space for when no effort has
been started to implement the pattern. The last row provides the count of the
patterns each company has fully implemented.

Table 10.1 (p. 162) resumes the pattern adoption by LabOrders as gathered from this
interview.

The respondent identified that their design undermined scaling the system, recognizing
the need to change it in the future. The first change would move the system state from

being stored in files that reside in the server to external file storage, specifically an AWS
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S3 bucket. After the state had been moved away from the machines, it would become
possible to add additional machines and distribute traffic between them using a load
balancer. INFRASTRUCTURE AS CODE would have to be further implemented also to
orchestrate the infrastructure.

While scaling the monolith horizontally would enable scaling the system as a whole, it
would not allow for the most efficient resource allocation, as well as it would continue to
grow to a size that would be complex to develop. For optimizing infrastructure allocation
and facilitating scaling development, the respondent also considered that they needed to
redesign their monolith as microservices.

The update process was considered troublesome and slow. The team was evaluating the
possibility of always creating a new packaged environment for deploying the application
using Docker and CONTAINERIZATION, which could later enable the adoption of an
ORCHESTRATION MANAGER.

When asked about the possibility of handling the system at a larger scale, the
respondent considered the need for proper LOG AGGREGATION, so that it became
trivial to access log files from any machine and application instance in a single place,
opposed to having to access the server and its logs manually, which was how they
implemented PREEMPTIVE LOGGING. While they had monitoring over their application,
it was implemented with a Nagios server that shared the same infrastructure and could
have a biased observation of the system’s state. EXTERNAL MONITOR would provide a
more reliable observation of the system’s state.

Finally, when considering an increased scale and more frequent and automated deploys,
the respondent identified the need to create an automated test pipeline to increase his

confidence level.

10.5 Case Study: HUUB

HUUB* manages shipping logistics for e-commerce businesses, mainly focused on the
fashion industry.

The product manages the life cycle of their client’s supply chain. Clients send products
to their logistic centers, which stores and then forwards the goods to the customer. HUUB
handles the purchase order and guarantees that the product reaches the customer in a
timely fashion. The client has visibility of the individual tracking history of any product
through their platform.

4 Learn more about HUUB at https://www.thehuub.co/.
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HUUB operates out of two logistics centers, one in Portugal and another in the
Netherlands, managing about 300 daily shipments and rapidly growing. The interview
with HUUB happened on October 23", 2018, with senior engineer Luis Melo.

10.5.1 Product Overview

HUUB'’s platform core service, named Spoke, started as a monolith, but recent work has
decoupled its functionalities into microservices. Moving to microservices was motivated
by the need to adopt a more agile development framework than the one in which the
product was initially developed, as well as adopting newer technologies.

Initial decoupling served as a testbench for multiple technologies, resulting in different
services implemented with different frameworks. The original monolith, Spoke, was
implemented with the web2py Python web framework. The first services decoupled were
STEM and Quality Check, implemented using Laravel and Django, respectively. The team
adopted Django as the preferred framework and used it for all subsequent services.

At the time of the interview, several other services had already been decoupled. HUUB

was running the following services:

Spoke. The user interface for all account managers and clients to interact with the

product.

STEM. The shipping management system, responsible for overseeing the inbound and

outbound product shipping.

Quality check. Supported the manual process of checking product quality from

incoming batches, preventing faulty products from being shipped to final customers.

3PL. Integration with third-party logistics systems, enabled the creation of transport

requests with partner shipping companies.

Tracking. A redesign implementation of the tracking service. This service has been
decoupled from STEM.

Email. Send emails to clients regarding their shipped parcels. This service has also been
decoupled from STEM.



CASE STUDY: HUUB

10.5.2 Infrastructure Management

HUUB adopted AWS as cloud provider. At the time, there was no automation
implemented for setting up the infrastructure. Infrastructural changes were manually
performed using the AWS web interface by a team member, as needed.

There were two deployments environments of the whole application: one for production
and another for Quality Assurance (QA).

While infrastructure allocation was a manual process, deployments were automated
using a Jenkins pipeline. For the QA environment, commits to Git’s master branch
triggered the deployment pipeline, deploying the latest version of the application into
the QA environment automatically.

Automated deployments used INFRASTRUCTURE AS CODE by adopting AWS
CodeDeploy® service to deploy the application on the already allocated infrastructure.

The production environment used the same strategy, but the deployment pipeline was
triggered manually instead of automatically. Such enabled the team to control when and

what is deployed to the production system.

Each service had its deployment pipeline with a CodeDeploy configuration.

Configurations included the details required to establish the connection to the other
services.

CodeDeploy was configured to pull the latest source code version directly from the git
repository, set up the necessary dependencies, and deploy it. No packaging or software
isolation strategy was adopted.

A limitation of this approach was that there was no maintenance in the hosting
environment, which could clutter the servers. Previously installed dependencies remained
in the machine, even after they were no longer necessary. Eventually, there would be the
need for manual intervention to either remove unwanted or conflicting software from the
server or delete those servers and create new, for a fresh start.

A recurrent deployment issue with the production environment happened due to not
having the production service configurations versioned with the source code, for security
reasons. This option resulted in recurrent deployments with erroneous configurations,
which introduced runtime errors that required manual intervention.

Some services deployment was not yet automated using Jenkins and CodeDeploy,
requiring manual deployment to both the QA and production environments. The

respondent described an episode when he had to deploy one of these services but failed to

5 CodeDeploy is an AWS service for setting up infrastructure and deploying software onto it. Learn more
at https://docs.aws.amazon.com/codedeploy/latest /userguide /welcome.html.
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provide it with the required configurations, which resulted in downtime for that service
during the time required to acquire the proper configuration from his colleagues.

The team wanted to explore Terraform® for further increasing their adoption of
INFRASTRUCTURE AS CODE, enabling automating the orchestration of AWS services
programmatically as well. Doing so would provide ground for implemented AUTOMATED
SCALABILITY. Furthermore, using INFRASTRUCTURE AS CODE would further formalize
knowledge about the infrastructure using the source code, which could act as a reference

for new collaborators.

10.56.3 Orchestration and Supervision

To retrieve data from remote integrations, Jenkins periodically triggered jobs that
performed tasks in the application’s components, from databases to servers. Since the
hardware was static, these jobs had a static configuration, describing to which servers they
should connect and their behavior. This configuration was a simplified implementation
of a JOB SCHEDULER, without the support for running the jobs in dynamically allocated
hardware.

The team had no strategy implemented for AUTOMATED RECOVERY and had never
considered adopting an ORCHESTRATION MANAGER.

10.5.4 Discovery and Communication

Kafka, a MESSAGING SYSTEM, was used to queue asynchronous tasks such as sending
emails or process product tracking events. For synchronous communication, each service
had a bundled configuration file describing the connection details for any remote
services needed. Communication happened via HT'TP and Representational State Transfer
(REST) APIs.

The team had not implemented SERVICE DISCOVERY, but the respondent considered
adopting load balancers as a strategy for SERVICE DISCOVERY if, or when, he has to

address dynamically scaling the system.

10.5.5 Monitoring

The initial effort towards monitoring the system was pursued by having the team capture

server metrics using AWS CloudWatch. Captured CPU metrics from Spoke servers

6 Terrafom facilitates creating infrastructure as code operations. Learn more at https://www.terraform.

io/.
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generated an alarm sent to the team whenever their load was consistently above 80%.

Jenkins was also used to monitor the application by having a pipeline triggered every
thirty seconds, which made an HTTP request to an endpoint in each service. If the service
failed to respond, the team would become aware that there might have been an issue with
the service. This Jenkins instance was deployed in the same VPC as the application. As
such, this monitoring strategy does not qualify as a EXTERNAL MONITOR.

PREEMPTIVE LOGGING was considered, motivated by the multiple times the team
lacked relevant data for debugging issues observed in production. Third-party integrations,
such as having an e-commerce system notifying HUUB about new purchase orders,
generated most of these production issues. The respondent identified the need to further
improve their logging strategy by logging all incoming and outgoing requests to provide
a detailed history of all interaction with third-party services.

LOG AGGREGATION was partially adopted as each service also writes its log files to
its dedicated database. While there was not a single place where the team could mix and
match log files despite their source, they used a SQL client to connect to all relevant
databases and from a single client visualize log files from multiple sources. The team
experimented with Graylog for LOG AGGREGATION but had not had the time to implement

integration with it yet.

10.5.6 Summary

Table 10.2 (p. 168) summarizes the pattern adoption at HUUB. INFRASTRUCTURE
AS CODE and MESSAGING SYSTEM were fully implemented, with the team already
experimenting with LOG AGGREGATION and JOB SCHEDULER, and a roadmap for
implementing AUTOMATED SCALABILITY and PREEMPTIVE LOGGING. Probably related
to their intention to implement more patterns, HUUB was well aware of the limitations
they had at managing their infrastructure. The team was strongly committed to
automating infrastructure management programmatically. By doing so, HUUB would
enable AUTOMATED SCALABILITY, which would unlock new challenges such as the need
to route traffic across multiple instances of synchronous services or optimizing service

placement by having a single machine hosting multiple services.

167



168

INDUSTRIAL CASE STUDY

Company name HUUB
Company size 10 — 100
Active monthly users 1-100

Product operation strategy

Single system, limited users

Pattern name Adoption

INFRASTRUCTURE AS CODE o

AUTOMATED SCALABILITY ©

CONTAINERIZATION

ORCHESTRATION MANAGER

AUTOMATED RECOVERY

JOB SCHEDULER O

FAILURE INJECTION

PREEMPTIVE LOGGING ©

LOG AGGREGATION O

EXTERNAL MONITOR

MESSAGING SYSTEM o

SERVICE DISCOVERY

Adopted patterns count 2
Table 10.2: Overview of the pattern language adoption by HUUB. @ is used when the company

has implemented the pattern; O is used when the pattern or a variation from it is
partially implemented, or implemented with limitations; © when the company is
implementing the pattern and an empty space for when no effort has been started
to implement the pattern. The last row provides the count of the patterns each
company has fully implemented.

10.6 Case Study: Infraspeak

Infraspeak’ develops software as a service for facility managers and technical assistance.
The software facilitates preventive and corrective maintenance, identifying where
maintenance is going to be needed before failures happen. Furthermore, it manages
the intervention process of failures. Their clients range from hotels, facility management
companies, or retail. Infraspeak has clients in Portugal, Angola, Mozambique, Cape Verde,
Gibraltar, and Brazil.

The interview with Infraspeak took place on October 17", 2018, with the CTO of the

company, Luis Martins.

" Learn more about Infraspeak at http://home.infraspeak.com/.
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10.6.1 Product Overview

Infraspeak’s product supports maintenance businesses by tracking every maintainable
asset and providing a communication channel for tracking maintenance operations

between the stakeholders. The stakeholders are:
The customer. Reports issues with his assets through Infraspeak Direct;

The client. Pays for using the product and uses it to oversee all managed assets and

their state

The technicians. Employees from the client that have a mobile application to acquire

and update information from managed assets and their interventions.

Infraspeak designed its product as a monolith and has not yet felt the need to move
to microservices. The initial version was served out of a single machine, using a typical
Linux, Apache, MySQL and PHP (LAMP)® stack. At the time, Infraspeak was managing
800 000 tasks per month, translating to approximately 600 requests per second.

Route53 > Load Balancer
\
S —
RDS ‘ EC2 > New Relic

L ElasticCache

Figure 10.2: A graphical representation of the architecture for Infraspeak.

A

S3

Figure 10.2 (p. 169) shows the architecture for Infraspeak. Given the need to
preemptively prepare for horizontal scaling, the team migrated state to AWS Services,
namely by adopting AWS RDS for the database, AWS S3 for file storage and ElastiCache
for caching. At the time of the interview, there was no redundancy on service allocation,
which meant that a failure in any service would have a critical impact on the system.

When confronted with the need to scale the system, the respondent considered that
the initial scaling strategy would continue with a single-server system, but create one
replica for each geographic region, for example, have one for Portugal and another for

Brazil. A second scaling tier would change the EC2 instances, first by increasing them

8 LAMP, or Linux, Apache, MySQL, and PHP is a standard software stack for web development.
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vertically and then horizontally. The remaining services, given that AWS manages them,
would scale automatically, such as S3, or by increasing their instance sizes, such as RDS.

When considering the possibility of scaling the system, the respondent also identified
the possibility of decomposing the application monolith to multiple services. He also
described that the deployment could be customized so that the instance resources aligned

with the service’s requirements.

10.6.2 Infrastructure Management

There was no infrastructure automation. The AWS user interface was used to allocate and
manage infrastructural resources. Given the static nature of the allocated infrastructure,
INFRASTRUCTURE AS CODE was not adopted. Still, the importance of automation was
recognized but postponed to when infrastructure changes became more frequent.

At the time, a single EC2 instance handled all traffic, but the architecture was already
designed to scale horizontally, meaning that new instances could be added behind the

allocated load balancer at any time to scale the system.

10.6.3 Orchestration and Supervision

The team adopted Deployer? for deploying the software, facilitating deployments over SSH
to their allocated Virtual Machine (VM). Deployer executed in the application server, and
when required, it was instructed to update the application on the server. A SSH command
triggers its execution, which operates by pulling the latest source version from the master
branch of a git repository, running the necessary migrations, and attempting to start the
new version. The process would be rolled back automatically on failure. Deployer provided
an improvement from manual deployments, which had to be done outside office hours
and required several minutes of downtime. The responded stated that, at a larger scale,
Deployer would still be used, but the deployment strategy would have to be incremental
for the users, similar to a blue-green deployment [BP19].

CONTAINERIZATION was adopted for development to set up test environments with
all their dependencies quickly. The respondent has not yet felt the need to adopt
CONTAINERIZATION in the production environment. When faced with the possibility of
having to scale their system, the respondent considered Docker as a better alternative
than to manually configure the server to host the application.

There was no supervision in place. In the rare events when the team observed system

failures, a team member would access the server to inspect and recover it manually.

9 Deployer is a deployment tool of PHP. Learn more at https://deployer.org/
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The respondent has never researched about ORCHESTRATION MANAGER and considers
premature any effort in that direction. Cron was used in the allocated server for executing
jobs periodically. The lack of an ORCHESTRATION MANAGER implementation discarded
the adoption of JOB SCHEDULER.

10.6.4 Discovery and Communication

Given the monolithic nature of the application, there was no need for implementing
the SERVICE DISCOVERY. RabbitM(Q was being evaluated for adoption to implement an
asynchronous MESSAGING SYSTEM to manage a queue of pending reports or sending emails
when there was less CPU demand. In the future, this responsibility could be decoupled

into a dedicated service and server.

10.6.5 Monitoring

Infraspeak used CloudWatch!'" and New Relic!! for server monitoring. CloudWatch
triggered alarms for the team using multiple channels. CloudWatch was used mainly for
AWS service metrics, such as CPU usage in an EC2 instance.

New Relic was used for application-related metrics, measuring error response rates
or response latency, and to monitor the public endpoints of the application. It was not
possible to understand the client for which errors were happening in an initial development
stage. The team has since been motivated to apply PREEMPTIVE LOGGING.

The two services together implement the LOG AGGREGATION and EXTERNAL
MONITOR patterns, which the respondent considered essential for understanding the
application’s state through an unbiased observation quickly. As such, the respondent
described that the typical process to identify failures is to first examine the status reported

by CloudWatch for infrastructure and New Relic for application details.

10.6.6 Summary

Table 10.3 (p. 172) summarizes pattern adoption by Infraspeak. We can see that the team
had mostly invested in their log management strategy, implementing LOG AGGREGATION
ant PREEMPTIVE LOGGING patterns, facilitating their debugging process.

The team was considering adopting the MESSAGING SYSTEM to handle asynchronous

tasks such as sending emails or generating reports during periods of less CPU usage.

10 CloudWatch is a monitoring and management tool from AWS. Learn more at https://aws.amazon.com/
cloudwatch/.
'New Relic is a commercial monitoring platform. Learn more at https://newrelic.com/.
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Company name Infraspeak
Company size 10 — 100
Active monthly users 100 - 1k

Product operation strategy Single system, limited users

Pattern name Adoption
INFRASTRUCTURE AS CODE ©
AUTOMATED SCALABILITY

CONTAINERIZATION O

ORCHESTRATION MANAGER
AUTOMATED RECOVERY
JOB SCHEDULER

FAILURE INJECTION
PREEMPTIVE LOGGING
LOG AGGREGATION
EXTERNAL MONITOR
MESSAGING SYSTEM
SERVICE DISCOVERY
Adopted patterns count 3

O

000

Table 10.3: Overview of the pattern language adoption by Infraspeak. @ is used when the
company has implemented the pattern; O is used when the pattern or a variation
from it is partially implemented, or implemented with limitations; © when the
company is implementing the pattern and an empty space for when no effort has
been started to implement the pattern. The last row provides the count of the
patterns each company has fully implemented.

Until the interview, Infraspeak had been able to operate its application using a single
VM, manually allocated through the AWS web interface. Nevertheless, motivated by
a recent investment round, the architecture had been redesigned to scale horizontally.
The system was ready to be scaled into additional VM instances, which would live
behind the already allocated load balancer. Such change can trigger the exploration of
INFRASTRUCTURE AS CODE. For the future, the team is considering experimenting with
microservices for optimized hardware allocation, which might lead to the implementation

of CONTAINERIZATION.

10.7 Case Study: SwordHealth

SwordHealth provides a physical therapy application for patients to perform physical
exercises right from their home. It uses a tablet to instruct the patient on how to perform
the exercises and a multitude of sensors to monitor the exercise execution, ensuring that

the patient makes the proper movements. Remote physical therapy is relevant for people



CASE STUDY: SWORDHEALTH

who live in remote locations with limited access to health care. The company is focused
on the American market, given the limited access to therapists in remote locations and
the high costs of health treatments.

The patient and his exercises can be followed remotely by a health professional,
ensuring that the patient is working correctly, making the treatment nearly as efficient
as possible if done in the presence of a professional. The application claims to be more
efficient at measuring the patient’s progress than a physical therapist. This is because
the multiple sensors are very accurate and can continuously monitor the user’s progress,
detecting any minimal change in the patient’s performance.

SwordHealth has published research that demonstrates that patients using
their product daily show faster recovery than those relying on visiting physical
therapists [Cor+18].

The interview with SwordHealth occurred on October 31, 2018, with Tiago Seabra,

VP of engineering.

10.7.1 Product Overview

The product started as a monolith. At the time of the interview, it was undergoing the
process of decoupling into microservices.

The decoupling was well thought and motivated. The first motivation was to take
the opportunity to refactor the initial prototyping code that no longer met the team’s
quality standards. Development isolation was also sought after, to prevent failures from
one component from interfering with others. It optimized the hardware required to scale
the application, scaling only instances for the services which see their usage change during
the day, without changing the ones that have a more stable demand. Dedicated storages
were also identified as more straightforward to manage and migrate when needed, as
opposed to using a single database for the whole product.

SwordHealth runs multiple instances of their product due to the medical nature of its

data, which must comply with each country’s privacy legislation. To increase the number

of regions where they can deploy, they work with both Microsoft Azure and Google Cloud.

The largest installation of SwordHealth is yet to scale above the thousands of users,
but they believe their user base will increase next year, motivated by the penetration in

the North American market.
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10.7.2 Infrastructure Management

Deployment pipelines were built using Jenkins pipelines. These created a software package
from the source code implementing CONTAINERIZATION and then used INFRASTRUCTURE
AS CODE to set up the required environment and deploy the containerized services on top
of it. When the team checked source code into their git’s master branch, which could
only be performed by senior developers, the associated Jenkins pipeline automated the
containerization of the services and updated the proper environments. Helm'? was used to
implement INFRASTRUCTURE AS CODE, being responsible for deploying software packages
in Kubernetes instances. Helm improved on the use of the default Kubernetes client by
facilitating the description of container dependencies or providing strategies for applying
migrations, reverting the deployment if the migration failed.

SwordHealth instantiated independent databases and virtual servers for each instance
of their application. Still, some supporting services were centralized and shared across all
deployment instances. That was the case for Google’s PubSub for MESSAGING SYSTEM,
Google Cloud Storage for file storage, and Big Query for sensor data without Personal
Identifiable Data (PII).

SwordHealth had a QA team that deployed testing environments to test the changes in
a branch manually. The QA team triggered the deployment of the branch to test directly
from Jenkins and had no interaction with the deployment process.

Due to insufficient code review practices and QA, migrations had failed in previous
deployments to production environments. These have required manual intervention for
recovery. That was the only deployment issue identified by the respondent. We can argue

that this is a development issue rather than a deployment one.

10.7.3 Orchestration and Supervision

SwordHealth used managed Kubernetes for implementing ORCHESTRATION MANAGER,
both in Azure and Google Cloud. Managed Kubernetes provides Kubernetes operated by
the cloud provides, which also ensures AUTOMATED SCALABILITY without intervention
from the team. Kubernetes also implemented AUTOMATED RECOVERY and JOB
SCHEDULER. The team actively used both, configured through Helm.

The team experimented with the concept of FAILURE INJECTION by manually killing
containers inside a cluster and verifying that they recovered automatically. Still, the

process was never automated, nor was there any plan to do so.

12Helm is a Kubernetes package manager. Find more at https://github.com/helm /helm.
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Services were configured to scale automatically when their CPU usage was above a
given threshold. As described above, the infrastructure scaled automatically as well to
accommodate these new services. Despite the support for AUTOMATED SCALABILITY,
dynamic scaling was rarely observed given the reduced volume of users, easily handled by

the minimum hardware allocation.

10.7.4 Discovery and Communication

Asynchronous processing and requests between services were deferred using a MESSAGING

SYSTEM. All systems used a centralized Google PubSub service as a message queue.

Asynchronous tasks ranged from sending welcome emails to new users, to generating
user performance reports.
Within an application’s instance, services needed to also communicate with each

other synchronously. Kubernetes implemented SERVICE DISCOVERY with its internal

Domain Name System (DNS) server, providing a unique domain name for each service.

ORCHESTRATION MANAGER forwarded the traffic to the available instances using the

configured routing rules.

10.7.5 Monitoring

StackDriver was chosen to implement both EXTERNAL MONITOR and LOG AGGREGATION.

The team captured server metrics such as CPU, disk, or Random Access Memory (RAM)
usage and configured alerts over those to detect unexpected parameters. StackDriver
also queried the client-facing APIs in each geographic instance, generating notifications
whenever a service was misbehaving. StackDriver tagged logs and metrics by source so
that they can be mixed and matched for specific events that happened in specific services
in a given date range and deployment instance. The respondent considered StackDriver
limited regarding querying capabilities and considered migrating to an alternative in the
future, such as Prometheus'.

During development, each developer had the responsibility to decide the log verbosity
level to adopt towards implementing PREEMPTIVE LOGGING. This decision was often

promoted to a team-wide discussion.
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Company name SwordHealth
Company size 10 — 100
Active monthly users 100 - 1k

Product operation strategy Single system, limited users

Pattern name Adoption

INFRASTRUCTURE AS CODE
AUTOMATED SCALABILITY
CONTAINERIZATION
ORCHESTRATION MANAGER
AUTOMATED RECOVERY
JOB SCHEDULER

FAILURE INJECTION
PREEMPTIVE LOGGING
LOG AGGREGATION
EXTERNAL MONITOR
MESSAGING SYSTEM
SERVICE DISCOVERY
Adopted patterns count

—_
—_

Table 10.4: Overview of the pattern language adoption at SwordHealth. @ is used when the
company has implemented the pattern; O is used when the pattern or a variation
from it is partially implemented, or implemented with limitations; © when the
company is implementing the pattern and an empty space for when no effort has
been started to implement the pattern. The last row provides the count of the
patterns each company has fully implemented.

10.7.6 Summary

Table 10.4 (p. 176) summarizes the pattern adoption by SwordHealth at the time of
this interview. We have observed a great cloud maturity from SwordHealth, with all but
one patterns from our language implemented. The need to maintain multiple instances
geographically distributed, due to the privacy requirements from the health data the
company captures, motivated an increased company maturity.

FAILURE INJECTION was the only pattern not implemented from the pattern catalog.
The respondent told us that they would need an additional budget for investing in
redundancy to be comfortable exploring the implementation of this missing pattern while
mitigating the risk of impacting service continuity.

The respondent was pretty confident that their architecture would scale seamlessly
given the need, without any change or intervention from the team, other than adjusting

the size of their database instances.

13 Prometheus is a centralized monitoring solution. Read more at https://prometheus.io/.
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10.8 Case Study: Velocidi

Velocidi'* helps direct to consumer brands to optimize their digital marketing budgets
with their Customer Data Platform (CDP). The typical client would interact with
hundreds of thousands of users monthly.

The interview with Velocidi took place on November 2", 2018, with lead engineer

Joao Azevedo.

10.8.1 Product overview

Velocidi provided three core functionalities:

Data collection. brought client data into the system by using any real-time data from
the interaction between the users and the brand. Data collection gathered data from
web browsing, mobile application, offline shopping, or any other viable data point
which could be used to enrich the user’s profile. Data collection also enabled offline

data imports, such as CRM data exports.

User segmentation. Facilitated the creation of user audiences. Audiences were lists of
anonymous user IDs that should see the same marketing campaigns. Audiences were
created using rules over any of the user data collected. An example of an audience
could be one that targets male users that live in London are in an age band of 20

to 65 and browsed car websites.

Data activation. The product itself did not enable the client to buy or run marketing
campaigns. For that purpose, the product sends user audiences to another marketing
platform responsible for running advertising campaigns. Audiences sent to other
marketing platforms as lists of anonymized user IDs such as email hashes or mobile

phone advertising IDs.

A vital characteristic of the product is that it is by design a first-party platform.

User audiences created with deterministic first-party data enabled the optimization of
marketing campaigns, which has been proven to increase marketing Return On Investment
(ROI) [Sim16]. As such, the company did not host the CDP for its clients or reuse data
across clients, but instead, it provides the software to its clients through a managed license,

with a dedicated deployment per client in his cloud account. Such guarantees that the

M Disclaimer: At the time of the interview, the author was employed by Velocidi. This research both
influenced and was influenced by the implementation of Velocidi’s product. Learn more about the
Velocidi CDP at https://www.velocidi.com/.
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ownership of data remains on the client-side, disregarding any need to have the data leave
his premises, at the added cost of operating one CDP instance per client.

With a team of seven engineers and clients using the software to manage data for
over 80 million user IDs in the most significant client, adopting best practices for cloud
development was essential.

Being a startup with limited resources, the only tangible way to achieve such complex
operation was through optimal architectural decisions and elaborated automation,

allowing a small team of fewer than ten engineers to sleep well at night.

10.8.2 Infrastructure Management

& SF/se
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Figure 10.3: A graphical representation of the services that composes Velocidi CDP. On the left
are the input services. In the middle, the data processing and storage services, and
the outputs are on the right. This figure refers to SF Private DMP, the original
product name before Shiftforward was acquired by the North American company
Velocidi in late 2018.

The CDP was composed of a multitude of services that collaborate to provide the
application as a whole. Figure 10.3 (p. 178) depicts its main services. Services on the
left side are the services responsible for receiving data into the system. In the middle are
services that provided persistent storage. On the right are the output services that make
information available to third parties, generate reports or product recommendations, and
much more.

Not all CDP instances required all these services, with each instance curated for
the client’s needs. The team deployed the CDP exclusively using AWS for the cloud
provider. It did so by using their proprietary deployment tool, Collie, which was their

implementation of INFRASTRUCTURE AS CODE. Collie relied on HashiCorp’s Terraform for
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most of its automation. A configuration file per client defined the required infrastructure
and application pieces for him, which Collie deployed or updated.

While continuous integration was adopted to build all components automatically,
deployment was still manually triggered using Collie. The respondent considered this
a candidate for improvement in the future, mandatory for increasing the number of
clients managed. Once deployed, the CDP relied on AWS’s CloudWatch and Auto Scaling
Groups to dynamically scale the infrastructure up or down according to resource usage

and threshold policies.

10.8.3 Orchestration and Supervision

Docker provided CONTAINERIZATION, enabling isolated environments to be created once
and deployed for any client. During development, the latest version of each service was
packaged and uploaded to a private container repository, to which client cloud accounts
could pull the images. Containers facilitated orchestrating services programmatically in
different environments and clients with little to no added configuration. Environment
variables provided the specific configurations that changed per client to configure the
container. The team also creates client-specific configurations that are made available to
the container in run-time.

Velocidi adopted an ORCHESTRATION MANAGER around 2012 by using Mesos and
Marathon, moving away from Java ARchive (JAR) file deployments. Recently before
the interview, the team migrated to Kubernetes. This change was motivated by the
broader community and development speed of Kubernetes over Marathon. All new clients
were deployed with Kubernetes, but the team continued to support earlier systems using
Marathon, given the complexity of the migration.

Velocidi instantiated different types of machines and allocated services onto them
based on the machines’ specifications and the services’ requirements. As an example,
services that performed CPU intensive jobs were allocated to machines with better or
more CPUs.

The ORCHESTRATION MANAGER provided AUTOMATED RECOVERY strategies that

internally monitored and restarted services if needed. Restarting failing containers back

to a clean state was often able to get the system functional again, even if only temporarily.

As an example, the ORCHESTRATION MANAGER issued HTTP requests to the services,
observing their response. If the expected result was not received, the ORCHESTRATION
MANAGER restarted it.

AUTOMATED SCALABILITY was implemented using Amazon Web Services
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Auto-Scaling groups, which adjusted the number of allocated virtual machine instances
for the ORCHESTRATION MANAGER, taking into consideration CPU and RAM resource
usage. New instances joined the cluster automatically, becoming available for allocating
new services or service instances.

Chronos was used as a JOB SCHEDULER for Mesos for setting up scheduled tasks,
typically by providing a container image and its execution constraints and environmental
variables, like any other container. This way, Mesos could allocate the job in the cluster,
and once the job completed, the container stopped and the resources made again available

in the ORCHESTRATION MANAGER.

10.8.4 Discovery and Communication

Being a complex cloud application from the start, the CDP was initially designed to use
microservices. Doing so introduced the need for services to communicate with each other.
RabbitMQ was the adopted implemented MESSAGING SYSTEM to facilitate decoupling
services and their communication. Routing keys were used to route traffic. When services
connected to the MESSAGING SYSTEM, they described which keys they were interested in
consuming. The use of queues to distribute work facilitated scaling specific microservices.

Some services had only to communicate with each other, so direct communication was
preferred to using MESSAGING SYSTEM to increase performance and eliminate unnecessary
latency and resource usage with the RabbitM(Q indirection. SERVICE DISCOVERY provided
a strategy for services to find an establish direct communication, using a reverse proxy
with a known local service port used to forward traffic from one of the available instances
of the destination service. Marathon-1b was the adopted implementation, which natively
integrated with Mesos for service discovery and automatic port forwarding configuration.

An example of the two communication strategies described can be observed in the

communication between the following services:

Event tracker. a public-facing service, responsible for handling browser requests that

bring user events into the system:;

Event Augmenter. receives user events and enriches them with additional information,

such as geolocation data based on the user’s IP address;
Event storage. stores and provides access to other services to all user events;

User profile storage. stores and provides access to other services to user profiles,

namely, the user’s identifiers and attributes.
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Figure 10.4: Sequence diagram representing the communication between services in the CDP,
using a MESSAGING SYSTEM or a SERVICE DISCOVERY.

Figure 10.4 (p. 181) demonstrates how the services described above cooperate. A
sequence diagram demonstrates the flow of data between them. The Fvent Tracker service
had an HTTP server that listened for browser requests, which, in this case, consisted of
browser events from the client. These events were sent to the MESSAGING SYSTEM. An
Fvent Augmenter service (not represented in Figure 10.3 (p. 178)) was listening in the raw
events queue from the MESSAGING SYSTEM, consuming all events, enriching them with
a new set of attributes according to its configuration. The Event Storage, represented
in the middle, was listening for augmented events from that queue and persisting them
permanently. These were then sent to the User Profile Storage, using its HT'TP API, which
was responsible for the permanent storage of user data. Given that the Fvent Augmenter
would only communicate with the User Profile Storage, their communication was direct,
facilitated by the adoption of SERVICE DISCOVERY with a different service port for each

service deployed.

10.8.5 Monitoring

Services forwarded their execution logs to an ElasticSearch database using LogStash!®,
implementing the LOG AGGREGATION pattern. Kibana, a visualization tool and part of
the Elastic Stack, provided a user interface for navigating the logs and the possibility of
creating data visualization dashboards. Such dashboards could be leveraged to identify

abnormal event patterns in the application. An example of visualization over the

15 ElasticSearch is an open-source full-text search database. LogStash is a server-side log processor that
transforms the logs and forwards them to persistent storage, in Velocidi’s case, ElasticSearch. Both are
part of the Elastic Stack, a set of open-source tools to enable the capabilities of ElasticSearch. Read
more about them at https://www.elastic.co/
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Time sourceName avg metricName
» September 1st 2018, 16:11:00.008 adstax-customer-1ifetime-value 114,294,784 jvm.memory
» September 1st 2018, 16:11:00.008 adstax-customer-1ifetime-value 1,073,741,824 jvm.memory
» September 1st 2018, 16:11:00.008 adstax-customer-1ifetime-value 83,886,080 jvm.memory
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Figure 10.5: Screenshot of a Kibana’s metrics visualization for seven days. The table allowed
expanding each event individually to its details. The visualization could be filtered
by date, source or event details.

aggregated data from a system is depicted in Figure 10.5 (p. 182). ElastAlert' was
used to identify issues in the captured metrics and raise alarms to the development team,
usually sent via email. The whole monitoring stack was deployed for each client, ensuring
proper data separation.

StatusCake'”, a service that monitors uptime and performance over HyperText
Transfer Protocol (HTTP) was used for implementing the EXTERNAL MONITOR pattern.
During the infrastructure orchestration and service deployment, StatusCake tests were
set up to verify that public endpoints were responsive continuously.

The respondent highlighted the importance of implementing EXTERNAL MONITOR. to
identify network misconfigurations, such as wrong firewall rules, that could prevent access
to the system from outside its network.

FAILURE INJECTION had not been implemented given the required level of investment
in both experimentation and infrastructure redundancy that could cope with the random

injection of failures, but it has been considered for the future.

16 ElastAlert is another application from the Elastic Stack, facilitating the creation of alarms out of the
captured data.
17StatusCake is a commercial monitoring tool. Learn more at https://statuscake.com.
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10.8.6 Summary

Company name Velocidi

Company size 10 — 100
Active monthly users > 1M
Product operation strategy One system per customer

Pattern name Adoption

INFRASTRUCTURE AS CODE
AUTOMATED SCALABILITY
CONTAINERIZATION
ORCHESTRATION MANAGER
AUTOMATED RECOVERY
JOB SCHEDULER

FAILURE INJECTION
PREEMPTIVE LOGGING
LOG AGGREGATION
EXTERNAL MONITOR
MESSAGING SYSTEM
SERVICE DISCOVERY
Adopted patterns count

00000000000

—_
—_

Table 10.5: Overview of the pattern language adoption by Velocidi. @ is used when the company
has implemented the pattern; O is used when the pattern or a variation from it is
partially implemented, or implemented with limitations; © when the company is
implementing the pattern and an empty space for when no effort has been started
to implement the pattern. The last row provides the count of the patterns each
company has fully implemented.

Table 10.5 (p. 183) summarizes the patterns that Velocidi has applied during the
development of their CDP. We could observe a level of maturity similar to the one
observed with SwordHealth with Velocidi, possibly also motivated by the need to deploy
one instance of their product per client, with the increased challenge of doing it in the
client’s cloud provider account. Velocidi implemented eleven out of the twelve in the
pattern language. Again, we found that FAILURE INJECTION was not implemented, given
the prohibitive infrastructure costs required for redundancy to implement the pattern.

To scale the number of clients, the respondent highlighted the need to enable
continuous deployment of their software for all client accounts, as manual deployments,

despite supported by INFRASTRUCTURE AS CODE, would become unsustainable.
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DISCUSSION

10.9 Discussion

This chapter described a case study over five companies whose main activity is developing
a cloud product, evaluating their cloud architecture and practices, and relating them with
the pattern language from Chapter 6 (p. 69). We aim to understand how the interviewed
companies apply the pattern language, what motivates them to do so, and, if possible,
capturing additional details for improving the language. Our findings are summarized in
Table 10.6 (p. 184).

LabOrders. The smallest of the five interviewed companies regarding the number

of users and team size. Their product served a small number of users and did
not have to scale dynamically. At the time, they were operating out of a single
server, which rarely needed to change and had basic operational requirements. They
adopted PREEMPTIVE LOGGING to help capture runtime issues with sufficient detail
for the team to address them. Still, this information was not readily available
to the team, so they considered LOG AGGREGATION essential at a larger scale.
To attain such a scale, they were considering moving towards microservices and
adopting INFRASTRUCTURE AS CODE to enable scaling and facilitate operations,
respectively. To overcome their timely and error-prone manual update process,
they considered implementing CONTAINERIZATION to package their application and
ORCHESTRATION MANAGER to run them at scale when needed.

HUUB. Huub was similar in operations strategy and user count as LabOrders. The

team was observing exponential growth, accelerated by the external investment they
had just received. An expanding engineering team enabled refactoring their initial
code, and, with it, they were starting to align with our pattern language. At the
time, they had already implemented INFRASTRUCTURE AS CODE for managing their
infrastructure, and MESSAGING SYSTEM, which enabled deferring computational
work outside business hours. Implementing AUTOMATED SCALABILITY was their
current priority, given the expected continued growth, followed by PREEMPTIVE

LOGGING for facilitated debugging of issues observed in production.

Infraspeak. Already at a later business stage than the previous two, at the time,

Infraspeak was expanding its market out of Europe to Africa and South America
at the time. While their software was still a monolith, a recent financial investment
enabled an increase in their team size, which bootstrapped the plans for decoupling
part of the logic into independent microservices. During this process, they

have implemented PREEMPTIVE LOGGING along with LOG AGGREGATION for
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facilitated observation of issues in production. They also monitored the system
using EXTERNAL MONITOR. The introduction of microservice was motivating the
adoption of MESSAGING SYSTEM to distribute asynchronous work, such as sending
email notifications. They were considering adopting AUTOMATED SCALABILITY and

INFRASTRUCTURE AS CODE for improved operations.

SwordHealth and Velocidi. These two companies presented a similar level of

architecture design maturity. Both companies operated multiple instances of
their product, deployed to different cloud regions or providers, mostly due
to privacy restrictions. Manage one product instance per client difficulted
operations, demanding automation across infrastructure management, discovery
and communication, and monitoring, leading both companies to adopt all but one
pattern from our language. In both cases, FAILURE INJECTION was not implemented,
justified by the prohibitive costs required to provide the redundancy required to cope
with random deletions of resources in the infrastructure to evaluate its automated

recovery.

The maturity from SwordHealth and Velocidi provided valuable input to improve
some of our patterns. SERVICE DISCOVERY changed the most, by extending the
initial version with adding DNS as a discovery strategy, along with the already

described local reverse proxy strategy.

10.10 Conclusions

From the interviews over the five companies, we reached the following conclusions:

Team maturity influences pattern adoption. In Section 10.1 (p. 150), we

hypothesize that there might be a correlation between the maturity of a
company and the number of patterns they adopt. This case study does show
that a company’s maturity influences pattern adoption, with companies with
more experience and more sophisticated products gravitating towards adopting an

increased number of patterns.

premature optimization. Infraspeak and LabOrders were not preemptively
optimizing their cloud approach. They considered that their current architecture
was able to address the volumes at which they were operating and felt no need

to optimize their cloud environment preemptively, despite recognizing the need
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to change their design and operations strategies to cope with a more extensive

operation scale.

Some patterns are likely more relevant than others. This small sample enabled
us to hypothesize on the relevance of each pattern for companies at different phases,
which could hint at an ideal implementation order. LOG AGGREGATION is the only

pattern addressed by all companies, which, in a cloud environment, is trivially

explained, as it is troublesome to access each allocated resource to evaluate its logs.

PREEMPTIVE LOGGING quickly follows, implemented by four companies, and under
evaluation by HUUB. The pattern is trivial to implement and can go a long way into
ensuring relevant information is available when an issue is observed in production,
capacitating the development team with the required knowledge to address the
issue. INFRASTRUCTURE AS CODE enables teams to prevent manual operation
errors and avoid time-consuming manual operations. EXTERNAL MONITOR provides
a holistic observation of the system, ensuring that the external user has the intended

experience.

failure injection is a likely outlier in the pattern language. FAILURE INJECTION
was not implemented by any company, showing that its relevance is likely not on
par with the other patterns from the language. The main reason for not addressing
this pattern was the lack of financial resources demanded to provide the required

redundancy to implement it.

10.11 Threats to Validity

The use of empirical methods for validation is not without shortcomings and can be
subject to multiple biases. This section identifies the most important ones and how we

address them in this work.

10.11.1 Internal Validity

Personal contacts. All but one respondents were personal contacts and shared an
engineering background with the interviewer. Such a relationship can lead to a
relaxed interview environment, which could lessen the respondent’s focus and result
in overlooking relevant details. Also, the shared educational background can lead to
similar strategies while designing software. We addressed this problem by designing

the interview as a SSI to ensure a steady pace and maintain the interviewee focused
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on the interview. We further address this threat with the complementing research
strategy described in Chapter 11 (p. 191), which surveys a broader audience, with
little to no personal contact. An ideal scenario would see the case study expanded

to additional interviews with a more randomized set of interviewees.

Interviewer and respondent bias. Interviewer experience influences the application

of SSI, along with the tacit domain knowledge from both the interviewer and
respondent. If either part uses terminology that the other is not familiar with,
there is a degradation of the communication, reducing the overall efficiency of the
interview [LA94]. All interviews were performed by the author, who had a deep
understanding of the domain, minimizing the risk of losing information from the

interview.

Interview Protocol. The use of SSI might lead the respondent to focus on the

questions asked, disregarding relevant information not directly asked, but might
be relevant for the research. In this regard, we have asked the respondents at the
beginning of the interview to diverge from the questions asked, encouraging them
to introduce relevant related details about their product, architecture, or practices

that might be anyhow related to the overall goal.

Information missed during the interview. The use of SSI with a single interviewer

might render the interviewer unable to cope with the volume of information
being shared. The audio from the interviews was recorded with the interviewees’
permission to prevent losing relevant information, allowing a complete revision of

the whole interview while analyzing it.

10.11.2 External Validity

Sample size and quality. Semi-structured interviews are very time-consuming. During

this research, we have interviewed five respondents, all operating from the same
city and with a similar engineering background, which provides limited statistical
significance and struggles to demonstrate the accuracy and completeness of the
pattern language per se within the whole industry. Statistically stronger results
require interviewing a larger sample, to which the necessary resources were not
available for this dissertation’s scope. We try to overcome the limited sample
observed with the research described in Chapter 11 (p. 191), which asked similar
questions to the ones in this case study in a survey responded by over a hundred

professionals.
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Geographic distribution. All interviewed companies are from the greater Porto
region, in Portugal. Local company and technological culture might influence all
these professionals, rendering a biased observation of the overall industry reality. We
address this limitation once more with the research described in Chapter 11 (p. 191),
which forwards the survey to professionals from geographic regions scattered around
the world.

10.12 Summary

We have described a case study of five companies developing their software for the cloud,
observing that all companies implement at least some patterns from the pattern language.
We could correlate the companies’ cloud maturity with the number of patterns they adopt.
We have observed that the two companies that needed to operate multiple instances
of their product have implemented all patterns from the language but one, FAILURE
INJECTION. We hypothesize this would be due to the unmanageable cost of redundancy,
for most companies, required to implement the pattern.

Despite the limited population used for this case study, the level of detail to which
we were able to discuss these use cases provided valuable insight into the reality of
these companies, enabling us to infer what struggles other companies might face as well.
This knowledge enabled the improvement of the pattern language with new forces and
implementation details, mostly for SERVICE DISCOVERY. We also verify that the industry
is aware of these patterns and that they are relevant for designing cloud software at any
stage, with new patterns implemented as the product matures.

Alternative validation strategies are still required, given the limited sample in this case
study. A more extensive survey would help us understand how widespread and essential
these patterns are. We address this in Chapter 11 (p. 191).

During this chapter, we address the following RQs:

RQ3. What driving forces influence how strategies are implemented?
While interviewing Velocidi, we have observed they their implementation of SERVICE
DISCOVERY was different from ours, which enabled us to improve the pattern

description with new forces and implementation details.

RQ4. Are companies that develop software for the cloud aware of these
problems and adopt the identified solution?
We observe that companies adopt the patterns from the pattern language to

design their cloud software. In the specific case of SwordHealth and Velocidi, they
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implement all but one pattern, verifying the relevance of these patterns for the

industry.
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During this dissertation, we identify recurring design practices that facilitate the
development of cloud software. These practices were captured using patterns and
described in Chapters 6 to 9 (pp. 69, 77, 117 and 135). The conclusions from the case study
described in Chapter 10 (p. 149) further helped improve the pattern language, adding new
forces and implementation details to the patterns described in the previous chapters from
the experience of the interviewed companies. The previous chapter describes a case study
with five companies approaching cloud development and how they relate to the identified
patterns. From that limited population size, we observed that more mature companies
tend to adopt an increased number of patterns in the language. Would we still find
the same with a broader audience? Could there be a correlation between a company’s
characteristics and the number of patterns they implement? This chapter describes a
survey of over 100 professionals, whom we inquire about their company characteristics

and pattern adoption, and evaluate the existence of correlations between those.
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11.1 Goals

The previous chapter presented insight regarding how companies build their software using
a Semi-structured interview (SSI) in a case study with the cooperation of five companies.
Due to time constraints, we were unable to conduct case studies with a broader audience.
Nevertheless, we want to understand how a wider audience is aware and implements our
pattern language.

We look forward to addressing RQ2 and RQ4 further, by asking respondents to identify
which strategies they apply, and RQ5, by classifying each response regarding three key
company characteristics which we attempt to then correlate with how often each pattern

is implemented.

11.2 Methodology

We used an online questionnaire to reach cloud professionals and gather quantitative
and qualitative data without requiring an interviewer. Online questionnaires facilitate the
dissemination of surveys without geographical barriers or temporal limitations [Pun+03].
We applied the guidelines from the Web Survey Methodology [CMV15], which provide
extensive details on how to create intuitive online questionnaires and minimize
nonresponse.

Given that the respondents were volunteers, we took into account that their availability
and willingness to spend significant time answering the questionnaire was limited. We
considered the number of questions and the time required to answer them, to reach a
balance that would allow acquiring as much knowledge as possible, while shortening the

time to respond. All questions were mandatory for submitting the form.

11.2.1 On Using Questionnaires

Contrary to interviews, questionnaires facilitate gathering data without the need for
an interviewer, requiring little time or money to reach the respondents [Owe02]. Web
questionnaires specifically facilitated the dissemination of the survey without geographical
and with less temporal limitations.

In this research, we followed guidelines from the Web Survey Methodology', which

L WebSM is a website maintained by the Faculty of Social Sciences from the University of Ljubljana,
aggregating bibliography and resources for creating and running surveys using the Web. Learn more
at http://www.websm.org/.
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provides extensive details on how to create intuitive online questionnaires and minimize
nonresponse.

Given that the respondents were volunteers, we took into account that their availability
and willingness to spend significant time answering the questionnaire was limited. In that
regard, we balanced the number of questions with the time required to answer them, to
reach a balance that would allow extracting as much knowledge as possible, while keeping
the time required to respond short. We did not accept partial responses, and all questions

were mandatory.

11.2.2 Target Audience

We targeted with this survey professionals building software for the cloud. The
questionnaire is trivial to reply to and includes only high-level questions, so we expect

most people familiar with the cloud architecture of their company to respond to them.

11.2.3 Variable identification

As we want to assess how widespread the patterns from the language are adopted in the
industry, we specifically asked if the respondent adopted each pattern and measured their
positive and negative answers. The pattern adoption is the dependent variable in this
study, and to characterize the respondents we used three independent variables: product

operation strateqy, active monthly users, and company size.

Product operation strategy pertains to how the software is deployed and operated.

These strategies are ordered by level of complexity, as operating additional customers and

independent systems will likely correlate with more complex and larger designs. They are:

o Single system, single customer (SSSC). A single deployment operated for a
well-known number of users. F.g., a corporate email server often has a well-known
scale of operation and does not have to be scaled dynamically, which makes this

strategy the simplest to operate.

o Single system, multiple customers (SSMC'). The application runs in a single instance
that has to adapt to a variable volume of customers, who can register themselves at
any time. Examples of such applications are Netflix or Facebook. The system needs

to scale dynamically to accommodate variations in traffic throughout the day.

o One system per customer (OSPC). A private deployment for each customer.

The scale at which each instance operates can itself be dynamic. The number
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of independent systems needs to be scaled, and each one has to keep scaling
as well, typically through automation, i.e., without scaling an operations team
proportionally to the number of instances, which makes this the most complex

strategy to operate.

It is common to measure how large a cloud application is by evaluating its number of
active monthly users [AM17; Hub+13], which is the number of users that interacted
with the application at least once during a month. More users will result in increased traffic,
hence, demanding more complex operations supported by an appropriate infrastructure.
We could not identify a standard to measure active monthly users, so we decided to
use orders of magnitude with the intervals: (a) less than 100, (b) 100 — 1k, (c) 1k — 10k,
10k — 100k, (d) 100k — 1M, and (e) more than 1 million.

The third independent variable is company size. We analyzed how pattern adoption
varies considering the number of employees in the company, according to the European
Commission definition for company sizes [Eurl5], which classifies companies as micro,
small, medium, or large, according to their number of employees being 1 to 10, 11 to 50,

51 to 250, and over 250 employees, respectively.

11.2.4 Questionnaire

We organized the questionnaire into three categories. Company categorization (CC),
with three questions, categorized the respondent’s workplace. Pattern adoption (PA),
with twelve questions, described which patterns the respondent had implemented in his
workplace. Respondent classification (RC), with six questions, classified the respondent
in terms of geography, company size, and role in the company.

If not otherwise specified, the questions had the following possible response options:
(1) Yes, for the entire system; (2) Yes, partially; (3) Under assessment or development;
(4) No, but we would like to; (5) No, it is not relevant; (6) I don’t know I don’t want to
answer.

We describe the questions below, along with their rationale. The original questionnaire

and its responses are available in Appendix B (p. 239).

Company Categorization

CC1. Product Operation Strategy Consider how you deploy your software,
regarding the users that it is intended for.

Options: (1) OSPC — Private deployment for each customer, private to his users;
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(2) SSMC — shared platform for any customer, e.g. Netflix, Facebook; (3) SSSC —
only one deployment for a specific group of users.
Rationale: This question evaluates the complexity of the respondent’s operations.

We categorized product deployment strategy into three options:

Single System for Single Customer (SSSC). The team handles a single
deployment and operates it for a well-known number of users. An example of
such a strategy would be a corporate email server, where it is well known when
new users are added to the system. Knowing the scale at which an application
operates and not having to scale it dynamically makes this strategy the simplest

to operate.

Single System Multiple Customers (SSMC). The application runs in a single
instance that has to adapt to a variable volume of customers, who can register
themselves at any time. Examples of such applications are Netflix or Facebook.
The system needs to scale dynamically to accommodate variations in traffic

throughout the day.

One System Per Customer (OSPC). A private deployment for each customer,
to be used exclusively by his users. The scale at which each instance operates
can itself be dynamic. Velocidi and Swordhealth adopt these strategies, viz
Section 10.8 (p. 177) and Section 10.7 (p. 172). The team needs to scale the
number of independent systems they manage, as well as keeping each one of
those systems scaling as well, typically through automation, that is, without
scaling an operations team proportionally to the number of instances, which

makes this the most complex strategy to operate.

CC2. Active Monthly Users Consider the average number of users for your platform,
across all system instances.
Options: (1) < 100; (2) 100 - 1 000; (3) 1 000 - 10 000; (4) 10 000 - 100 000; (5) 100
000 - 1 000 000; (6) > 1 000 000.
Rationale: The infrastructure sizing will typically be proportional to the number
of active monthly users, with this number being a common indicator of scale with

startup companies.

CC3. Adopted Cloud Providers Which of the following cloud providers are you
using?
Options: (1) Amazon Web Services; (2) Google Cloud; (3) Microsoft Azure;
(4) Private Infrastructure; (5) Hybrid / Multi-cloud; (6) Virtual Private Server.
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Rationale: While indicators for cloud providers adoption are already available in
Chapter 3 (p. 25), this question enabled us to verify how the respondents were

distributed in terms of provider adoption.

Pattern adoption

P1.

P2.

P3.

P4.

P5.

Pé6.

P7.

Have you adopted infrastructure as code? You automate your infrastructure

and deployment operations programmatically. Example: Terraform, chef, ansible.

Have you adopted automated scalability? Your system scales dynamically to
adjust to elastic traffic. Example: Amazon Web Services (AWS) Elastic Compute
Cloud (EC2) Auto Scaling.

Have you adopted containerization? Deploying a service to a host couples it
with the operative system, possibly introducing side effects with other services in the
same host, or the host itself. Containerization proposes the usage of containers to
package the service and its dependencies and enable its isolated and programmatic

deployment. Example: Docker.

Have you adopted an orchestration manager? Deploying and updating
software at scale is an error-prone, slow and costly process. Such can be facilitated by
adopting an Orchestration Manager to coordinate, manage and distribute multiple
cloud services while abstracting the underlying infrastructure, fulfilling the service

requirements. Example: Kubernetes, Mesos + Marathon.

Have you adopted automated recovery? Services may fail during execution
and need to be recovered in a timely and orderly fashion. Including health checks and
recovery configurations in the instructions used for the Orchestration Manager to
orchestrate containers, enables it to monitor and recover failing containers. Example:

Kubernetes Pod Lifecycle.

Have you adopted a job scheduler? Cloud applications require frequent
short-running jobs to be scheduled, which must be orchestrated across a dynamic
infrastructure without permanently allocating resources. A scheduler service running
along with the Orchestration Manager can instruct it to allocate one time or periodic
jobs, recovering their resources to the infrastructure when they complete. Example:

Kubernetes Cronjobs.

Have you adopted service discovery? Services might lack the network

information required to communicate with other dynamically allocated services.
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Communication can be achieved by abstracting service network details by relying on
an external mechanism that facilitates communication and balances traffic between

two services. Example: Kubernetes DNS, Marathon reverse proxy.

Have you adopted a messaging system? As service instances increase,
communication between services needs to be abstracted, enabling proper balancing
between instances. This communication strategy is required to be fault-tolerant and
scalable to maintain the application’s resiliency. As a solution, a messaging system,
colloquially known as message queue, can abstract service placement and orchestrate
messages with multiple routing strategies between them. Example: RabbitMQ,
Kafka.

Have you adopted failure injection? Resilience mechanisms are triggered when
software is failing. Since systems are designed to work correctly, the status quo
prevents us to from continuously verifying the correctness of those mechanisms. We
need additional strategies to minimize the probability of failure in production due to
faulty resilience strategies. Failure injection software can generate atypical events
at both the application and infrastructure level, exercising the available recovery
mechanisms, verifying the application’s resilience. Example: ChaosMonkey from
Netflix.

P10. Have you adopted preemptive logging? The information required to debug

issues in software is often lost during their first occurrence due to insufficient log
verbosity. By adjusting logging verbosity preemptively in services and servers within
acceptable resource limits (Central Processing Unit (CPU), storage, others), the
team maximizes the probability of capturing relevant information for addressing

future issues right from their first occurrence.

P11. Have you adopted log aggregation? Services orchestrated at scale produce

disperse logs, resulting in a troublesome process to acquire and correlate those who
come from multiple sources. This pattern suggests the Aggregation and indexing all
service and server logs in a central repository, providing the team with a centralized

system to query and visualize execution logs. Example: Kibana, GrayLog.

P12. Have you adopted external monitor? Monitoring an application from inside

the infrastructure that hosts it will result in an incomplete and biased version of
the reality, for example, given the inability to observe issues such as lack of Internet

connectivity or abnormal latency to the application. External Monitoring suggest
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testing the application’s public interfaces from an external source, providing an

unbiased awareness of the application’s status. Example: StatusCake, Pingdom.

Respondent Characterization

RC1. Your role in the product development
Options: (1) CTO; (2) CEO; (3) CIO; (4) Senior Engineer; (5) Engineer;
(6) Architect; (7) Team leader; (8) Other.
Rationale: This response enabled the classification the respondent’s involvement

in the product development.

RC2. Number of collaborators in the company
Options: (1) 1 - 10; (2) 11 - 50; (3) 51 - 250; (4) > 250.
Rationale: The size of the company enabled us to infer the availability of
human resources, while possibility a co-relation between company size and pattern
adoption. The company sizes are adopted from the European Commission’s company

thresholds for micro, small, medium, and large companies [Eurl5].

RC3-6. Company Name, Country, and Comments Rationale: This information

further enabled classifying the respondent.

11.2.5 Design and Execution

The questionnaire was organized into two sections. The first part characterized the
respondents and their product, asking about their active monthly users, company size,
and operation strategy. Next, we asked if the respondent adopted each one of the patterns
described in Chapter 6 (p. 69). The questionnaire was built with Google Forms. It was
first piloted with fellow researchers and two cloud professionals, to optimize its clarity
and ensure the relevance of the gathered data. Once improved, it was disseminated via
email to software engineers, social networks, online forums, and local communities of
cloud professionals. The recipients were asked to answer the questionnaire and forward it
to their peers. The form was online from 2018/12/18 to 2019/1/29, during which time we
got 102 responses. The collected data is publicly available online [SFC20)].

11.3 Data Analysis

We start by characterizing the respondents and their companies (Section 11.3.1 (p. 199)).

Next, we assess the relevance of each pattern by how often it is implemented by
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professionals and by the intent to adopt it in the future (Sections 11.3.2 and 11.3.3
(pp. 199 and 202)), and infer relationships between them (Section 11.3.4 (p. 203)). We
then analyze how pattern adoption varies according to the three independent variables
that characterize the company and discuss the statistical significance of our findings using
a Student’s t-test and Analysis of Variance (ANOVA) (Sections 11.3.5 to 11.3.7 (pp. 205,
207 and 210)).

11.3.1 Respondents Characterization

Most respondents had a technical role in the company (82%), with a very balanced
distribution regarding company size. Geographically, most of the answers we received
were from Europe (70%), although a significant chunk of respondents refused to disclose
their geographical location (perhaps due to privacy concerns, or because they regarded the
company as international). We seem to have collected a reasonably balanced distribution
of the number of active monthly users, although the order of magnitude more than
one million users was (understandably) slightly under-represented. Figure 11.1 (p. 199)

summarizes the respondents’ characterization.

ArChltECt Role in the Company
CTO 13% Senior Engineer 30% Engineer 32%
ia Other Team Leader

Company Location

Undisclosed 18% Europe 70%

Amerlcas Company Size

1—-10 28% 11 —-50 28% 51 — 250 17% Bigger than 250 27%

Active Monthly Users

<100 17% 100 — 1K 17% 1K - 10K 21% 10K — 100K 16% 100K — 1M 21% 1M+ 8%

Operation Strategy

SSSC 10% SSMC 70% OSPC  20%

Figure 11.1: Demographic distribution of the survey.

11.3.2 Overall Pattern Adoption

Table 11.1 (p. 200) shows how frequently respondents have implemented each pattern.

Figure 11.2 (p. 201) shows the adoption rate in terms of the number of patterns.

From this data, we make the following observations:
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Pattern name

Adoption per pattern (%)

LOG AGGREGATION
MESSAGING SYSTEM
INFRASTRUCTURE AS CODE
CONTAINERIZATION
AUTOMATED SCALABILITY
JOB SCHEDULER
EXTERNAL MONITOR
ORCHESTRATION MANAGER
AUTOMATED RECOVERY
SERVICE DISCOVERY
PREEMPTIVE LOGGING
FAILURE INJECTION

72
71 —
69 I
67 I
65> I
59 I——

57 I

49 I

A8 I

AT I

44 I

17

Mean pattern adoption 55.88 +15.82

Table 11.1: Percentage of respondents adopting each pattern, sorted by most adopted. The bar
on the right graphically represents the proportional adoption of each pattern.

o The mean pattern adoption is 56%, which translates to a reasonable coverage

of the pattern language, asserting its relevance amongst practitioners;

e 97% of the respondents adopt at least one pattern, with three respondents
claiming to not implement any: (1) one uses SSMC and manages 10k — 100k monthly
users in a company with less than ten employees, (2) another operates a SSSC and
manages < 100 monthly users in a company with over 250 employees, and (3) the
last one consists of a SSMC for < 700 monthly users in a company with over 250
employees. Although we believe these to be possible outliers, we do not discard

them from our analysis;

50%,
specifically LOG AGGREGATION, MESSAGING SYSTEM, INFRASTRUCTURE AS CODE,

e« 7 out of 12 patterns have an adoption rate of over
CONTAINERIZATION, AUTOMATED SCALABILITY, JOB SCHEDULER and EXTERNAL

MONITOR;

» log aggregation is the most adopted pattern. Just like in any other software
engineering domain, software is prone to failure. As the scale increases, so does
the complexity needed to understand how systems behave. Debugging can range
from being troublesome to nearly impossible without a platform that aggregates
data from all components producing relevant execution metrics, justifying LOG

AGGREGATION as the most adopted pattern from the language;
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=97 95

88
84

76

62
54

44

30
23

12

Adopted at least x patterns (%)

1 2 3 4 5 6 7 8 9 10 11 12

Figure 11.2: Adoption rate (in percentage) of the number of patterns. 97% adopted at least
one pattern, 62% half of the patterns, and 5% all the patterns in the language.

» messaging system is adopted by 71% of the respondents for asynchronous
work distribution, confirming its popularity to orchestrate messages between
services, facilitating their cooperation via message passing and offloading complexity

to a known middleware;

o infrastructure as code closes the top three most adopted pattern list
with 69%. Manual interaction in operations increase their error-proneness, which
justifies the increased adoption of this pattern to facilitate an infrastructure that

nowadays tends to be large, heterogeneous, and elastic;

o failure injection is the least adopted pattern, with just 17% of the respondents
using it, which deviates from the mean adoption by over two standard deviations
(three if we calculate the mean without considering it). We conjecture that the
lower adoption of FAILURE INJECTION could be due to its inherent complexity, the
substantial investment required in hardware redundancy and supervision for its
implementation, and the fact that the decision to deliberately increase the failure
of a running system (even if in the long-run it would decrease it) is a hard-selling

point.
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11.3.3 Intent to Adopt

In a yes/no questionnaire, a negative response can be due to a multitude of reasons. We
have added an additional question for those that answered no to each pattern adoption,
attempting to distinguish between (a) those that eventually want or intend to use it in
the future (e.g. the adoption is under study or under development), from (b) those that
thought the pattern did not apply or was regarded as irrelevant to their system. Table 11.2

(p. 202) summarizes the data we collected, from which we make the following observations:

Pattern name Intention (%) Irrelevance (%)
LOG AGGREGATION 57.14 42.86
MESSAGING SYSTEM 44 .83 55.17
INFRASTRUCTURE AS CODE 58.06 41.94
CONTAINERIZATION 66.67 33.33
AUTOMATED SCALABILITY 62.86 37.14
JOB SCHEDULER 51.22 48.78
EXTERNAL MONITOR 44.19 55.81
ORCHESTRATION MANAGER 71.15 28.85
AUTOMATED RECOVERY 71.70 28.30
SERVICE DISCOVERY 42.59 57.41
PREEMPTIVE LOGGING 56.14 43.86
FAILURE INJECTION 64.29 35.71

Table 11.2: Respondents that, while not adopting a pattern, wanted or intended to do it in
the near future. The second column is the converse probability of the first, which
translated in the questionnaire to the option of the respondent considering it
irrelevant or not wanting to use it.

« Though failure injection is the least (17%) adopted pattern, 64% intend

to use it in the future, making it the fourth most considered pattern for adoption;

e On the other hand, service discovery not only ranks very low in the
overall adoption (47%) but also only 43% consider it relevant or applicable
to their system. With cloud computing providing the infrastructure to deploy
services dynamically [BCS15], we are surprised by this finding;

« automated recovery (72%) and orchestration manager (71%) rank very
high on the respondent’s adoption intent. As cloud systems evolve, managing
the infrastructure and services that compose them manually becomes unmanageable.
ORCHESTRATION MANAGER facilitates this task, with tools providing embedded

AUTOMATED RECOVERY, greatly easying the orchestration effort of the application.
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11.3.4 Pattern Relationships
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CONTAINERIZATION .64 81 45 .64 .52 .20 .78 .74 .59 .59 .74
EXTERNAL MONITOR 75 .80 .41 .66 B8 .20 .78 .73 b9 b4 .75
LOG AGGREGATION .76 .64 Db .68 BT 23 .81 .72 62 .57 .80
PREEMPTIVE LOGGING .69 .53 91 71 .64 31 .71 .69 .56 B8 .82
JOB SCHEDULER 12 .64 .82 .52 61 .26 .74 .74 .59 .56 .85
AUTOMATED RECOVERY 73 .69 .86 b9 .76 31 .82 .80 .67 b9 .84
FAILURE INJECTION 78 .67 .94 78 .89 .83 94 78 72 78 .94
INFRASTRUCTURE AS CODE .76 .65 .85 .45 .63 .56 .24 .76 .63 B8 .82
AUTOMATED SCALABILITY .76 .64 .79 .46 .67 .58 .21 .81 63 .Bb8 .75
ORCHESTRATION MANAGER .82 .70 .92 .50 .72 .66 .26 .90 .84 66 .78
SERVICE DISCOVERY .85 .67 88 b4 71 .60 .29 85 .81 .69 .92

MESSAGING SYSTEM 70 .60 .81 b1 .71 .56 .23 .79 .68 .53 .60

Table 11.3: The conditional probability table, showing the likelihood of adopting the pattern
in the column, considering that the pattern in the line is known to have
been adopted. For example, line 2, column 1 represents the probability of
CONTAINERIZATION having been adopted, considering that EXTERNAL MONITOR
was, or P(CONTAINERIZATION | EXTERNAL MONITOR). We highlight the values with
probability equal or above 0.8.

Table 11.3 (p. 203) shows the conditional probability? between every two patterns in
the language, that is, the likelihood of one pattern to be adopted, given that the other is
adopted, P(X|Y). This information hints us on pattern dependencies and patterns that
are often implemented together. Considering that a probability of 80% or more means
that it is very likely for the pattern X to be implemented given that Y is, and that a
probability of 60 to 80% means that it is likely, we observe that:

« log aggregation and messaging system are very likely to be implemented
with other patterns, with 79% and 74% probability, respectively. This is not

surprising per se, given that these two patterns are the most adopted overall;

2 We are specifically looking beyond joint probability, to assess potential asymmetries in pattern adoption,
that is, situations where P(X|Y) differs significantly from P(Y|X).



204

PATTERN LANGUAGE ADOPTION SURVEY

e Those using orchestration manager are very likely also to be using

containerization (82%), but the opposite is not true (59%). When
using CONTAINERIZATION, one has multiple strategies to deploy and operate the
containers, not necessarily requiring an ORCHESTRATION MANAGER. On the other
hand, most ORCHESTRATION MANAGER’s incentivize the use of containers to run
the software, hence, the increased likelihood of adopting CONTAINERIZATION with

ORCHESTRATION MANAGER;

Those implementing failure injection are likely to also implement other
patterns in their systems (p > 67%). We believe that either (a) FAILURE
INJECTION requires a sophisticated system in place, or (b) that developers give
it a very low priority. We should note that this conditional probability is highly

asymmetric, as discussed in the next point;

No other pattern seems to increase the likelihood of adopting failure
injection significantly. FAILURE INJECTION evidences the lowest likelihood of
being adopted given any other patterns; we interpret this finding as a kind
of isolation/independence in the engineering decision of pursuing this pattern

concerning the rest of the language.

We are now able to draft a new pattern map (Figure 11.3 (p. 205)) that highlights the
relationships uncovered in Table 11.3 (p. 203), compare it to the original in Figure 6.1

(p. 72), and observe that:

The indegrees of log aggregation (10), infrastructure as code (6) and
messaging system (7) are very high when compared to the average (2.6).
This might be due to their being the top used patterns (> 69%); however,
CONTAINERIZATION, which follows immediately on the rank (67%), exhibits a much

lower indegree (2).

Only 50% of the original connections (8 out of 16) match those there were

inferred;

log aggregation and messaging system present a bidirectional
relationship, which might be interpreted as being most likely used in tandem.
The same can be observed with log aggregation and infrastructure as

code;

external monitor exhibits the lowest degree with just one outbound edge.
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Figure 11.3: Pattern map inferred from the conditional probabilities in Table 11.3 (p. 203),
where if P(BJA) > 0.8, then A — B. Green dashed arrows match those originally
identified. Red solid arrows depict uncovered relationships.

11.3.5 Product Operation Strategy

We expected to observe a correlation between the complexity of the operation strategy
and the mean number of patterns adopted. We measure this by averaging the number of
patterns that each respondent implemented per operation strategy. We were able to draw

the following conclusions:

o« There is no statistical evidence of a relationship between product
operation strategy and pattern adoption. There is an increase in average
pattern adoption with the product operation strategy complexity, with means of 5.9,
6.7, and 7.2, as detailed in Table 11.4 (p. 206). We hypothesized that there might be
a statistically-significant variation between these populations, either pair-wise, one
versus all others, or in their total variance. Table 11.5 (p. 207) presents the t-test
and ANOVA statistical analysis for these tests, from which we can conclude that

there is no statistical significance (p < 0.05) in the variations observed;

« With OSPC, containerization (85%) and log aggregation (80%) are the
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Product operation strategy

SSSC SSMC OSPC

Respondent count 10 72 20
Mean pattern adoption 5943 6.7+3.1 72+33
Pattern name Adoption per pattern (%)
LOG AGGREGATION 60.0v 72.2 80.0 A
MESSAGING SYSTEM 60.0 v 73.6 A 70.0
INFRASTRUCTURE AS CODE 60.0 ¥ 69.4 75.0 A
CONTAINERIZATION 60.0 v 63.9 85.0 A
AUTOMATED SCALABILITY 60.0V 68.1 A 60.0 v
JOB SCHEDULER 500w 59.7 65.0 A
EXTERNAL MONITOR 50.0v 59.7 A 55.0
ORCHESTRATION MANAGER 30.0v¥ 47.2 65.0 A
AUTOMATED RECOVERY 50.0 458 v 55.0 A
SERVICE DISCOVERY 400v 43.1 65.0 A
PREEMPTIVE LOGGING 50.0 A 44 4 400w
FAILURE INJECTION 20.0 A 194 100 v

Table 11.4: The first lines of the table show the average number of patterns adopted for each
operating strategy, the observed standard deviation and the respective number of
respondents with each strategy. On the following lines, we present the percentage of
respondents who have adopted each pattern, aggregated by their operating strategy.
The A and Vv icons identify which groups are the highest and lowest adopters.

highest adopted patterns, with CONTAINERIZATION being the overall most
adopted pattern with a 25% adoption increase from SSSC. We can theorize that
containers are essential for automating service deployment and more relevant with
more complex operation strategies. LOG AGGREGATION showed 80% adoption with
OSPC, as it streamlines the evaluation of the state of any service, despite the
customer where it executes. Deploying several systems presents increased complexity
when compared to single deployments, at least due to the number of deployments
the team needs to operate, which increases the probability of failure proportional

to the number of systems maintained;

o failure injection is less adopted with OSPC (10%) and most adopted
with SSSC (20%). Applying this pattern is by itself challenging, as it requires
very sophisticated automation in place, as well as an increased level of redundancy
to prevent unexpected failures or downtime. While this is hard to do for a single
system, it is even more complex for OSPC, given that failures could be introduced
in more than one system simultaneously, leaving the team overwhelmed. Also, the

required investment in redundancy can be prohibitively expensive, as each client will
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Product operation strategy

SSSC SSMC OSPC vs. Others ANOVA

SSSC — 0.46 0.28 0.39
SSMC — — 0.46 0.84 0.53
OSPC — — — 0.38

Table 11.5: Evaluation of the significant difference between the three populations. A t-test
is applied between every two populations. The vs. Others column compares the
population against the combination of all other strategies. For all tests, the
probability value is shown.

require his system to be scaled beyond its base requirements to recover seamlessly

from failures;

o orchestration manager is adopted ~2x more often in OSPC than in SSSC.

Applications built specifically for a customer are likely to be delivered in their
hardware and changed less often. When working for a variable number of users,
with SSMC or OSPC, the need to scale the system is latent. An ORCHESTRATION
MANAGER abstracts the underlying infrastructure and the effort to start/stop new

service instances;

e 71% of the respondents are using SSMC. Business to consumer web
applications adopts a SSMC operation strategy, allowing the user to register and
use a service on demand. We observed that most of the respondents adopted this

operation strategy, highlighting its prominence in cloud computing.

11.3.6 Active Monthly Users

We theorize that, as the number of active monthly users increase, so will the number of
patterns adopted to cope with the operation of the required infrastructure. The average
pattern adoption for each interval is presented in Table 11.6 (p. 208). We could draw the

following conclusions:

e The number of active monthly users grows in tandem with the average
pattern adoption, starting at 4.8 with < 7100 monthly users and reaching
nine at > 1M monthly users. The 10k - 100k bucket was the only exception,
arguably due to a non-representative sample. Considering the 4.1 standard deviation

observed, we exclude this bucket from the following discussion as an outlier. We

hypothesized that there might be a statistically-significant variation over these averages.

We evaluated the differences between each group pair-wise, each group compared to all
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Active monthly users

2 =
-~ = o —
o L S L |
R -
Vv S = S = A
Respondent count 18 18 21 16 21 8
Mean pattern adoption 4.8 6.4 7.4 5.8 7.7 9.0
+31 +£26 £25 +£41 +£22 £32
Pattern name Adoption per pattern (%)
LOG AGGREGATION 389v 778 90.5 A 56.2 85.7 87.5
MESSAGING SYSTEM 55.6 ¥ 66.7 61.9 75.0 90.5 A 87.5
INFRASTRUCTURE AS CODE 66.7 72.2 61.9 50.0 v 85.7 87.5 A
CONTAINERIZATION 66.7 66.7 76.2A H00v 714 75.0
AUTOMATED SCALABILITY 55.6 ¥ 66.7 76.2 62.5 57.1 87.5 A
JOB SCHEDULER 444 v 50.0 71.4 50.0 71.4 75.0 A
EXTERNAL MONITOR 218 V¥ 889aA 714 37.5 57.1 62.5
ORCHESTRATION MANAGER 27.8 Vv 44.4 61.9 43.8 47.6 87.5 A
AUTOMATED RECOVERY 222v 333 52.4 50.0 66.7 75.0 A
SERVICE DISCOVERY 44 .4 33.3v 5H7.1 50.0 42.9 62.5 A
PREEMPTIVE LOGGING 222v 333 47.6 43.8 57.1 75.0 A
FAILURE INJECTION 11.1 11.1 14.3 06.2v 33.3 37.5 A

Table 11.6: The first lines of the table show the average number of patterns adopted for each
interval of monthly active users, the observed standard deviation and the respective
number of respondents with each user interval. The next lines show the percentage of
respondents who have adopted each pattern, aggregated by the number of monthly
users. We use “k” to represent thousands and “M” for millions. The A and ¥ icons
identify the population which adopts each pattern the most and least, respectively.

others, and all groups using a t-test and ANOVA. We observed that the variation of
the average pattern adoption is meaningful (p < 0.05) between the < 100 group and
the 1k — 10k, 100k — 1M, and > IM groups. The > 1M group also shows a significative
difference to the 100 - 1k group. When compared to others, < 100 and > 1M groups
show significative variation. Such is also observed when the variance of all groups is
tested with the ANOVA. This leads us to conclude that the number of active monthly

users is a relevant driver of pattern adoption;

« Companies operating over 1M monthly active users adopt the most
patterns. Other than FAILURE INJECTION, all patterns had a minimum adoption
rate of 62.5%. At this scale, it becomes very troublesome to operate cloud software

manually, which motivates the 87.5% adoption of ORCHESTRATION MANAGER,
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Active monthly users

= =
=~ = o —
S | | v =
8 o« & &8 7
vV — — — — N vs. Others ANOVA
< 100 — 0.10 0.01 046 <0.01 <0.01 < 0.01
100 — 1k — — 023 055 0.12 0.04 0.70
1k — 10k —_ — — 0.13 0.74 0.17 0.23 < 001
10k - 100k — — — — 0.08 0.06 0.18 :
100k - 1M — — — — — 0.21 0.11
> 1M — — — — — — 0.03

Table 11.7: Evaluation of the significant difference between the active users’ populations. A
t-test is applied between every two populations. The vs. Others column compares
the population against the combination of all other strategies. For all tests, the
probability value is shown.

AUTOMATED SCALABILITY, INFRASTRUCTURE AS CODE, MESSAGING SYSTEM, and
LOG AGGREGATION;

Companies operating less than 100 monthly users show high adoption of
infrastructure as code and containerization. Small companies tend to have
an increased pressure to optimize their operations, due to limited human resources.
Alongside with it, these are typically companies that are starting and so design their

system to be cloud-native;

There is a smaller representativity of companies with over 1M active users.

Managing over 1M active monthly presents a scaling challenge. We theorize that this
group presents a smaller number of respondents as it is the hardest to achieve, requiring

sustained success in retention and user acquisition;

The 10k — 100k population might not be representative, with an average of
5.8 patterns adopted, the group is second to last in average pattern adoption, being
surpassed only by the < 100 group. The standard deviation of 4.1, with only 16
responses, suggests an unbalanced group, possibly biased by some respondents. We
can confirm this hypothesis by looking into the individual responses from this group.
We can see that one respondent responded with 0 patterns, another with one pattern

and four with two patterns implemented, effectively biasing the group;

failure injection has the highest adoption with companies with > 1M active

users. We have discussed how few companies have the necessary resources to implement
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FAILURE INJECTION. It then makes sense that the companies operating the higher
number of users will likely have the highest operation budget and be more capable of
implementing the pattern, which justifies why the population managing over 1M active

users claim to implement the pattern 37.5% of the times.

11.3.7 Company Size

Company size

Micro Small Medium Large

Respondent count 27 28 17 30
Mean pattern adoption 6.3+3 64+32 66+£25 74434
Pattern Name Adoption per pattern (%)
LOG AGGREGATION 63.0v 67.9 76.5 83.3 A
MESSAGING SYSTEM 63.0v 67.9 76.5 80.0 A
INFRASTRUCTURE AS CODE 74.1 A 67.9 58.8 ¥ 73.3
CONTAINERIZATION 519 v 78.6 A 64.7 73.3
AUTOMATED SCALABILITY  77.8 A 60.7 529 v 66.7
JOB SCHEDULER 55.6 53.6 V¥ 76.5 A 60.0
EXTERNAL MONITOR 63.0 64.3 A 471w 53.3
ORCHESTRATION MANAGER 44.4 429 v 52.9 56.7 A
AUTOMATED RECOVERY 37.0v 46.4 52.9 56.7 A
SERVICE DISCOVERY 44 .4 35.7v 47.1 60.0 A
PREEMPTIVE LOGGING 37.0v 46.4 471 A 46.7
FAILURE INJECTION 14.8 10.7 v 11.8 30.0 A

Table 11.8: The first three lines of the table show the average number of patterns adopted for
each company size, the observed standard deviation and the respective number of
respondents. Percentage of respondents who have adopted each pattern, aggregated
by the company size, according to the European Commission definition [Eurl5]. The
A and v icons identify the population which adopts each pattern the most and least,
respectively.

As larger companies have more resources available, we expected to observe a
correlation between company size and the number of patterns implemented in the

company. The results are detailed in Table 11.8 (p. 210), from where we observe:

e There is no statistical evidence of a relationship between company size
and pattern adoption. There is an increase in average pattern adoption along with
the increase in company size, means of 6.3, 6.4, 6.6, and 7.4, as detailed in Table 11.8
(p. 210). We hypothesized that there might be a statistically-significant variation

between these populations, either pair-wise, one versus all others, or in their total
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Company size

Micro Small Medium Large vs. others ANOVA

Micro — 0.84 0.66 0.19 0.39

Small — — 0.81 0.27 0.58 0.52
Medium — — — 0.44 0.93 '
Large — — — — 0.15

Table 11.9: Evaluation of the significant difference between company sizes. A t-test is applied
between every two populations. The wvs. Others column compares the population
against the combination of all other strategies. For all tests, the probability value
is shown.

variance. Table 11.9 (p. 211) presents the results of the t-test and ANOVA, from
which we can conclude that there is no statistical significance (p < 0.05) in the

variations observed;

e Micro companies lead infrastructure as code and automated scalability
implementation. When looking at the pattern adoption per company size, we
can observe that INFRASTRUCTURE AS CODE and AUTOMATED SCALABILITY both
show a higher percentage at both the micro and large companies, with a slightly
less adoption in small and medium companies. Small companies have limited human
resources, a driver for automating operations. On the other hand, large companies
have larger teams and can cope with less automation, but tend to have expertise in
house, resources, and time to invest in automation. Time and resources that might

not be available with small and medium companies;

e Medium-sized companies have less representation, about 42% less than
the micro and small company groups. We believe this may be a depiction of
reality. According to Eurostat, the number of persons employed for micro, small,

medium-sized, and large enterprises was 29%, 20%, 17% and 34%, respectively [18].

e There is a correlation between company size and pattern adoption. The
result shows that the variation between micro, small, and medium companies consist
of a slight increase in the number of patterns adopted, ranging from 6.3 to 6.6.
The increment to large companies is higher, with large companies implementing an
average of 7.4 patterns. Small companies implement over six patterns, which let us
theorize that many of these patterns are essential to companies of any size. We can
conclude that a correlation is observed between company size and the number of

patterns adopted.



212

PATTERN LANGUAGE ADOPTION SURVEY

« Company size may mislead for evaluating engineering expertise. The

number of employees is a good indicator of the resources available in the company,
but might not translate engineering expertise, as it does not reflect how many
employees are working on the product, how many of those are engineers, or
how much experience that engineering team shares. In retrospect, the number
of engineers in the team would likely provide a better relationship between the
resources available to build the product and the pattern adopted. Therefore, we
propose that replications of this study should replace this question by two others
— How many engineers are working on the product? and How much accumulated

experience do they share in years as software engineers?

11.4 Discussion

This survey sheds light on how the industry adopts the pattern language described in this
research, from the personal experience of 102 professionals.

We have reached new conclusions for each of the following questions:

RQ2. What strategies are adopted for addressing cloud problems? While we

do not evaluate alternative strategies, we can assert that the respondents adopt all
the solutions described in the pattern language to some extent. LOG AGGREGATION
is the most adopted pattern, with an average adoption of 72%. FAILURE INJECTION
is consistently the least adopted pattern with a 17% adoption rate and is a statistical
anomaly when compared to the average adoption rate from other patterns. Its
limited adoption is likely due to the redundancy it requires, making it prohibitively

expensive for most teams.

RQ4. Are companies that develop software for the cloud aware of these

problems and adopt the identified solution? Considering the positive pattern
adoption percentage, we can conclude that developers are aware of these problems,

and many already implemented some of our patterns to solve them.

RQ5. What characteristics influence the emergence of specific problems when

developing software for the cloud? The survey characterized the respondent’s
company using three variables: product operation strategy, company size, and
monthly active users. The collected data demonstrates that the mean pattern
adoption increases with company maturity for the three variables studied. The sole

exception was for companies with 10k — 100k active monthly users, possibly as a
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result of a non-representative sample in this population. While there is a noticeable
increase for all variables, only with the active monthly users can we observe a
statistically significant variation between the mean pattern adoption, specifically
with the < 100 and > 1M groups. We can conclude that the most influencing
company characteristic is the number of active monthly users. We believe that this
is the best driver for growth, hence, for inducing the scalability requirements that

motivate the adoption of the patterns in our language.

11.5 Threats to Validity

Other works before ours have sought to validate patterns empirically [Sal00; TKPO04;
Rol+00], but empirical research methods are not without liabilities that might limit the
extent to which we can answer our research questions. We identified the following threats

to the validity of the conclusions and discussed their impact on this research.

11.5.1 Construct Validity

Using a questionnaire is a common strategy to gather data from a broader audience, but

practical considerations tend to limit the type of data captured to be closed responses.

We could mitigate this by resourcing to other methods in the future, e.g. allowing arbitrary
text in the response form or performing direct interviews. That would enable a deeper
understanding of each approach and particularities, with the added challenge of scaling
the answers. Nonetheless, because each strategy has its specific advantages, this research
contributes to a future meta-analysis that could empower the statistical significance of

our findings.

11.5.2 Internal Validity

It is possible for the responses to be inaccurate due to poor question wording or
unclear language [MBV06]. We tried to minimize this threat by accompanying questions
with a description and rationale, including relatable examples whenever possible. The
questionnaire was disseminated online through social networks, direct contacts, and
forums. No measure was taken to verify the respondents’ identity, background, or the

truthfulness of their responses.
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11.5.3 External validity

Coverage error, refers to the mismatch between the target population and the frame
population [Cou00]. In this scenario, our target population was cloud professionals, while
the frame population was all users who gained access to the link to the questionnaire. We
did not take any measures to verify the identity of the respondents. Therefore, some might
not possess the profile and knowledge needed to respond to the questionnaire. We have
included an introductory text in the questionnaire to filter out individuals not belonging
to our target population.

Sampling errors are possible, given that our sample is a small subset of the
target population. Repeating the experience would necessarily cover a different sample
population, and likely attain different results [Cou00]. Assuming that responses follow a
normal distribution about its mean, a large-enough sample can mitigate this threat, which
can be evaluated by seeing if 95% of the responses are within two standard deviations
from the mean.

Nonresponse errors are introduced by not receiving responses from the chosen target
population [Cou00]. Although we disseminated this survey through specific channels, we
cannot assess how many of these participated in the survey, so this is an unmitigated
risk. As the respondents were volunteers, there might be a bias towards those who have
an affinity with the topic. Professionals without interest in the subject would be less
likely to respond, as they might feel that they had nothing to contribute.

Multiple responses for the same project, which might result from different team
members answering the questionnaire, which would introduce errors in our analysis. We
mostly discard this threat by making sure that there are no repeated companies in the
answers.

Measurement errors refers to the deviation in a response from its actual value. It
can result from a lack of motivation, comprehension problems, or intent to damage the
study [Cou00] deliberately. To mitigate this risk, we made the questionnaire as short
and as clear as possible, so that any volunteer would reply to the questionnaire in a few
minutes while preventing partial submissions.

The expertise of engineers influences their cloud approach. The personal experience
might be derived from past projects or higher education. Similarly, incorrect project
perception would have lead to incorrect responses due to a misunderstanding of how
their system was designed. Given that we have not captured the respondents’ expertise,
we cannot evaluate how both threats impact our data.

The product’s start date can influence its cloud approach. A product started before
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the cloud computing era may still make use of processes and practices that are not aligned
with cloud computing. We would like to capture this metric in future iterations of our

survey.

11.6 Conclusion

The goal of this survey is to shed some light on how the industry adopts the pattern
language for developing software for the cloud described in Chapter 6 (p. 69). It does
so based on the experience of 102 professionals and by seeking answers to three research

questions:

11.7 Summary

This chapter described a survey complementing the validation of our pattern language,
initially described in the case study from Chapter 10 (p. 149) by reaching a broader
audience and understand how they implement the pattern language.

The data analysis demonstrates that, despite small, there is a correlation between the
number of patterns adopted and the product operation strategy, number of active users,
or company size. We can use these correlations as an indicator of how relevant these
patterns are for maturing the cloud practices of cloud professionals.

During this chapter, we address the following Research Questions (RQs):

RQ2. What strategies are adopted for addressing cloud problems?
While we do not evaluate alternative strategies, we can assert that the respondents

adopt all the solutions described in the pattern language to some extent

Are companies that develop software for the cloud aware of these problems
and adopt the identified solution?
We observe that the overall adoption of all patterns is 55% and that most companies
implement at least one pattern, with only 2 out of the 102 not implementing any

pattern.

What characteristics influence the emergence of specific problems when
developing software for the cloud?
We survey 102 professionals and evaluate three company characteristics along
with their pattern adoption: product operation strategy, active monthly users, and

company size. For all three, we observe that there is an increase in mean pattern
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adoption as companies mature, except for the 10k — 100k interval of active monthly
users, likely due to a bad sample. This observation is statistically significant with
the active monthly users variable, mainly with the < 100 and > 1M populations.
The active monthly users were the most influencing metric while evaluating the
number of patterns adopted, which allows us to conclude that the number of monthly
users influences the scalability requirements and motivate professionals to adopt new

patterns from our language.

While the results observed were aligned with our hypothesis, the volume of responses
and the queried population sample might not represent the global population of cloud
professionals. Future work should improve the number of responses to improve the results’
quality and correlation confidence. A new study could also try to understand the motives
for the variations in pattern adoption in the different analyzed intervals. A larger-scale
interview could provide relevant data for such an assessment.

Also, it would be relevant to analyze this data from an operations research standpoint
to identify the ideal order in which patterns should be adopted, creating a detailed
adoption guide for the pattern language. Such a study could benefit from company
characterization and identify optimal pattern implementation sequences for different

company characteristics.
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The widespread of the Internet-enabled unprecedented growth in the number of
applications achieving global reach. Cloud computing provided the technology to facilitate
building such applications. With the paradigm, along came the need for new architectures,
practices, and tools. With this work, we contribute to the field of Software Engineering,
specifically to the domain of cloud computing with a pattern language of twelve patterns,
ten of which novel from this work. We then validate the adoption of these patterns in
the industry employing a case study with five local startups and a survey with over 100
industry professionals. As a direct or indirect result of this research, we have authored 18

papers for peer-reviewed conferences, listed in Appendix C (p. 255).

12.1 Research Questions

The information made available for supporting cloud application design is often a result
of personal experience and limited observation, biased to specific application contexts,
lacking strong scientific support, and adaptability to specific contexts. That might be the
reason why still in 2019, the lack of cloud expertise is one of the most critical challenges

for cloud development [Rigl9].
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This work was driven by five research questions directly related to our hypothesis. We

can conclude that:

RQ1. What are the recurrent problems when developing software for the
cloud?
Cloud applications introduce development challenges, viz., (1) being able to scale,
(2) coping with dynamic infrastructure and service orchestration, (3) discovery,
(4) monitoring, (5) isolation, (6) messaging, (7) availability, (8) reliability,
(9) resiliency, and (10) security (see Chapter 3). While cloud development has
been around since 2006, addressing these concerns continues to be challenging, with
lack of quality resources and expertise being the most severe limitation in cloud
development. In this dissertation we focus on 10 recurrent problems (P) in cloud
computing (cf. Chapters 6 to 9). There are obviously tens to hundreds of other
relevant recurrent problems while designing software for the cloud, which could be

researched in future iterations of this work. In this context, we address the following:

P1. Deploying a service to a host couples it with the operative system, possibly

introducing side effects with other services in the same host, or the host itself;

P2. Manually operating software at scale, particularly in architectures that favor

microservices and their cooperation, is an error-prone, slow and costly process;

P3. Services will eventually fail in the long run and need to be recovered in a timely

and orderly fashion;

P4. Short-running jobs need to be scheduled and orchestrated using dynamic
infrastructure without permanently allocating resources, possibly requiring

ephemeral hardware to execute;

P5. Resilience mechanisms are triggered when the software is failing. Since systems
are designed to work correctly, the status quo resists to a continuous verification
of the correctness of those mechanisms. To ensure resilience, we need to exercise

failures to evaluate their impact;

P6. The information required to debug failures is often lost during their first

occurrence due to insufficient log verbosity;

P7. Services orchestrated at scale produce widely disperse information, resulting

in a complicated process to navigate and correlate multiple sources;

P8. Monitoring an application from its inner layers results in an incomplete or

biased version of the reality;
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P9. In a dynamically allocated infrastructure, services require a discovery strategy

to establish a communication channel;

P10. As the volume and complexity of interacting services increase, point-to-point
communication channels become unmanageable, hindering fault-tolerance,

resiliency, and scalability.

RQ2. What strategies are adopted for addressing cloud problems?
As developers attempt to address the aforementioned problems, recurrent solutions
began to emerge. The following solutions, that we captured in pattern form, address

those problems:

Containerization. Use a container to package the service and its dependencies

and enable its isolated programmatic deployment;

Orchestration Manager. Adopt an ORCHESTRATION MANAGER to coordinate,
manage and distribute multiple cloud services while abstracting the underlying

infrastructure, fulfilling the service requirements;

Automated Recovery. Include checks and recovery strategies in the instructions
provided to the ORCHESTRATION MANAGER to orchestrate containers, enabling

it to monitor and recover failing containers;

Job Scheduler. Deploy a scheduler service along with the ORCHESTRATION
MANAGER that can instruct it to allocate one time or periodic jobs, releasing

their resources for reuse in the cluster when they complete;

Failure Injection. Generate atypical events at both the application and
infrastructure level, exercising the available recovery mechanisms to verify the

application’s resilience;

Preemptive Logging. Adjust logging verbosity in services and servers within
acceptable resource limits, maximizing the probability of capturing relevant

information for addressing future issues right from their first occurrence;

Log Aggregation. Aggregate and index all service and server logs in a central
repository, providing the team with a centralized system to query and visualize

execution logs;

External Monitor. Test the application’s public interfaces from an external

source, increasing the confidence over the application’s status;
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Service Discovery. Abstract service network details by relying on an external
mechanism that facilitates communication and balances traffic between two

services;

Messaging System. Use a MESSAGING SYSTEM, colloquially known as message
queue, to abstract service placement and orchestrate messages with the optimal

routing strategy between them.

RQ3. What driving forces influence how strategies are implemented?

Each problem described is frequent in the context of cloud development.
Nevertheless, the context under which the problem is observed can influence how
the solution needs to be curated to adjust to the specific case. Each problem will
have its variants that need to be considered and adapted while implementing the
solution. Our pattern language introduces a list of forces for each pattern, describing
how the problem can vary. Solutions can often be adjusted based on these forces for
a better fit in their context. The solutions to our patterns take into consideration
several forces, some of which being (1) automation, (2) decoupling, (3) isolation,
(4) latency, (5) portability, (6) reliability, (7) resilience, (8) resource allocation,
(9) scalability, (10) security, and (11) supervision, cf. Chapters 6 to 9 (pp. 69, 77,
117 and 135).

RQ4. Are companies that develop software for the cloud aware of these
problems and adopt the identified solution?
Patterns, by definition, are observations of the strategies applied by developers
to recurring problems. Such does not mean they capture (1) the best practice for a
problem, nor that (2) professionals are aware and use those practices. To validate our
pattern language’s relevance, we produce a case study by interviewing five companies
and evaluating how they are designing their cloud software. These interviews let us
understand which patterns they use and how. Companies that operate multiple
independent instances of their product implemented all but one pattern from our
language. They highlight that automation is essential to prevent human error and
make operations efficient. In contrast, the other companies implement at most three
patterns from the language, intending to adopt two more patterns in the near
feature. We ask the five companies what would be needed to scale their application
considerably, and those that adopted most patterns considered scaling to be trivial
to scale, given the required computational resources. The others considered they
would have to change their design, often referring to the need to implement new

patterns to cope with the new scale. The case study enabled us to iterate some of
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our patterns with new forces and implementation details that we have not previously
observed, cf. Chapter 10 (p. 149).

In addition to the case study, we also surveyed 102 industry professionals who
responded if they have implemented each pattern into their product, cf. Chapter 11
(p. 191). We learned that 98% of the professionals adopt at least one pattern and that
the mean pattern adoption was of 56% =+ 15.82, meaning that any given professional
is likely to implement a specific pattern 56% of the times. While evaluating the
average pattern adoption considering company and product characteristics, namely
operation strategy, active monthly users, and company size, we have observed an
increase in the average number of pattern adoption with the increase in maturity
for each variable. When hypothesized if there was a strong relationship between
maturity for each variable and the increase in pattern adoption, we only found
statistical significance with the number of active monthly users, which allow us to
conclude that user volume is the critical driver for the appearance of the problems

identified and the adoption of the related pattern.

RQ5. What characteristics influence the emergence of specific problems when
developing software for the cloud?
The pattern language addresses problems that might emerge at different stages for
different companies. To understand if and what company characteristics influenced
the adoption of specific patterns, we surveyed over 100 professionals, cf. Chapter 11
(p. 191). Along with their pattern adoption, we asked them to classify their company
regarding three variables: (1) operation strategy, (2) the number of active monthly
users, and (3) company size. We then analyzed the pattern adoption for each of
these variables. We learned that, as companies mature, that is, as the operation
strategy or volume of active monthly users increases or the company grows, they
tend to adopt more patterns. While the mean pattern adoption is increased for all
three variables, the difference is statistically significant only with the number of

active monthly users, mainly in the lowest and largest user bucket.

12.2 Hypothesis Revisited
The Research Questions (RQs) drove this research intending to address our main
hypothesis:

While engineering software for the cloud, there are categories of recurring

problems, which solutions converge from good design principles, that adjust
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to the context where they emerge. Their adoption is a consequence of (1) the
awareness a team has of a problem, (2) the characteristics of the product and

the company, and (3) the way these solutions relate amongst themselves.

The answers to those RQ)s allow us to deconstruct and discuss how we have addressed

the hypothesis:

While engineering software for the cloud, there are categories of recurring
problems. We identify twelve of these recurring problems from cloud software
development. They are classified into four categories: automated infrastructure
management, orchestration and supervision, monitoring, and discovery, and

communication.

Solutions to recurring cloud problems converge from good design principles.
For each recurring problem, we were able to refer or mine a solution strategy in the
form of a pattern. The patterns could be observed in the wild with at least three
independent implementations. They provide engineers with detailed instructions to

solve the identified recurrent problems.

Solutions are adjusted to the context from where they emerge. Solutions mined
as patterns are flexible, with a set of forces that can be balanced in a multitude of
ways to fit the implementation’s context better. The proposed patterns identify such

forces and provide implementation details that balance these forces.

The solution’s adoption is a consequence of the awareness a team has of
a problem. We evaluate how familiar cloud professionals are with the identified
problems by performing a case study and a survey, measuring how often the pattern

language is adopted in the industry.

The adoption of the solutions is a consequence of the characteristics of the
product and company. We identify several relations between the product and
company’s maturity and the average number of patterns a team adopts. We observed

that these relations are particularly relevant to the volume of active monthly users.

The adoption of the solutions is a consequence of the way these relate amongst
themselves. In a given context, multiple recurring problems are likely to emerge
together. A pattern language goes beyond identifying solutions to independent
problems by elaborating on the relationships of the problems and solutions identified.
We not only identify the pattern relationships in our language but statistically verify

those relationships with our survey.
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12.3 Main Contributions

This dissertation contributes to the field of software engineering, and particularly to cloud
computing, with (1) a literature review of the state of the art of design patterns for cloud
software development, (2) a reference architecture for cloud computing, (3) a pattern
catalog, and respective industry case study of cloud and DevOps practices, (4) the pattern
language, and (5) the validation composed by a case study with five companies and survey
with 102 professionals. Figure 12.1 (p. 223) visually identify the contributions made during
these stages towards the domain of Software Engineering, revisited in the remainder of

this section.

( Literature \
fundaments \ Review / fundaments

fundaments

A4

Cloud and
DevOps Patterns
Catalog

influences influences

Pattern
Language
validates

Industry Survey Indussttl:)éyc e

Figure 12.1: Relationship between the contribution items of this research.

Reference Cloud
Architecture

12.3.1 Review of the State of the Art

In this work, we revisit the concepts that motivated cloud computing in Chapter 2 (p. 11).
Later in Chapter 3 (p. 25), we identify the intricacies of cloud computing, along with the
resources available for supporting software development for the cloud. We acknowledge
and discuss the recurrent problems for developing for the cloud, asked in RQ1, recognizing
that the lack of expertise is the most relevant driver constraining cloud development. This
literature review systematizes knowledge regarding cloud design practices and how authors
have contributed to it using patterns. It supports the remaining of our research and can

be used by other authors to support their work as well.

12.3.2 Reference Cloud Architecture

As researchers and engineers, we considered essential to become experts in the topic

of cloud computing, not only theoretically, but with hands-on experience. Chapter 5
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(p. 55) describes how we have approached the subject by contributing with a reference
architecture for a cloud application of a research project and a case study with Portuguese
startups regarding their cloud operations practices and tools.

Section 5.1 (p. 55) described the contribution for a publicly funded research Ambient
Assisted Living for All (AAL4ALL), to which we have supplied a reference cloud
architecture and prototype to orchestrate the message passing between components in
the ecosystem, ensuring scalability, security, and privacy. Despite being implemented
considerably before the development of the pattern language, it already applied several
of the patterns we would later identify and capture. Part of this contribution proposed
a test bench for experimenting with cloud architectures, which culminated in a journal
publication, in Appendix C.2.9 (p. 263).

12.3.3 A Pattern Catalog for DevOps and Cloud

Once we had sufficient experience with cloud architectures, tools, and practices, we
understood that we needed to learn how the industry was addressing those same challenges.
Section 5.2 (p. 62) described a case study where we have interviewed 25 companies
developing software, inquiring them about the tools and development practices and their
usage for cloud development, enabling us to address RQ2. We created a pattern catalog
with 13 patterns. We applied the catalog in an experiment with a local startup, which
demonstrated an increase in multiple development efficiency metrics after the team was

provided with the pattern catalog and two weeks to implement the patterns.

12.3.4 Patterns and Pattern Language

We captured recurring problems and their solutions in the form of ten novel patterns
supported by our previous research. Further literature research and experimentation
empowered us to address RQ3 and write these patterns. While trying to answer RQ4,
we identified the intricacies of each problem-solution pair as a list of forces. A particular
combination of these forces generated a unique configuration of the problem, which
required balancing to find a solution fit to the problem.

These ten novel patterns evolved into a pattern language, depicted in Figure 12.2
(p. 225), helping professionals navigate the language by clarifying the most relevant
pattern relationships. To further guide the cloud professional to implement these patterns,
Section 6.4 (p. 74) describes a particular sequence of adoption for these patterns for

implementing a simple web application.
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Figure 12.2: Pattern map for the pattern language for engineering software for the cloud,
depicting the relations between the patterns. The dashed rectangles limit each
pattern category.

12.3.5 Thesis Validation

We have cited arguments in favor of the implicit validation of patterns, which state that
they are, by definition, valid, since they are just capturing the reality observed in the
wild, being accepted as such once three occurrences are observed. Nevertheless, we can
only say that patterns present a solution to which some developers converged, not the best
solution for a given problem. A perfect solution would demand a deterministic context,

which is nearly nonexistent in software engineering. We capture the drivers that make

each problem unique as pattern forces, which we help balance in our solution description.

Capturing forces is a continuous pursuit for the pattern author, as it is also difficult to
be sure that all possible drivers are identified.

To verify that our patterns were applicable to the industry, we designed a two-step
complementary validation strategy that provided us with additional knowledge for

iterating the pattern’s specification.

Industrial case study. We started with a case study with five startups to evaluate
how they related to the pattern language. We used semi-structured interviews,
following a script but motivating the respondents to delve into the intricacies of
their systems and design decisions. Using a methodology using open responses
enabled us to capture new knowledge that further improved our pattern language.
This process was described in Chapter 10 (p. 149) and addresses RQ2, RQ4, and

22
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RQ5. Despite the confined statistical significance, we were able to gather additional
knowledge for iterating our pattern language with new forces and more detailed
solution descriptions. We observed that companies at different stages have different
cloud requirements, and that reflects on their practices and patterns implemented.
A study with a larger audience would help identify how company maturity was

influencing pattern adoption.

Pattern language adoption survey In Chapter 11 (p. 191), a survey inquired over
100 cloud professionals to understand what patterns they were applying in their
cloud products and classify their company maturity in terms of operation strategy,
number of active monthly users, and company size. We observed that for the three
variables, a correlation exists between the company maturity and the mean number
of patterns implemented. We were able to address RQ2, RQ3, and RQ5.

These two validation strategies complemented each other. The interviews provided an
understanding of how respondents build their cloud software despite the limited number
of interviewed subjects. The survey provided less information regarding the respondent’s
cloud design, but inquired a larger population, enabling statistically relevant conclusions
from the captured data. Together, they allowed to thoroughly understand how companies
address cloud development and the product and company characteristics that influence

pattern adoption.

12.4 Future Work

We have merely begun the work needed to thoroughly capture the vast cloud design
knowledge being applied by professionals for building cloud applications.

Expand the pattern language. This work addresses 12 recurrent problems from
engineering software for the cloud. These problems only begin to address the overall
set of problems developers have to address while designing their software. We would
like to see this language expanded to tens or hundreds of patterns and becoming a
reference for engineers. Expanding the language would benefit from the cooperation
with other authors, possibly expanding their existing work to the level of maturity

that we propose.

Evaluate the solution’s strategies. The solutions we capture on the ten novel

patterns in our pattern language describe strategies to address the identified
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recurrent problems. While we have observed multiple success cases with the
application of each one of these strategies, we cannot assert that these are the best
solutions for the problems. This research would be improved with an investigation
for alternative solutions for each problem identified, and an increased discussion on
how alternative implementation strategies influence the overall design of the product

and balance of the forces.

Pattern improvement Regarding the completeness and correctness of the pattern
language, we consider that both can continuously be improved, ideally via additional
case studies. Despite interacting with only five companies, we have acquired
knowledge regarding cloud approaches, capacitating us to improve and grow the
pattern language, making it more accurate, complete, and useful for the pattern
adopter. It is then logical that additional case studies would deepen the knowledge of
how professionals are addressing the cloud, which would translate into an enrichment
of the pattern language with more complete and original patterns. The ideal scenario
would be to continue to conduct case studies and improve the language for as long

as it will generating new knowledge.

Pattern adoption sequence guideline. Future work could apply observational
methods to evaluate how companies developing products from scratch address these
challenges. A large enough sample would allow capturing the natural adoption
sequence for the patterns in the pattern language, allowing the creation of a concrete

adoption guideline.

Improve the survey. The survey presented in Chapter 11 (p. 191) is not without
flaws. We concluded that the number of employees in the company is not a relevant
metric to evaluate, given that this does not hint on the size and experience of the
engineering team working on the product. Repeating the survey asking how many
engineers are working on the product and what is their accumulated experience could

provide new insights on how engineering expertise can influence pattern adoption.

Pattern Language impact experiment. We would like to evaluate the impact of
the pattern language in a controlled experiment, where a first would solve a cloud
challenge empowered with the pattern language, while the control group would have
to solve the same challenge without the language. We theorize that the first group
would outperform the other in terms of development speed and overall solution
quality. We expect this study to be complex to execute, as the challenge would be

troublesome and require several days to complete. Obtaining a relevant sample of
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professionals, or ideally, of teams of professionals, with the availability to commit
to the experience, would likely be very difficult without paying those professionals.
On a smaller scale, a quasi-experiment could also be designed with volunteers who
would have to solve a set of smaller cloud-related problems, with and without the
pattern language, evaluating the efficiency and quality that adopting the pattern

language could bring to cloud software development in the short-term.

Participatory Observation. We would like to conduct an experiment with
participatory observation, similar to the one described at the end of Section 5.2
(p. 62), in which we would provide the pattern language to actual professionals,
evaluating how they improve their practices when while applying it. We would
evaluate performance metrics from the company before, during, and after the

experiment to measure improvements resulting from adopting the pattern language.

Bridge knowledge to other application domains. Cloud computing pioneered
the facilitated access to large scale computation, which motivated several new
topics within Software Engineering, such as Serverless, Internet of Things, or Fog
Computing to emerge. We believe that most concepts introduced in this research
apply to those fields as well, while at a different scale, or requiring minor adjustments.
We would like to cooperate with researchers from these fields to evaluate if some of

these patterns could be expanded or rewritten in the context of their research field.

12.5 Epilogue

Cloud Computing brought exciting changes to how we build software. On the one hand,
it provides building blocks to develop very complex applications. On the other hand,
it enabled developers to run their applications at an unprecedented scale without a
prohibitive initial cost. Together, they empower developers to build applications that
reach users on a global scale, making technology an incredibly attractive platform to
develop new or improved businesses.

Enabled by cloud computing, technology continues to expand to new domains.
Smartphones and Internet of Things (IoT) are becoming ubiquitous, factories and cities
becoming smart, and Machine Learning enabling personal assistants to each one of us.
With only 14 years since the cloud was introduced, we can only imagine how the future
will be. We hope this work can keep expanding and empower future generations of cloud

applications.
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To those reading this dissertation as inspiration for your own, allow me to share with
you the advice I got from a senior professor when I was starting. If you want to complete
your Ph.D., dont change the place where you live, don’t get a new girlfriend, don’t get a
job, don’t change a thing, focus on your Ph.D., work hard, you’ll have time for everything
else once you are done. You will have plenty of time to do everything else later in life. Well,
I failed to follow this advice. All of it. Multiple times. But I was pretty happy at failing
them. By doing so, I have learned a lot in life and in the industry along the way. That
positively reflects on who I am today, personally and professionally, and in the contents
of my Ph.D. So, my advice differs from the one above. To become a Doctor in Philosophy
is an arduous path. If you are to cross it, find a subject you are passionate about, which
you would even research in your free time. Keep your head high during stressful times,
and there will be some. Please don’t ignore the outside world. You can learn much from
it. Work a lot and have fun! If you stay focused, the rest will play out by itself. If you
need more help, we wrote a paper that might help [FRS19]!

A final word goes into answering that recurrent uncomfortable question: have you

finished your dissertation yet? Yes!
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Appendix A

Cloud and DevOps Preliminary Survey

A.1 Interview Protocol

A.1.1 Interview Guide Product (IGP)

IGP1. What type of product do you develop?
IGP2. What is the scale of that product? Number of countries, number of users?

IGP3. Do you have an SLA or some requirements that impact your work?

A.1.2 Teams (T)

T1. How many teams do you have?

T2. What is the size of each team?

T3. Are teams specialized, or do they have multiple specializations working together?
T4. Do teams interact with each other?

T5. How are teams seen from an external perspective? Are they autonomous?

T6. How do you manage your workload? Do you use SCRUM, Kanban, or other?

T7. How do team members communicate among themselves?

A.1.3 Pipeline (P)

P1. How long does your code take to go from idea to production?
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P2.

P3.

P4.

P5.

P6.

pP7.

Ps.

What are the states that your code goes through before reaching a production

environment?
What triggers the transition between states?

What kind of tests do you develop? Which teams are involved in that process?
When do they run?

What happens in each of the pipeline states?
In each state, which teams intervene and what do they do?

What processes did you automate? Did you choose not to automate some? If so,

why?

How do you handle your deployment process? Which tools do you use? Do you use

containers or Virtual Machines (VMs)?

A.1.4 Infrastructure Management (IM)

IM1. How do you scale? Horizontally or vertically?

IM2. Does scaling happen automatically?

IM3. What can make infrastructure scale up/down?

IM4. How is infrastructure increased?

IM5. How do you lift new instances of your infrastructure? Is it automatic

A.1.5 Monitoring and Error Handling (MEH)

MEH1. What metrics do you collect from running servers?

MEH2. What do you see as errors?

MEH3. What process do you follow to solve errors after they are detected?

MEH4. When errors are detected, who is notified? How is the notification sent?

MEHS5. If errors are detected before the software reaches production, what do you do?
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A.2 Preliminary Survey Responses

Responses were gathered by individually interviewing 25 companies, mostly based out of
Porto and Lisbon, Portugal. Results are described in Table A.1 (p. 236) and Table A.2
(p. 237).
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Appendix B

Survey

B.1 Questions

The following pages describe the survey disseminated amongst industry professionals to
assess their pattern language adoption, detailed in Chapter 11 (p. 191). The following
pages include the original questionnaire, while Appendix B.2 (p. 246) describes the

individual responses.



Cloud Patterns Adoption Survey

The answers to this questionnaire will create a clear picture of how cloud patterns are adopted
throughout software development companies of all sizes. The patterns were captured as part of the
Ph.D. work by Tiago Boldt Sousa at the Faculty of Engineering, University of Porto.

If you are working with multiple cloud applications, please consider your main/largest product or the
one you are more familiar with for answering these questions.

Please leave your email in the comments if you would like to get further information about this
research.

Thanks in advance,
Tiago Boldt Sousa

* Required

1. Product operation strategy *

Consider how you deploy your software, regarding the users that it is intended for.
Mark only one oval.

One system per customer (Private deployment for each customer, private to his users)

Single system, multiple customers (shared platform for any customer, e.g. Netflix,
Facebook)

Single system for single customer (only one deployment for a specific group of users)

Other:

2. Active monthly users *

Consider the average number of users for your platform, across all system instances
Mark only one oval.

<100

100 - 1 000
1000 - 10 0000

10 000 - 100 000
100 000 - 1 000 000
> 1000 000

3. Adopted Cloud Providers *
Check all that apply.

Amazon Web Services
Google Cloud
Microsoft Azure
Private Infrastructure
Hybrid / Multicloud

Virtual Private Server

Other:



4. Have you adopted Infrastructure as Code? *

You automate your infrastructure and deployment operations programmatically. Example:
Terraform, chef, ansible.
Mark only one oval.

Q Yes, for the entire system

() Yes, partially

Q Under assessment or development
() No, but we would like to

(") No, itis not relevant

Q | don't know / | don't want to answer

5. Have you adopted Automated Scalability? *

Your system scales dynamically to adjust to elastic traffic. Example: AWS EC2 Auto Scaling.
Mark only one oval.

@ Yes, for the entire system

() Yes, partially

Q Under assessment or development
(") No, but we would like to

(") No, itis not relevant

Q | don't know / | don't want to answer

6. Have you adopted Containerization? *

Deploying a service to a host couples it with the operative system, possibly introducing side

effects with other services in the same host, or the host itself. Containerization proposes the
usage of containers to package the service and its dependencies and enable its isolated and
programmatic deployment. Example: Docker

Mark only one oval.

Q Yes, for the entire system

Q Yes, partially

Q Under assessment or development
Q No, but we would like to

(") No, itis not relevant

Q | don't know / | don't want to answer

7. Have you adopted an Orchestration Manager? *

Deploying and updating software at scale is an error-prone, slow and costly process. Such can be
facilitated by adopting an Orchestration Manager to coordinate, manage and distribute multiple
cloud services while abstracting the underlying infrastructure, fulfilling the service requirements.
Example: Kubernetes, Mesos + Marathon.

Mark only one oval.

Q Yes, for the entire system

() Yes, partially

Q Under assessment or development
(") No, but we would like to

Q No, it is not relevant

Q | don't know / | don't want to answer



8. Have you adopted Automated Recovery? *

10.

Services may fail during execution and need to be recovered in a timely and orderly fashion.
Including health checks and recovery configurations in the instructions used for the Orchestration
Manager to orchestrate containers, enables it to monitor and recover failing containers. Example:
Kubernetes Pod Lifecycle.

Mark only one oval.

Q Yes, for the entire system

() Yes, partially

Q Under assessment or development
(") No, but we would like to

(") No, itis not relevant

@ | don't know / | don't want to answer

. Have you adopted a Job Scheduler? *

Cloud applications require frequent short-running jobs to be scheduled, which must be
orchestrated across a dynamic infrastructure without permanently allocating resources. A
scheduler service running along with the Orchestration Manager can instruct it to allocate one
time or periodic jobs, recovering their resources to the infrastructure when they complete.
Example: Kubernetes Cronjobs.

Mark only one oval.

Q Yes, for the entire system

() Yes, partially

Q Under assessment or development
(") No, but we would like to

Q No, it is not relevant

(") Idon'tknow / I don't want to answer

Have you adopted Service Discovery? *

Services might lack the network information required to communicate with other dynamically
allocated services. Communication can be achieved by abstracting service network details by
relying on an external mechanism that facilitates communication and balances traffic between two
services. Example: Kubernetes DNS, Marathon reverse proxy.

Mark only one oval.

Q Yes, for the entire system

Q Yes, partially

Q Under assessment or development
() No, but we would like to

(") No, itis not relevant

C} | don't know / | don't want to answer
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12.

13.

Have you adopted a Messaging System? *

As service instances increase, communication between services needs to be abstracted, enabling
proper balancing between instances. This communication strategy is required to be fault-tolerant
and scalable to maintain the application's resiliency. As a solution, a messaging system,
colloquially known as message queue, can abstract service placement and orchestrate messages
with multiple routing strategies between them. Example: RabbitMQ, Kafka.

Mark only one oval.

O Yes, for the entire system

() Yes, partially

D Under assessment or development
(") No, but we would like to

(") No, itis not relevant

O | don't know / | don't want to answer

Have you adopted Failure Injection? *

Resilience mechanisms are triggered when software is failing. Since systems are designed to
work correctly, the status quo prevents us to from continuously verifying the correctness of those
mechanisms. We need additional strategies to minimize the probability of failure in production due
to faulty resilience strategies. Failure injection software can generate atypical events at both the
application and infrastructure level, exercising the available recovery mechanisms, verifying the
application's resilience. Example: ChaosMonkey from Netflix .

Mark only one oval.

Q Yes, for the entire system

() Yes, partially

Q Under assessment or development
(") No, but we would like to

(") No, itis not relevant

O | don't know / | don't want to answer

Have you adopted Preemptive Logging? *

The information required to debug issues in software is often lost during their first occurrence due
to insufficient log verbosity. By adjusting logging verbosity preemptively in services and servers
within acceptable resource limits (CPU, storage, others), the team maximizes the probability of
capturing relevant information for addressing future issues right from their first occurrence.

Mark only one oval.

O Yes, for the entire system

() Yes, partially

O Under assessment or development
() No, but we would like to

() No, itis not relevant

O | don't know / | don't want to answer
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15.

16.

17.

18.

Have you adopted Log Aggregation? *

Services orchestrated at scale produce disperse logs, resulting in a troublesome process to
acquire and correlate those who come from multiple sources. This pattern suggests the
Aggregation and indexing all service and server logs in a central repository, providing the team
with a centralized system to query and visualize execution logs. Example: Kibana, GrayLog.
Mark only one oval.

Q Yes, for the entire system

() Yes, partially

C) Under assessment or development
(") No, but we would like to

(") No, itis not relevant

@ | don't know / | don't want to answer

Have you adopted External Monitoring? *

Monitoring an application from inside the infrastructure that hosts it will result in an incomplete and
biased version of the reality, for example, given the inability to observe issues such as lack of
Internet connectivity or abnormal latency to the application. External Monitoring suggest testing
the application's public interfaces from an external source, providing an unbiased awareness of
the application's status. Example: StatusCake, Pingdom.

Mark only one oval.

C) Yes, for the entire system

() Yes, partially

Q Under assessment or development
(") No, but we would like to

Q No, it is not relevant

() Idon'tknow / I don't want to answer

Your role in the product development *
Mark only one oval.

CTO

CEO

ClO

Senior Engineer
Engineer
Architect

Team leader

Other:

00000000

Number of collaborators in the company *
Mark only one oval.

() 1-10
() 11-50
() 51-250
() >251

Company name



19. Country

20. Comments

Please let us know if you have any interesting detail to share regarding your infrastructure,
application architecture, or this questionnaire. Feel free to share your email if you want to receive
further details about this research.

Thanks for your collaboration!
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B.2 Responses

We got 102 responses to the survey from companies from all geographic regions,
sizes, and levels of maturity. Some respondents shared their place of work, so we
know we have reached the following companies: ABC, Agfa Healthcare, B6, Barkyn,
be.ubi, BySide, BytePitch, Codavel, Comcast, CompStak, CustomerGauge, Dataform,
Desjardins, DigitalOcean, E-goi, Eondeotec, FARO Technologies, Facebook, Feedzai,
Hostelworld, InVision, Infraspeak, Insight Software, Lead Forensics, Loqr, Mindera,
OLR/E2X, PaddyPowerBetfair, Pigeonlab, Playax, Reach plc, Scalyr, Smarkio, Trinity
Mirror, Ultimaker, Utility warehouse, VMuse, Lda, Velocidi, XING, Yahoo!JAPAN, and
Yapily.

Responses are individually listed in the tables in this section. Responses are identified
with an anonimized sequential ID to hide the relation between the company name and
their responses. Table B.1 (p. 248), Table B.2 (p. 249), Table B.3 (p. 250) classify the
respondent regarding country, respondent role, product strategy, active monthly users,
and company size. Table B.4 (p. 251), Table B.5 (p. 252),and Table B.6 (p. 253), identify
which patterns the respondent adopted in their product.

Some respondents provided some comments with their responses. Most were email

contacts to receive a follow-up regarding this research. The others were the following:

C1. We are still in a first stage of deploying services to the cloud that support our
desktop software. Current services help bridge customers with the software we
build (logging, crash detections, updates). We started with Azure Web apps (non
containerized, but isolated deployment) and are currently moving to IaC and
containerized apps to make the delivery process better and scalable. Mentioned
collaborator numbers are only for the Portugal team, as though the company is

global, teams work more or less independently.
C2. Hope I didn’t break any nda.

C3. You should have a section for serverless, we did a mixture of containers and Lambda

for our architecture but I couldn’t accurately reflect that given the questions.

C4. Some costumers are on prem, some are on Amazon Web Services (AWS). System
is horizontally scalable (to a degree) and fault tolerant. Cloud patterns adoption
depends on the project / client, going from rudimentary per-machine Ansible to

automated blue green deployments on AWS.

C5. Multiple dozens of billions of requests processed per day.
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C6. I answered single deploy, but in reality we deploy 3 times. We cluster our customer
geographically and we deploy on US, Europe and Australia and each customer have

their own database.

C7. Sorry for not sharing company name - you're asking for potentially sensitive

information. I would not even include that question.
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ID Country Role Product Active Company
strategy = monthly size
users

R1 Portugal Engineer SSMC 1k — 10k 51 — 250
R2 Portugal CTO SSMC 10k — 100k 11 - 50
R3 — Engineer SSMC 10k — 100k 1-10
R4 Portugal Engineer OSPC < 100 > 251
R5 Spain Team Leader SSMC 100k — 1M > 251
R6 Portugal Senior Engineer SSMC 100 - 1k 11 - 50
R7 Portugal Engineer SSMC 100 — 1k > 251
R8 Portugal Senior Engineer SSSC 1k — 10k > 251
R9 Portugal Senior Engineer SSMC 10k — 100k 11 - 50
R10 Portugal CTO SSMC < 100 1-10
R11 Portugal Senior Engineer OSPC 100k — 1M > 251
R12 U.K. Senior Engineer OSPC 1k — 10k 51 — 250
R13 Portugal Engineer SSMC 100 - 1k 1-10
R14 Portugal CEO SSMC 100 — 1k 11 - 50
R15 Canada Developer OSPC 10k — 100k > 251
R16 Portugal Engineer SSMC 100k — 1M 51 — 250
R17 U.K. Engineer SSMC > 1M > 251
R18 Portugal Consultant SSMC 1k — 10k 1-10
R19 Portugal Team Leader SSMC 1k — 10k 11 - 50
R20 Portugal CTO OSPC 100 — 1k 11 - 50
R21 — Engineer SSMC 1k — 10k 1-10
R22 U.K. Team Leader SSMC < 100 1-10
R23 — Senior Engineer OSPC 10k — 100k 11 - 50
R24 Portugal Senior Engineer SSMC 100 - 1k 1-10
R25 Portugal Engineer SSMC 100k — 1M 11 - 50
R26 Germany Engineer SSMC 100k — 1M > 251
R27 U.S.A. Architect SSMC 1k — 10k 1-10
R28 U.K. Senior Engineer SSMC > 1M 51 — 250
R29 U.K. Senior Engineer SSMC 100 — 1k 11 - 50
R30 Portugal Engineer OSPC 100k — 1M 51 — 250
R31 U.K. Senior Engineer SSMC 100 - 1k 11 - 50
R32 — Product owner SSMC 10k — 100k > 251
R33 Portugal Team Leader SSMC 1k — 10k 11 - 50
R34 Portugal Senior Engineer SSSC < 100 > 251
R35 Portugal Engineer OSPC > 1M 1-10

Table B.1: Classification of the respondent from the questionnaires responses (1/3). The product
strategy uses the following acronyms: One System Per Customer One system
per customer (OSPC), Single System Multiple Customers Single system, multiple
customers (SSMC), and Single System for Single Customer Single system, single
customer (SSSC) The responses are divided in two parts. Questions not responded

are identified with a "—

” character.
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ID Country Role Product Active Company
strategy monthly size
users
R36 U.S.A. Senior Engineer SSMC 100k — 1M > 251
R37 Portugal Senior Engineer OSPC > 1M 51 — 250
R38 Germany Senior Engineer SSSC 1k — 10k 11 - 50
R39 Portugal CEO SSMC < 100 1-10
R40 Switzerland CTO SSMC 100 — 1k 1-10
R41 Portugal Senior Engineer SSMC 10k — 100k > 251
R42 Brazil CTO SSMC 100 — 1k 1-10
R43 Portugal Senior Engineer SSMC 100k — 1M > 251
R44 Portugal Engineer SSMC < 100 > 251
R45 — Engineer SSMC 100k — 1M 51 — 250
R46 U.S.A. Senior Engineer OSPC 100k — 1M > 251
RA47 — Team Leader SSSC < 100 > 251
R48 Portugal Senior Engineer SSSC 1k — 10k 1-10
R49 U.K. Senior Engineer OSPC < 100 51 — 250
R50 — Engineer SSSC 1k — 10k 1-10
R51 — CTO SSMC 1k — 10k 1-10
R52 U.K. Engineer SSMC > 1M 51 — 250
R53 Portugal Engineer SSMC < 100 1-10
R54 Portugal Head of SSMC 100k — 1M 51 — 250
Innovation and
Research

R55 Portugal CTO SSMC 100k — 1M 11 - 50
R56 Portugal Senior Engineer SSMC < 100 1-10
R57 Portugal Engineer SSMC < 100 11 - 50
R58 Spain Architect SSMC 100k — 1M 51 — 250
R59 U.S.A. Senior Engineer SSMC 100k — 1M > 251
R60 — Architect SSSC < 100 1-10
R61 U.K. Engineer SSMC 1k — 10k > 251
R62 Germany Team Leader SSMC 10k — 100k > 251
R63 Portugal CTO SSMC < 100 1-10
R64 Portugal Architect SSSC < 100 11 - 50
R65 U.S.A. Engineer OSPC 10k — 100k 11 - 50
R66 Ireland Engineer SSMC > 1M 11 - 50
R67 — Team Leader SSMC 100 — 1k 11 - 50
R68 Netherlands Engineer SSMC 1k — 10k 11 - 50
R69 Portugal Engineer SSMC > 1M > 251
R70 Luxembourg Product Manager SSMC 100 - 1k > 251

Table B.2: Classification of the respondent from the questionnaires responses (2/3). The product
strategy uses the following acronyms: One System Per Customer OSPC, Single
System Multiple Customers SSMC, and Single System for Single Customer SSSC
The responses are divided in two parts. Questions not responded are identified with

a ”—” character.
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ID Country Role Product Active Company

strategy = monthly size

users
R71 Italy Senior Engineer SSMC 10k — 100k 11 - 50
R72 U.K. CTO SSMC < 100 1-10
R73 — Team Leader SSSC 100 — 1k 51 — 250
R74 — Senior Engineer SSMC 100 - 1k 1-10
R75 Netherlands Senior Engineer SSMC 1k — 10k 1-10
R76 — Engineer OSPC 100k — 1M 51 — 250
R77 — Engineer OSpPC 100 — 1k 11 - 50
R78 — Team Leader SSMC 1k — 10k > 251
R79 U.K. Senior Engineer OSPC < 100 11 - 50
R8O U.S.A. Architect SSMC 100k — 1M > 251
RS81 U.K. Senior Engineer SSMC 10k — 100k > 251
R82 Ireland Engineer SSMC 10k — 100k > 251
R8&3 Portugal Senior Engineer SSMC 100k — 1M 11 - 50
R84 Portugal CTO SSSC 100k — 1M 1-10
R85 U.K. Head of SSMC 10k — 100k > 251
Reliability
Engineering

R86 — Engineer SSMC 100k — 1M > 251
R&7 — Architect OSPC 1k — 10k > 251
RS88 Andorra Engineer OSPC 1k — 10k 1-10
R89 U.S.A. Senior Engineer SSMC 100k — 1M 51 — 250
R90 U.K. CTO SSMC 10k — 100k 11 - 50
R91 U.S.A. Dev Rel SSMC 1k — 10k 11 - 50
R92 — Architect SSMC 10k — 100k 51 — 250
R93 Japan Senior Engineer OSPC 100 - 1k 11 - 50
R94 India Engineer SSMC 10k — 100k > 251
R95 Portugal CTO SSMC 100 — 1k 11 - 50
R96 Portugal Team Leader OSPC 1k — 10k > 251
R97 Portugal CEO SSMC 100 — 1k 1-10
R98 Germany Product Owner OSPC < 100 51 — 250
R99 Singapore Engineer SSMC 100k — 1M 11 - 50
R100 U.K. CTO SSMC > 1M 1-10
R101 Denmark Senior Engineer SSMC 1k — 10k 51 — 250
R102 Portugal Engineer SSMC < 100 1-10

Table B.3: Classification of the respondent from the questionnaires responses (3/3). The product
strategy uses the following acronyms: One System Per Customer OSPC, Single
System Multiple Customers SSMC, and Single System for Single Customer SSSC
The responses are divided in two parts. Questions not responded are identified with

a "—" character.
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Table B.4: Pattern adoption per respondent (1/3). Positive response are identified with @,

O identified negative responses and "—” is used when the user did not provide

a response to the question.
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Appendix C

Publications

C.1 Publications Resulting from this Research . . . . . . ... ... ... ... 255
C.2 Other Publications from the Author. . . . . . . .. ... ... ... .... 259
C.3 Supervisions . . . . . . ... e 264

During this research, the author published 18 peer-reviewed papers and supervised
10 Bachelor and Master’s students. These resulted in 119 citations, an h-index of 5, and
an i10-index of 3'. The next sections detail the publications resulting from this research,

other publications from the author, and his (co-)supervisions.

C.1 Publications Resulting from this Research

Contributions from this research led to the publication of several peer-reviewed papers,
listed in Table C.1 (p. 256).

C.1.1 Patterns for Software Orchestration on the Cloud

20M Pattern Languages of Programs. Pittsburgh, Pennsylvania, USA. 2015.

Abstract: Software businesses are redirecting their expansion towards service-oriented
business models, highly supported by cloud computing. While cloud computing is not
a new research subject, there is a clear lack of documented best practices on how to
orchestrate cloud environments, either public, private or hybrid. This paper is targeted

at DevOps practitioners and explores solutions for cloud orchestration, describing them

I Using Google Scholar as reference, according to https://scholar.google.pt/citations?hl=en&user=
Q6DV2ZcAAAAI
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256  PUBLICATIONS

Title Citations Year
A Survey on the Adoption of Patterns for Engineering — submitted
Software for the Cloud

Design Patterns for Cloud Computing — submitted
Overview of a Pattern Language for Engineering Software for 2 2018
the Cloud

Engineering Software for the Cloud: External Monitoring and 2 2018
Failure Injection

Engineering Software for the Cloud: Automated Recovery and 2 2018
Scheduler

Engineering Software for the Cloud: Messaging Systems and 6 2017
Logging

Engineering Software for the Cloud: Patterns and Sequences ) 2016
Patterns for Software Orchestration on the Clouds 14 2015

Table C.1: Peer-reviewed published work from the author. The publication count was obtained
from Google Scholar on December 12th, 2019.

as three patterns: a) SOFTWARE CONTAINERIZATION, providing resource sharing with
minimal virtualization overhead, b) LOCAL REVERSE PROXY, allowing applications to
access any service in a cluster abstracting its placement and c¢) ORCHESTRATION BY
RESOURCE OFFERING, ensuring applications get orchestrated in a machine with the
required resources to run it. The authors believe that these three DevOps patterns will
help researchers and newcomers to cloud orchestration to identify and adopt existing best

practices earlier, hence, simplifying software life cycle management. [BCS15]

C.1.2 Engineering Software for the Cloud: Patterns and Sequences

11" Latin American Conference on Pattern Languages of Programs (SugarLoaf PLoP).
Buenos Aires, Argentina. 2016.

Abstract: Software businesses are quickly moving towards the cloud. While cloud
computing is not a new research subject, engineering software for the cloud is still a
challenge, demanding broad knowledge over a multitude of processes and tools that
most software development teams lack. This paper identifies and briefly describes the
practices required to efficiently engineer software for the cloud. The authors use the
concept of patterns to capture and share those practices and describe their possible usage
in an exemplar sequence. Patterns are aggregated into categories, namely: development,
deployment, execution, discovery and communication, monitoring and supervision. An
example sequence of application for these patterns is described. The paper is targeted at

newcomers, practitioners and expert developers of software for the cloud, guiding them
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through architectural decisions, at solving specific issues or just validating their decisions.

[Bol+16]

C.1.3 Engineering Software for the Cloud: Messaging Systems and
Logging

22" Buropean Conference on Pattern Languages of Programs (EuroPLoP). Irsee, Bavaria,
Germany. 2017.

Abstract: Software business continues to expand globally, highly motivated by the
reachability of the Internet and possibilities of Cloud Computing. While widely adopted,
development for the cloud has some intrinsic properties to it, making it complex to any
newcomer. This research is capturing those intricacies using a pattern catalog, with this
paper contributing with three of those patterns: Messaging System, a message bus for
abstracting service placement in a cluster and orchestrating messages between multiple
services; Preemptive Logging, a design principle where services and servers continuously
output relevant information to log files, making them available for later debugging failures;

and Log Aggregation, a technique to aggregate logs from multiple services and servers in a

centralized location, which indexes and provides them in a queryable, user friendly format.

These patterns are useful for anyone designing software for the cloud, either to guide or

validate their design decisions. [Bol+17]

C.1.4 Engineering Software for the Cloud: External Monitoring and

Fault Injection

23" Buropean Conference on Pattern Languages of Programs (EuroPLoP). Irsee, Bavaria,
Germany. 2018.

Abstract: Cloud software continues to expand globally, highly motivated by the how
widespread the Internet is and the possibilities it unlocks with Cloud Computing. Still,
cloud development has some intrinsic properties to it, making it complex to unexperienced
developers. This research is capturing those intricacies in the form of a pattern language,
gathering over 12 patterns for engineering software for the cloud. This paper elaborates
on that research by contributing with two new patterns: External Monitoring, which
continuously monitors the system as a black box, validating its status and Fault
injection, which continuously verifies system reliability by injecting failures into the cloud

environment and confirming that the system recovers from it. The described patterns are

2

7
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useful for anyone designing software for the cloud, either to bootstrap or validate their

design decisions and ultimately enable them to create better software. [Bol+18b]

C.1.5 Engineering Software for the Cloud: Automated Recovery and
Scheduler

23" Buropean Conference on Pattern Languages of Programs (EuroPLoP). Irsee, Bavaria,
Germany. 2018.

Abstract: Cloud software continues to expand globally, highly motivated by the how
widespread the Internet is and the possibilities it unlocks with Cloud Computing. Still,
cloud development has some intrinsic properties to it, making it complex to unexperienced
developers. This research is capturing those intricacies in the form of a pattern language
which gathers over 12 patterns for engineering software for the cloud. This paper
elaborates on that research by contributing with two new patterns: Automated Recovery
which checks if a container is working properly, automatically recovering it in case
of failure and Scheduler, which periodically executes actions within the infrastructure.
The described patterns are useful for anyone designing software for the cloud, either to
bootstrap or validate their design decisions and ultimately enable them to create better

software. [Bol+18a]

C.1.6 Overview of a Pattern Language for Engineering Software for
the Cloud

25t Pattern Languages of Programs (PLoP). Portland, Oregon, USA. 2018.

Abstract: Software businesses are continuously increasing their cloud presence in the
cloud. While cloud computing is not a new research topic, designing software for the cloud
still requires engineers to make an investment to become proficient working with it. This
paper introduces a pattern language for cloud software development and briefly describes
details pattern. Design patterns can help developers validate or design their cloud software.
The language is composed by ten patterns novel patterns organizes in three categories:
Orchestration and Supervision, Monitoring and Discovery and Communication. Finally,
the paper demonstrates how to adopt the pattern language using a pattern application
sequence. [SFCI1§]
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C.1.7 Design Patterns for Cloud Computing

Submitted to Springer’s Lecture Notes of Computer Science journal Transactions on

Pattern Languages of Programming, ISSN 1869-6015. Pending acceptance and publication.

Abstract: Software businesses are continuously increasing their presence in the cloud.

While cloud computing is not a new research topic, designing software for the cloud
is still a challenge, requiring from engineers a vast investment in research to become
proficient at working with it. To facilitate cloud adoption, design patterns can be
used, as they provide valuable design knowledge and implementation guidelines for
recurrent engineering problems. This work introduces a pattern language for designing

software for the cloud. We believe developers can significantly reduce their Research and

Development (R&D) time by adopting these patterns to bootstrap their cloud architecture.

The language is composed by 10 patterns, organized into four categories: Automated
Infrastructure Managements, Orchestration and Supervision, Monitoring, and Discovery

and Communication.

C.2 Other Publications from the Author

Contributions to other lines of research, along with student supervision, led to the

publication of several peer reviewed papers, listed in Table C.2 (p. 260).

C.2.1 Dataflow Programming: Concept, Languages and Applications

7™ Doctoral Symposium in Informatics Engineering. Lisbon, Portugal, 2012.

Abstract: Dataflow Programming (DFP) has been a research topic of Software
Engineering since the ’70s. The paradigm models computer pro- grams as a direct
graph, promoting the application of dataflow diagram principles to computation, opposing
the more linear and classical Von Neumann model. DFP is the core to most visual
programming languages, which claim to be able to provide end-user programming:
with it’s visual interface, it allows non-technical users to extend or create applications
without programming knowledges. Also, DFP is capable of achieving parallelization
of computation without introducing development complexity, resulting in an increased
performance of applications built with it when using multi-core computers. This survey
describes how visual programming languages built on top of DFP can be used for end-user
programming and how easy it is to achieve concurrency by applying the paradigm, without
any development overhead. DFP’s open problems are discussed and some guidelines for

adopting the paradigm are provided. [Soul2]

2
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Title Citations Year
Towards a pattern language for the masters student — 2019
Testing and deployment patterns for the internet-of-things — 2019
A Testing and Certification Methodology for an Open 7 2014
Ambient-Assisted Living Ecosystem

Collaborative Web Platform for UNIX-Based Big Data Processing — 2014
Sensors, actuators and services: a distributed approach — 2013
A testing and certification methodology for an Ambient-Assisted 4 2013
Living ecosystem

Monitor, Control and Process — An Adaptive Platform for — 2013
Ubiquitous Computing

Object-Functional Patterns: Re-thinking Development in a — 2012
Post-Functional World

Ubiquitous ambient assisted living solution to promote safer 26 2012
independent living in older adults suffering from co-morbidity

A Collaborative Expandable Framework for Software End-Users — 2012
and Programmers

Scalable Integration of Multiple Health Sensor Data for Observing 4 2012
Medical Patterns

Dataflow Programming: Concept, Languages and Applications 47 2012

Table C.2: Peer-reviewed published work from the author not directly related to this research.
The publication count was obtained from Google Scholar on December 12th, 2019.

C.2.2 Scalable Integration of Multiple Health Sensor Data for
Observing Medical Patterns

9" Cooperative Design, Visualization, and Engineering Conference. Osaka, Japan. 2012.
Abstract: With an aging global population, Ambient Assisted Living (aal) attempts to
improve life expectancy and quality of life through the remote monitoring of various health
signals using personal and home-based sensors. Possible medical conditions can be early
ascertained by observable patterns over the patients’ health data. However, aggregating
multiple raw signals and matching against medical protocols can be computational and
bandwidth intensive. Moreover, adding new protocols requires non-trivial expertise to
define necessary rules. This paper describes a lightweight, scalable, and composable
mechanism that captures, processes and infers possible health problems from raw data

obtained from multiple sensors. [F'SM12]
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C.2.3 A Collaborative Expandable Framework for Software End-Users

and Programmers

9" Cooperative Design, Visualization, and Engineering Conference. Osaka, Japan. 2012.
Abstract: Monitor, control and process data on top of distributed networks has been
a trending topic in the past few years, with ubiquity being adjective to computing and,
gradually, the Internet of Things becoming a reality in home and factory automation or
Ambient Assisted Living (aal). Still, there is a general lack of knowledge and best practices
on how to build systems that integrate devices and services from third-parties which
connect dynamically with each other. Recurring problems such as security, clustering,
message passing, deployment and other orchestration details also lack a standardized
solution. The authors describe a platform that simplifies the bootstrap and maintenance
of such complex systems, presenting its application in an aal scenario. Such platform could
orchestrate most distributed systems, possibly setting a pattern for distributed ubiquitous
computing. [AFB12]

C.2.4 Ubiquitous ambient assisted living solution to promote safer

independent living in older adults suffering from co-morbidity

34" Conference of the IEEE Engineering in Medicine and Biology Society (EMBC). San
Diego, CA, USA. 2012.

Abstract: This paper describes the development, deployment and trial results from 9
volunteers using the eCAALYX system. The eCAALYX system is an ambient assisted
living telemonitoring system aimed at older adults suffering with co-morbidity. Described
is a raw account of the challenges that exist and results in bringing a Telemedicine system
from laboratory to real-world implementation and results for usability, functionality and
reliability. [Pre+12b]

C.2.5 Object-Functional Patterns: Re-thinking Development in a
Post-Functional World

8" Internal Conference on Quality of Information and Communications Technology
(QUATIC). Lisbon, Portugal. 2012.

Abstract: Programing paradigms define how to think and design while creating software.
Object-Oriented and Functional paradigms are two of the most adopted for synthesizing it.
Modern languages, attempting to provide higher abstractions, are increasingly supporting

native multi-paradigm programming styles. The Object-functional approach still uses
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classes for information and high-level structure, but allows algorithms to be implemented
functionally. New challenges now exist and there is a general lack of knowledge on best
practices for adopting this paradigm. This research proposes the systematic usage of
software patterns to capture these new recurring problems and their solutions, though
not discarding the identification of new algorithms and designs. We will use Scala
as a base language, and will attempt to validate our hypothesis through multiple
methodologies, including quasi-experiments and case studies. We expect to provide a
basis for improvement for programming languages (through pattern absorption) and for

software engineering professionals. [BF12]

C.2.6 Monitor, Control and Process — An Adaptive Platform for
Ubiquitous Computing

10" Cooperative Design, Visualization, and Engineering Conference. Mallorca, Spain.
2013.

Abstract: Monitor, control and process data on top of distributed networks has been
a trending topic in the past few years, with ubiquity being adjective to computing and,
gradually, the Internet of Things becoming a reality in home and factory automation or
Ambient Assisted Living (aal). Still, there is a general lack of knowledge and best practices
on how to build systems that integrate devices and services from third-parties which
connect dynamically with each other. Recurring problems such as security, clustering,
message passing, deployment and other orchestration details also lack a standardized
solution. The authors describe a platform that simplifies the bootstrap and maintenance
of such complex systems, presenting its application in an aal scenario. Such platform could
orchestrate most distributed systems, possibly setting a pattern for distributed ubiquitous

computing. [SM13]

C.2.7 Sensors, Actuators and Services: a Distributed Approach

18" conference on Systems, Programming, Languages, and Applications: Software for
Humanaty. Indianapolis. 2013.

Abstract: Proliferation of the Internet is enabling the use of sensors and actuators to
capture data and control devices remotely in a multitude of domains. Still, there is a
general lack of best practices while designing such large scale real-time systems. This
paper describes a generic architecture used on the implementation of a framework for

deploying such systems in the cloud, enabling run-time evolution of the system with
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new sensors, actuators or services possibly developed by third-parties being integrated
dynamically. Such architecture orchestrates the flow of information in the ecosystem
and scales transparently to external components when needed, requiring no change in
them. Adoption in the Portuguese nation-wide AAL project AAL4ALL is then described.
[Soul3|

C.2.8 Collaborative Web Platform for UNIX-Based Big Data

Processing

11" Cooperative Design, Visualization, and Engineering Conference. Seattle, WA, USA.
2014

Abstract: UNIX-based operative systems were always empowered by scriptable shell
interfaces, with a core set of powerful tools to perform manipulation over files and data
streams. However those tools can be difficult to manage at the hands of a non-expert
programmer. This paper proposes the creation of a Collaborative Web Platform to easily
create workflows using common UNIX command line tools for processing Big Data through
a collaborative web GUI. [CFS14]

C.29 A Testing and Certification Methodology for an

Ambient-Assisted Living Ecosystem

International Journal of E-Health and Medical Communications in 2014.

Abstract: To cope with the needs raised by the demographic changes in our society,
several Ambient-Assisted Living (AAL) technologies have emerged in recent years, but
those ‘first offers’ are often monolithic, incompatible and thus expensive and potentially
not sustainable. The AAL4ALL project aims at improving that situation through the
development of an open ecosystem of interoperable products and services for AAL, tied
together via an integration infrastructure. To that end, the project encompasses the
specification of a set of reference models and requirements for interoperable products and
services, against which candidate products and services can be tested and certified, and
subsequently integrated as components of the ecosystem. This paper proposes a testing

and certification methodology for such an ecosystem. [Far+13]

C.2.10 Testing and Deployment Patterns for the Internet-of-Things

24" Buropean Conference on Pattern Languages of Programs. Irsee, Bavaria, Germany.

Abstract: As with every software, Internet-of-Things (IoT) systems have their own
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life-cycle, from conception to construction, deployment, and operation. However, the
testing requirements from these systems are slightly different due to their inherent
coupling with hardware and human factors. Hence, the procedure of delivering new
software versions in a continuous integration/delivery fashion must be adopted. Based
on existent solutions (and inspired in other closely-related domains), we describe two
common strategies that developers can use for testing IoT systems, (1) Testbed and
(2) Simulation-based Testing, as well as one recurrent solution for its deployment (3)
Middleman Update. [DFS19]

C.2.11 Towards a Pattern Language for Writing Engineering Theses

24" Buropean Conference on Pattern Languages of Programs. Irsee, Bavaria, Germany.
Abstract: Every year, thousands of new students begin their Masters in Science
dissertation in computer science/engineering and other Science, technology, engineering,
and mathematics related topics. Despite being regarded as a common occurrence by
the faculty, it represents the culmination of years of studying and preparation for their
professional life. Notwithstanding, these students face well-known recurrent problems: how
to choose a topic, how to choose an advisor, how to start researching, and how to deal
with all the unknown associated to the contact with academic research. Although there are
several books on how to write a thesis, most of them avoid prescriptive recommendations
on topics beyond research per se or focus on doctoral students, for which the duration and
motivation are significantly different. In this paper, we draft a pattern language comprised
of thirty patterns that we have observed from supervising over a hundred masters students
with within the last decade. [FRS19]

C.3 Supervisions

The author (co-)supervised 10 students pursuing their Bachelor and Master’s degree, from
Faculdade de Engenharia da Universidade do Porto (FEUP) and Instituto Superior de
Engenharia do Porto (ISEP). Table C.3 (p. 265) identifies these supervisions.
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