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Electric double layer structure and differential capaci-
tance at the electrode interface of tributylmethylam-
monium bis(trifluoromethanesulfonyl)amide studied
using molecular dynamics simulation.†

Seiji Katakura,a Naoya Nishi,∗a Kazuya Kobayashi,a Ken-ichi Amanoa,b and Tetsuo
Sakkaa

A molecular dynamics simulation at the electrode interface of a quaternary ammonium ionic liq-
uid, tributylmethylammonium bis(trifluoromethanesulfonyl)amide ([N+

1444][TFSA−]), has been per-
formed. Unlike the commonly used cations, such as 1-alkyl-3-methylimidazolium and 1,1-alkyl-
methylpyrrolidinium cations, N+

1444 has multiple long-alkyl groups (three butyl groups). The behav-
ior of ions at the electrode interface, especially these butyl groups has been investigated. N+

1444
at the first layer mainly has two types of orientations, lying and standing. The lying orientation
is dominant at moderately negative potentials. However, the standing one becomes dominant at
the more negative potentials. Due to this orientational change, the number of N+

1444 increases at
the first layer as the potential becomes negative even at the potentials where the anions are com-
pletely depleted there. The change in orientation results in the upward deviation of the differential
capacitance from the theoretical prediction at the negative potentials. The results suggest that the
orientational preference caused by the steric constraint between alkyl groups plays an important
role in the behavior of the electric double layer of the ionic liquids.

1 Introduction
Ionic liquids (ILs) are low-melting point salts that are only com-
posed of ions. ILs have a wide potential window, high thermal sta-
bility, moderate ionic conductivity, and non-flammability. Since
these properties are desirable to electrochemical materials, ILs
have been applied to Li-ion batteries,1 electric double layer ca-
pacitors,2 fuel cells,3 and many other electrochemical systems.4

In these applications, chemical reactions and mass transfer at the
interface between ILs and electrodes often play an important role.
Hence, it is necessary to clarify the electric double layer (EDL)
structure of ILs to understand and control these phenomena.

The EDL structure of ILs has been proposed to be unique due
to excluded volume and local electrostatic interactions between
ions.5 In the case of dilute electrolyte solutions, conventional
models such as the Gouy-Chapman model6,7 can elucidate the
EDL structure, without taking into account such interactions.

a Address, Department of Energy and Hydrocarbon Chemistry, Graduate School of
Engineering, Kyoto University, Kyoto 615-8510, Japan. Fax: 075 383 2490; Tel: 075
383 2491; E-mail: nishi.naoya.7e@kyoto-u.ac.jp
b Address, Faculty of Agriculture, Meijo University, Nagoya, Aichi 468-8502, Japan.
† Electronic Supplementary Information (ESI) available: [details of any
supplementary information available should be included here]. See DOI:
10.1039/cXCP00000x/

However, the assumption of dilute solution is obviously inade-
quate for ILs because ILs themselves are solute ions and solvents.
Kornyshev has proposed an EDL model for ILs5 using a lattice
gas model with mean-field approximation, which considers the
excluded volume effect of ions as a local electrostatic interac-
tion. Kornyshev’s model predicts the potential dependence of
the differential capacitance (Cd) for EDL of ILs. The predicted
potential-Cd curve has a bell or camel shape depending on con-
stituent ions: The bell shape curve has a maximum at the poten-
tial of zero charges (PZC), and the camel shape curve has two
maxima at positive and negative potential sides of PZC. Recently,
improved lattice gas models have also been proposed which con-
sider the asymmetry of the ion size8,9 and local electrostatic in-
teraction between ions.10,11 Molecular dynamics (MD) simula-
tion studies12–15 using all-atom models, which involves the ge-
ometric effect of the ions, have confirmed the camel and bell
shape on the potential-Cd curve. Experimentally, the electro-
chemical impedance spectroscopy measurements16–19 have also
reported such behaviors. We have studied static (zero frequency)
Cd using the pendant drop method,20–22 which can avoid hys-
teresis17,22–25and the effect of slow relaxation18,26–28 of the EDL
structure, and succeeded in quantitatively analyzing the experi-
mental potential-Cd curves with the lattice gas models.
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The EDL characteristics of ILs have been revealed not only
from macroscopic quantities such as Cd but also from the mi-
croscopic structure like the distribution and orientation of ions
by using X-ray reflectometry (XR),28–33 neutron reflectometry
(NR),34,35 atomic force microscope (AFM),36,37 surface force ap-
paratus (SFA),38 scanning tunneling microscope (STM)37,39 sum
frequency generation (SFG),40,41 surface enhanced infrared ab-
sorption spectroscopy (SEIRAS),23,24 surface-enhanced Raman
scattering (SERS),42,43 and MD simulation.12,15,44–49

Quaternary ammonium-based ILs (QaILs) have a particularly
wide potential window and therefore are desirable as electrolytes.
Also, since a Qa cation has multiple alkyl groups, QaILs have more
freedom in designing the ionic structure than imidazolium-based
ILs. The EDL structure of QaILs has been rarely reported in con-
trary to the fact that many studies have been reported for the
EDL structure of imidazolium-based ILs. Sharma and Kashyap47

studied the EDL structure at the interface between QaILs and
graphene electrode using triethyloctylammonium and (2-ethoxy-
ethoxy)ethyltriethylammonium as constituent cations and bis(tri-
fluoromethansulfonyl)amide (TFSA−) as the common anion us-
ing MD simulation. Substituting alkyl group with diether group,
the authors found the change in the EDL structure, such as an
increase in the parallel orientation of the longest tail near the
electrode for the diether one compared to the alkyl one. They
also studied EDL structure and the electrostatic properties of
pyrrolidinium-based ILs, which have quaternary ammonium and
cyclic structure, with focusing on the role of linear and nonlinear
alkyl tails.48,49 We have previously studied the EDL structure at
the interface between QaILs and gold electrode using SEIRAS50

and elucidated that the behavior of Qa cations in the EDL is af-
fected not only by the length of alkyl chain in Qa cations but also
by that of the perfluoroalkyl chain in the anion. Moreover, we
have studied the dynamics of the EDL structure of QaILs using
electrochemical surface plasmon resonance (ESPR)27,51 and re-
vealed the ultra-slow dynamics on the order of minutes. We also
investigated the surface structure of QaILs by using XR52,53 and
found the spontaneous formation of ionic multilayers. We per-
formed MD at the interface between QaILs and vacuum54 and
clarified the effect of the number of long alkyl chains in Qa cation
on the interfacial structure. Nevertheless, the EDL structure of
QaILs is hardly elucidated at present, and therefore, the poten-
tial dependence of orientations and distributions of ions should
be clarified.

In the present study, we studied the EDL structure of trib-
utylmethylammonium TFSA− ([N+

1444][TFSA−]) at the molecu-
lar level by using MD simulation. N+

1444 has a three-dimensional
structure in which three butyl groups surround the polar part.
Since such bulky non-polar parts lead to complicated steric con-
straint between neighboring cations in EDL, they play an impor-
tant role in the EDL structure. Therefore, we evaluated the EDL
structure by focusing on the behavior of both the polar parts and
butyl chains at the first layer.

2 Methods
2.1 Computational detail
MD simulation at the interface of [N+

1444][TFSA−] | graphene
electrode was performed using DL_POLY classic.55 The structure
of [N+

1444][TFSA−] and the definitions of atomic names are shown
in Fig. 1.

Fig. 1 Structure of (a) N+
1444 and (b) TFSA−, and definitions of intra-

molecular vector to calculate the orientations of ions. NQa and NBT are
assumed as a representative of polar-part of N+

1444 and TFSA−. CB4 is
assumed as that of nonpolar-part of N+

1444.

We used an all-atom force field, CL&P,56 for [N+
1444][TFSA−].

The specific parameters are described elsewhere.54 For the force
field of the graphene carbon atoms, we used the van der Walls
parameter of the sp2 carbon atom from OPLS AA.57 We set the
surface charge density of the graphene σ elec by evenly allocat-
ing the charge to each carbon atom constituting graphene. The
cutoff distance of the vdW force was 10 Å. For the calculation of
long-range force, three-dimensional smooth particle mesh Ewald
method58 (SPME) was used with an accuracy of 10−5, and the
real space cutoff was set to 10 Å. In order to take electronic polar-
ization into account,59,60 the electrostatic interaction was scaled
with relative permittivity ε r = 2.54,61 No slab correction for 3-
dimensional periodicity was used. Although it is desirable to in-
clude slab correction, the presence or absence of slab correction
did not cause any serious problem on the discussion made in the
present study. We examined the effect of the correction and found
that the interfacial potential difference in the present study was
lower than that with the correction (see Fig. S3). This is consis-
tent with a previous MD study15 that compared the effect of slab
correction.

The same initial configuration of the interface between
[N+

1444][TFSA−] and graphene was used for all the charged con-
ditions. The initial configuration was made through bulk simu-
lation, vacuum|liquid interface simulation, and equilibrated by
uncharged graphene interface simulation. The numbers of ion
pairs in the system were 180, 360, and 360, respectively. The
procedure of bulk simulation and vacuum|liquid Maninterface
simulation was described elsewhere.54 Orthorhombic MD cells
(Fig. 2), were used for the interface simulations with geometries
(lx, ly, lz), where lx, ly, and lz are the side lengths in x-, y-, and
z-direction, respectively. The cell has a ∼100 Å thick IL slab con-
fined by electrodes and ∼200 Å thick vacuum. The lx and ly (lx
= ly = 49.9635 Å) of the equilibrium configuration of the gas-
liquid interface were slightly expanded to (lx, ly) = (51.6852 Å,
51.1560 Å), which correspond to an integral multiple of the unit
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cell of graphene sheet. Then two graphene sheets were put at the
vacuum phase near the interfaces at the positive side and neg-
ative side of z. Then the positions of the graphene sheets were
adjusted and fixed so that the cavity between the sheet and IL
disappeared. Even after the disappearance of cavities, the IL den-
sity is low. Hence, the configuration was compressed in the z-
direction so that the further calculation gives the same density at
the IL bulk region as the vacuum-liquid interface MD in our pre-
vious study54(see Fig. S1). In the compressed configuration, the
distance between the two graphene electrodes was 103.1 Å. From
this configuration, a calculation was performed for 3 ns to obtain
the configuration which is used as a common initial configuration
for different σ elec.

Starting from this initial configuration, a set of electrode inter-
face MD calculations was performed by changing σ elec. Charges
were equally distributed to the each carbon atom of electrode to
give ± σ elec for each electrode. Then 3 ns calculation was per-
formed. The first 1 ns was regarded as an equilibration process,
and the remaining 2 ns was used for data analysis. The geometry
of this MD cell was (lx, ly, lz) = (51.6852 Å, 51.1560 Å, 300.0000 Å)
(See Fig. 2). The |σ elec|values were varied as a minimum unit
with 1.01 µC/cm2 in the range from 0 to 12.11 µC/cm2, and 3.03
µC/cm2 in the range from 12.11 to 36.36 µC/cm2. The MD sim-
ulation was performed in the NV T ensemble. The time step was
2 fs in all cases. The temperature was controlled at 423 K using
a Berendsen thermostat.62 Although the Berendsen thermostat
may cause artificial collective motion63 in some simulation sys-
tems and therefore the use of other thermostats64–66 is preferred,
we did not observe such an artificial motion of ions.

Fig. 2 Geometry of the MD cell.

2.2 Data analysis

MD trajectories were analyzed to produce number density distri-
butions ρ i(z) for each atom i as a function of z, the distance from
the electrode (the center of the graphene C atom). We regarded
the N atoms of N+

1444 and TFSA− (NQa and NBT respectively, see
Fig. 1) as representative points of the polar part of each ion, and
C atoms at the end of the butyl chains (CB4) as those of non-polar
part. To investigate changes in the composition of the first layer at
the interface, we calculated surface densities Γ of atoms i there (i
= NQa, NBT, and CB4) by integrating the first peak of the number

density distributions as follows.

Γi =
∫ zdiv

0
ρidz (1)

The upper limit of the integration (zdiv) for NQa, NBT, and CB4

were set to be 6.55, 6.45, and 6.95 Å, respectively, which were
determined to cover the first peak of ρ i for all σ elec conditions.

The orientational distributions pi-j(θ) of the intramolecular
vectors from atom i to j (i-j = NQa-CB4, SBT-SBT and SBT-CBT,
see Fig. 1 for the definitions) in the first layer were calculated.
pi-j(θ) is defined so that it satisfies

∫ 2π

0

∫
π

0
pi-j(θ ,ψ)sinθdθdψ = 4π. (2)

Here, θ is the angle between the intramolecular vector and the
z axis, i.e. polar angle, and ψ is the azimuthal angle. Since the
assumption that pi-j(θ , ψ) does not depend on ψ is reasonable
(see Fig. S2), the eq. (2) can be integrated over ψ, as follows,∫

π

0
pi-j(θ)sinθdθ = 2 (3)

If an intramolecular vector have an isotopic distribution as in
bulk, then pi-j(θ) = 1 for any value of θ . Note that p(θ) is not
a population distribution function but a probability density func-
tion. To determine if an ion is at the first layer, the z position of
N atom of N+

1444 and TFSA− (NQa and NBT) was compared with
zdiv. Therefore, one can obtain the population of the vector i-j at
θ by multiplying p(θ) with sinθ , which is the contribution of solid
angle, and Γi. Because of the structure of the ions, three different
intramolecular vectors of NQa-CB4 can be defined for each ion.
Their three θ were calculated independently, and then averaged
as pi-j(θ). Two different intramolecular vectors of SBT-SBT, and
SBT-CBT were treated in the same way.

In order to investigate the in-plane structure of the first layer,
the two-dimensional radial distribution functions for NQa-NQa and
NBT-NBT in the layer were calculated. Here, the two-dimensional
radial distribution function gxy,i is expressed by the following
equation.

gxy,i(rxy) =
∆ni(rxy)

2πr∆rxyρsurf
(4)

where, rxy is the projected distance between two i atoms onto the
xy plane, and ∆ni(rxy) is the number of atoms i present from rxy

to rxy +∆rxy, and ρsurf is the surface density of atom i in the first
layer.

Charge density distribution ρchg(z) = ∑i ρi(z)qi, where qi is a
partial charge of the atom i, was calculated and converted into the
potential distribution profile φ(z) (See Fig. S4) using the Poisson
equation. The one-dimensional Poisson equation is as follows

d2

dz2 φ =−
ρchg

ε0εr
(5)

where ε0 is the dielectric constant of vacuum and εr = 2 is the
relative permittivity. Since SPME was used without using a slab
correction, the “tin foil boundary condition” has been established,
which means the potentials at both sides of periodic boundaries
for each direction of the MD cell should be the same. There-
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fore, the first integral constant for the Poisson equation was de-
termined to satisfy the condition for the boundary in z-direction.
The second integration constant was determined to set the po-
tential in the IL bulk (φbulk) to be 0. Here, φbulk was obtained by
averaging the electric potential in the range of ±20 Å from the
middle (zcent) of the z coordinate of the two electrodes. Since
φbulk = 0, the potential at the electrode (z = 0) represents the
interfacial potential difference (∆φ = φelec −φbulk).

The differential capacitance Cd for each potential were calcu-
lated by numerically differentiating the surface charge density
σ elec of the electrode with respect to ∆φ as shown in the following
formula.

Cd =
dσelec

d∆φ
(6)

For the numerical differentiation of eq. (6), quadratic regression
was applied for each five consecutive points in the σelec-∆φ plot
shown in Fig. S3. Four consecutive points were used for the sec-
ond potential from the edge (−8.3 V and 5.1 V) in Fig. S3.

3 Results and Discussions
3.1 Number density distributions
The number density distributions as a function of the distance
from the electrode (z) are shown in Fig. 3 (a)-(e), for N atom
in N+

1444 (NQa), and C atoms at the end of butyl groups in N+
1444

(CB4), and N atom in TFSA− (NBT). All of these number den-
sity distributions showed oscillation which attenuated from the
interface to the bulk. The oscillation of the NQa and NBT were
almost in phase when the electrode was not charged (Fig. 3 (c)),
but were out of phase when the electrode was charged (Fig. 3
(a), (b), (d), and (e)). When the electrode is positively charged
(Fig. 3 (a) and (b)), the odd- and even-number-th layers were
composed of TFSA− and N+

1444, respectively, and the order was
reversed when the electrode was negatively charged. These re-
sults are consistent with previous studies by XR25,29 and MD25,44

for other types of ILs and an MD study for QaILs.47 These re-
sults at relatively less charged interface also consistent with our
previous studies67,68 using integral equation theory.

To understand the gradual change in number density distribu-
tions at different potentials, their contour maps are also shown in
Fig. 3 (f), (g), and (h) for NQa, NBT, CB4, respectively, with being
normalized by the bulk density. All of these number density distri-
butions at any potentials showed particularly sharp peaks either
or both at z ∼ 4 and ∼ 8 Å, corresponding to the first and sec-
ond layer, respectively. Since the peak at z ∼ 4 Å for these atoms
did not show large shift, we were able to define the boundary be-
tween the layers (zdiv) for NQa, CB4, NBT as 6.55, 6.45, 6.95 Å,
respectively. The boundaries are shown as the vertical dotted
lines in Fig. 3 (f), (g), and (h). These values were determined
to cover the first peak for all σ elec conditions as described in the
data analysis section.

First, we focus on the amplitude of the oscillation of NQa and
NBT (Fig. 3 (f) and (g)). As already shown in Fig. 3 (a) and (b),
NQa forms the second ionic layer (z ∼ 8 Å ) at positive potentials,
while NBT forms the first ionic layer (z ∼ 4 Å). It was reversed on
the negative potentials. The peaks at z ∼ 8 Å for NBT and at z ∼
13 Å for NQa were highest at −2 V, which means alternating cation

and anion layers are predominant at the potential, as exemplified
in Fig. 3 (d). When the potential became more negative than −2
V, the amplitude of the oscillation decreased. The oscillation in
Fig. 3 (f) and (g) becomes the smallest on the negative potentials
at −5.4 V, which corresponds to Fig. 3 (e). In Fig. 3 (e), the num-
ber density distribution of NQa atoms showed a small peak in the
second layer (z ∼ 8 Å) next to the big first layer peak, indicating
the negative charge on the electrode beyond the limit of charge
compensation by the first ionic layer. In other words, the first
layer is saturated with cations. The development of second ionic
layer by the cation at the more negative potentials in Fig. 3 (f) is
a result of the saturation.

Such saturation is called “crowding” and has been revealed by
MD44,69 and theory70 for the EDL in ILs. The present result
in negative potentials agrees with the previous MD studies.44,69

In the positive potentials, the “crowding” of TFSA− was not ob-
served because the potentials are not positive enough. According
to one of the previous studies,69 the crowding is accomplished
by the larger surface charge density of the electrode for the
smaller IL ions. We compared the molecular volumes of N+

1444 and
TFSA− from DFT calculations at B3LYP/6-311++G(d,p) level us-
ing Gaussian 09W.71 The volume of TFSA− (128 cm3 mol−1) was
smaller than that of N+

1444 (205 cm3 mol−1). The small size of
TFSA− will be the reason why the crowding of TFSA− was not
observed within the σ elec (potential) range studied.

Next, we focus on peak shifts depending on the potential in
Fig. 3 (f) and (g). In Fig. 3 (f), the first ionic layer of NQa (z ∼
4 Å) showed peak shift only slightly, which implies that the ori-
entation change of N+

1444 has little effect on the distance of the
polar part of N+

1444 from the electrode. Conversely, in Fig. 3 (g),
the first ionic layer of NBT shifted particularly at ∆φ ∼ 0 V, imply-
ing that the orientational change of TFSA− in the first ionic layer
is accompanied by the change in the distance of the polar part
of TFSA−. The orientation of ions in the first ionic layer will be
discussed in the later section in detail.

The peak shifts of the second ionic layer (z ∼ 8 Å) were also ob-
served. Specifically, the peak of the second ionic layer for NQa at
positive potentials and NBT at negative potentials shifted toward
the IL bulk phase with increasing |∆φ|, indicating the increase
in the effective thickness of the first ionic layer. The shifts can
also be clearly observed in Fig. 3 (a)-(d), by comparing (a) with
(b) and (d) with (e). The peak shift at positive potentials was
related to the behavior of CB4. In Fig. 3 (b), the first layer peak
can be observed for CB4 but not for NQa. Therefore the CB4 in the
first layer should belong to N+

1444 whose NQa is located at the sec-
ond layer. This “interlayer crossing” of butyl chain was observed
not only from the second to the first layer (Fig. 4 (c)) but also
vice versa (Fig. 4 (a)). The N+

1444 without the interlayer crossing
are also shown in Fig. 4 (b) and (d). Although all the snapshots
were taken from the uncharged interface, these were the typical
orientations of N+

1444 for all the potentials.
MD studies44,69 for the EDL of ILs using Lennard-Jones sphere

model also demonstrated the shift of the ionic layer in the same
direction as described above. Compared to these previous stud-
ies, a notable characteristic in the present study is the difference
in peak shifts between the cation and anion: almost stable peak
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Fig. 3 Number density distributions ρ i (red; NQa, blue; NBT, green; CB4) at different potentials ((a)-(e)) and the potential dependence of normalized ρ i
illustrated in contour maps in z-∆φ plane ((f)-(h)). The black vertical dotted lines are the boundary between the first layer and the second layer (zdiv) for
each atom.
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Fig. 4 Side-view snapshots of N+
1444. The electrode is located at the

bottom of each figure. (a): N+
1444 at the first layer with one butyl group

crossing to the second layer (one butyl group perpendicular to and two
butyl groups parallel to the electrode). (b): N+

1444 at the first layer with-
out crossing to the second layer(all the three butyl groups parallel to the
electrode). (c): N+

1444 at the second layer with one butyl group crossing to
the first layer. (d): N+

1444 at the second layer without crossing to the first
layer.

position for NQa and shift for NBT for the first layer, which are the
effects of the geometry of polyatomic ions. The former reflects
that the closest distance between NQa and electrode in Fig. 4 (a)
and (b) are almost the same. The latter reflects that the closest
distance between NBT and electrode depends on the orientation
of TFSA+, which will be shown later. Regarding second layer, the
dramatic shift for NQa around 4 V reflects the depletion of the
butyl group crossing to the first layer. On the other hand, the
gradual shift for NBT at ∆φ ∼ 0 to ∼ −6 V reflects the gradual
crowding of the butyl group at the first and second layers.

3.2 Composition of first ionic layer
We analyzed the surface density Γ of NQa, CB4, NBT at the first
ionic layer to investigate the change in the composition of the
first ionic layer (Fig. 5). As described in the Data analysis section,
the Γ values were calculated by integrating the first layer peaks
in the number density distribution profiles. Here, note that the
ratio of ΓCB4 on ΓNQa is not always coincident with three, which is
the stoichiometric ratio in a N+

1444 cation. This discrepancy is due
to independent belongings of NQa and CB4 to layers in the present
study. The snapshots are shown in Fig. 4 (a), (b), (c), and (d).
In Fig. 4 (a), for example, a CB4 atom of an N+

1444 is located at
the second layer region (z ∼ 8 Å) and the NQa atom of the same
N+

1444 belongs to the first ionic layer, and therefore the CB4 atom
is counted as the portion of the second layer.

We focus on the behavior of Γ i at negative potentials ∆φ = 0 to
−10 V. The potentials can be separated into three regions, which
are shown in Fig. 5 as region III, II, and I. First, in the potential re-
gion III, as the potential becomes more negative, the increases in

Fig. 5 Surface density of the portion of ions at the first layer (Γ i; i =
NQa (red), NBT (blue), CB4 (green)). The range of the first layer (z = 0 to
zdiv) are shown in Fig. 3(f)-(h). The vertical dotted lines are the potential
boundary where the behavior of the Γ i has changed. I : N+

1444 is almost
saturated. II: there is still no TFSA−. III: N+

1444 and TFSA− are mixed.
IV: the polar part of N+

1444 is absent, but the butyl group is still in the first
layer. V : the whole part of N+

1444 is absent.

ΓNQa and ΓCB4, and the decrease in ΓNBT occurred simultaneously.
Second, the III/II boundary is defined as the potential at which
NBT disappears from the first ionic layer. In region II, the increas-
ing rate of ΓNQa becomes slower than that in region III. Moreover,
ΓCB4 is constant in the region II. Third, the II/I boundary is de-
fined as the potential at which ΓNQa becomes constant, and N+

1444
starts to form the second ionic layer. In region I, the increase in
the number of N+

1444 occurs in the second ionic layer rather than
the first ionic layer, although one can still see a slight increase
in ΓNQa. This phenomenon is the so-called ion crowding, as de-
scribed before. It is interesting that the behaviors of ΓNQa and
ΓCB4 are different, which implies the change in the orientation of
N+

1444.
We focus on the positive charging process in Fig. 5 from ∆φ = 0

to 6 V. The III/IV and IV/V boundaries were determined at the po-
tentials at which ΓNQa and ΓCB4 become almost zero, respectively.
In the whole regions from ∆φ = 0 to +6 V, ΓNBT increased, but
the rate decreased as the potential becomes positive. In region V,
there is no butyl chain in the first ionic layer. In spite of the ab-
sence of the butyl chain, which decreased along with the increase
in ΓNBT in region IV, ΓNBT still increased as the potential becomes
more positive in region V. It is likely that cavities between TFSA−

are being filled and well-packed TFSA− layer is being formed in
region V.

3.3 Orientational distribution of butyl chain in N+
1444

The orientational distributions of butyl chain in N+
1444,

pNQa-CB4(θ), and snapshots of N+
1444 at the first ionic layer are

shown in Fig. 6. The dependence of pNQa-CB4(θ) on the potential
is also shown in Fig. S5 as a contour map.

The pNQa-CB4(θ) profiles mainly had two peaks for all the po-
tentials: One was a sharp peak at θ ∼ 100°, and the other was
a broad peak from 0° to 70°. The two peaks indicate that the
three butyl chains in N+

1444 have two orientational preference.
The sharp peak corresponds to the orientation in which a butyl
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Fig. 6 (a)-(d): Orientational distribution function pNQa−CB4(θ ) of the in-
tramolecular vector NQa-CB4 of N+

1444. (e), (f): Lying and standing orien-
tations of N+

1444 in the first layer. The broad peak from 0° to 70° in (a)-(d)
corresponds to the butyl group perpendicular to the electrode only ap-
pearing in the snapshot (f), whereas the sharp peak at 110° corresponds
to those parallel to the electrode appearing in both (e) and (f).

chains is relatively parallel to the electrode. In Fig. 6 (e), all the
three butyl chains in N+

1444 have this orientation. In the present
study, we refer to such orientation of N+

1444 in Fig. 6 (e) as “lying
orientation.” On the other hand, the broad peak in Fig. 6 cor-
responds to the orientation in which the butyl chain is relatively
perpendicular to the electrode. As Fig. 6 (a)-(d) show, the broad
peak shifted and splitted depending on the potential, indicating
that the peak includes some orientations of the butyl chain. In
the present study, we regarded them as the same group of ori-
entation. The snapshot in Fig. 6 (f) is a typical orientation of
N+

1444 in which one of the butyl chains is relatively perpendicular
to the electrode. In the present study, we refer to the orientation
of N+

1444 as “standing orientation.” The snapshot shows that one
of the butyl chains stands, but the other two lie in the standing
orientation. Therefore, it should be noted that these two orienta-
tions of N+

1444 do not correspond one-by-one to the two peaks in
pNQa-CB4(θ). It should also be noted that the orientations of butyl
chains in a N+

1444 are not independent, because they are covalently
bonded to the quaternary N atom. This effect was observed as the
peak split in Fig. 6 (d). One of the peaks (θ ∼ 50°) corresponds
to the standing orientation of N+

1444 in which two butyl chains
stand. Because of mutual exclusion between chains, the orienta-
tional angles of standing two butyl chains tend to be larger than
that of the one butyl chain standing case as in Fig. 6 (f).

Interestingly, at −1.3 V (Fig. 6 (c)), the “lying” peak of
pNQa-CB4(θ) is the sharpest whereas the “standing” peak is ob-
scure, indicating that the lying orientation of N+

1444 is the most
predominant at this potential. The standing orientation becomes
competitive at the positive potential side or further negative po-
tential (Fig. 7).

3.4 Fraction of orientations of butyl chains

Since Fig. 6 revealed two preferred orientations of butyl chains
in N+

1444, we investigate the fraction of these orientations as a
function of the potential. To calculate the fraction, we integrated
pNQa-CB4(θ) for θ ranges corresponding to the orientations using
eq. (3) and divided by two.

The ranges of θ were from 0° to θ div, and θ div to 180°, where
θ div was the orientational angle where pNQa-CB4(θ) showed the
local minimum around θ ∼ 60°. The fraction of orientations of
butyl chains is shown in Fig. 7 as a function of the potential. The
purple plots for the “standing” peak indirectly reflect the amount
of standing orientation of N+

1444. Note that the green plots for the
“lying” peak reflect both of the standing and lying orientations of
N+

1444 (Fig. 6 (e) and (f)), but can be an index of the fraction of
the lying orientation. The sum of these plots is one for all the
potential, which can be easily checked from eq. (3).

Fig. 7 Fraction of butyl group standing (purple) and lying (green) in the
first interface layer. The fraction was calculated by integrating the two
peaks in pNQa-CB4(θ ) shown in Fig. 6 based on eq. (3). The marked re-
gions I -V correspond to Fig. 5.

Fig. 7 showed that the fraction of the lying orientation is high-
est at a negative potential in the potential region III, decreases
as the potential becomes more negative in the region II, and is
almost constant at the region I.The potential dependence of the
fraction of orientations agrees with that of the composition of the
first ionic layer (Fig. 5), which was described above.

First, in region III, the fraction of lying orientation increases
as the potential becomes more negative, which is likely to con-
tribute to the higher increase rate of ΓCB4 than that of ΓNQa in the
same region(Fig. 5). Note that the interpretation is not simple be-
cause the depletion of N+

1444 at the second layer also contributes
to the decrease in ΓCB4 (See Fig. 4 (c)). Second, in the region II,
the lying orientation decreased, although ΓCB4 was almost con-
stant(see Fig. 5). Probably the contribution of orientation was
compensated by the increase in the number of N+

1444 at the first
layer, which was observed as the increase in ΓNQa. In other words,
the change in the orientation permits the increase in the number
of N+

1444 in the first layer at the potentials where TFSA− is absent.
The almost constant fraction of the orientation in region I also
agrees with the saturation of ΓNQa and development of cationic
second layer. In region I, N+

1444 is likely to be in the optimal ori-
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entation to be fully packed in the first ionic layer.

This orientational behavior may indicate that N+
1444 tends to

lie the butyl chains with satisfying the number of the cation re-
quired by the electroneutrality. This trend can be explained by
Asakura-Oosawa theory,72 for the depletion force between large
particles in liquids. When a liquid mixture is composed of large
and small molecules, the theory predicts that large molecules pre-
fer to be in contact with solid substrate because of the overlap of
excluded volumes of the large molecule and the substrate.73,74

Although the contact causes a loss of translational entropy of the
large molecule, it increases available space for small molecules to
move and leads to the gain of their translational entropy, leading
to the increase in the total entropy of the system. In the present
study, the N+

1444 in the lying orientation makes more ions freely
translate and therefore, entropically preferable.

The change in orientation of N+
1444 affects the electrostatic in-

teraction with neighboring ions as well. The standing butyl chains
at positive potentials in region III, where the anions are dominant
in the first ionic layer, indicate shorter distance with neighboring
anions and stronger in-plane attractive interaction. On the other
hand, the lying butyl chains at negative potentials in region III,
where oppositely the cations are dominant, implies weaker in-
plane repulsive electrostatic interaction with neighboring cations
and stronger out-of-plane attractive interaction with anions exist-
ing in the second ionic layer. The increase in the proportion of
standing butyl chains with decreasing the potential in region II
indicates the shorter distance with cations in the in-plane direc-
tion and longer distance with anions in the out-of-plane direction,
both of which are not energetically preferable but are compen-
sated for by the strong attractive interaction between cations and
negative charge on the electrode surface.

3.5 Orientation distribution of TFSA−

To understand the behavior of ions in the first ionic layer the ori-
entations of TFSA− as well as N+

1444 is important. We calculated
pi-j(θ) of the intra-molecule vectors of TFSA− in the first ionic
layer. The pi-j(θ) of SBT-SBT and SBT-CBT are shown in Fig. 8 (a)
and (b), respectively, as contour maps as a function of potential
and θ .

Here we focus on the behavior in the positive potentials. The
peak of pSBT-SBT(θ) at θ ∼ 90° increased with increasing the
potential, indicating the increase in the orientation of SBT-SBT

vector parallel to the electrode. At the same time, the peak of
pSBT-CBT(θ) at θ ∼ 90° decreased, and that at θ ∼ 30° increased,
indicating that the increase in the number of CF3 groups point-
ing to the IL bulk. These peaks of pSBT-SBT(θ) and pSBT-CBT(θ)
correspond to the orientation of TFSA− shown in Fig. 8 (c) and
(d). At the positive potentials in regions IV and V, the orientation
in Fig. 8 (c) is superior to that in Fig. 8 (d). The orientation of
TFSA− in Fig. 8 (c) occupies a large area on the electrode than the
orientation in which the SBT-SBT vector stands. One may expect
that TFSA− stands at the positive potentials, like Fig. 8 (e), sim-
ilarly to the orientational behavior of N+

1444, in which more N+
1444

showed standing orientation as potential become negative. How-
ever, such standing orientation of TFSA− was less observed as the

Fig. 8 (a), (b): Contour map of pSBT-SBT(θ ) (a) and pSBT-CBT (b) on the
∆φ -θ plane. (c)-(f): Snapshots of TFSA− in the first ion layer. In the order
of (c)> (d)> (e)> (f), the fraction of the TFSA−’s orientation increases as
the potential becomes positive.
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potential becomes positive, probably because the standing orien-
tation increases the distance between the electrode and polar-
part of TFSA− (NBT and OBT), which is electrostatically unstable.
Furthermore, ions in standing orientation have a loss of entropy
compared with that in lying orientation as already discussed with
Asakura-Oosawa theory. The standing orientation would permit
the larger number of TFSA− in the first ionic layer, but it does not
cause energetic and entropic advantage, unlike the N+

1444 case.
On the other hand, CF3 group standing at positive potentials is
similar to the orientational behavior of N+

1444.

Next, we focus on negative potentials in Fig. 8. The orienta-
tional preferences of TFSA− were different from those in positive
potentials. In Fig. 8 (a), the broad peaks in pSBT-SBT(θ) at θ ∼
0° to 60° and θ ∼ 120° to 180° were observed, indicating that the
vector is standing rather than lying on the electrode. At the same
time, for pCBT-SBT (Fig. 8 (b)) the peak at θ ∼ 180° increased
as the potential becomes more negative, indicating that the CF3
group in TFSA− points to electrode. When SBT-SBT is relatively
standing, a CF3 group touches the electrode, whereas the other
CF3 group in the same TFSA− should depart from the surface of
the electrode. The orientations of TFSA− at negative potentials
are shown in Fig. 8 (e) and (f). The fraction of Fig. 8 (f) ori-
entation increases as the potential becomes more negative. The
drastic change in the orientational preference from positive to
negative potential also agreed with the peak shift of the first ionic
layer shown in number density distribution of NBT in Fig. 3 (g).

3.6 Schematic EDL structure

The EDL structure of [N+
1444][TFSA−] revealed by number density

and orientational distributions are summarized as a schematic im-
age in Fig. 9. In the negative side of region III, the lying orien-
tation of N+

1444 increases as the potential becomes more negative.
Simultaneously, a CF3 group in TFSA− departs from the surface
of the electrode. At the II/III boundary, TFSA− completely dis-
appears from the first ionic layer. However, at the more negative
potentials in region II, N+

1444 still increases in the number because
of the change in the orientation of N+

1444 from lying to standing.
At the I/II boundary N+

1444 in the first ionic layer becomes satu-
rated. At the more negative potentials in region I, the increase in
N+

1444 occurs in the second ionic layer.

In the positive side of region III, TFSA− prefers the orientation
in which the SBT-SBT vector is parallel to the electrode. The polar-
part (NQa) of N+

1444 departs from the electrode as the potential
becomes more positive. At the III/IV boundary, N+

1444 disappears
from the first ionic layer, but a butyl chain in the N+

1444 remains
in the first layer region. Hence, in the potentials in region IV, the
accumulation of TFSA− in the first ionic layer occurs removing
the butyl chain from the layer, i.e., changing in the orientation
of N+

1444 at the second ionic layer. At more positive potentials in
region V, the butyl chain completely departs from the first ionic
layer, but the accumulation of TFSA− still occur with increasing
potential. TFSA− presumably form a better packing structure by
filling cavities between TFSA− ions and optimizing the structure
of TFSA−. TFSA− in the first ionic layer was not saturated within
the potential region investigated in the present study.

3.7 Two Dimensional EDL structure

Since the structural changes shown above involves the change in
in-plane structure of the first layer, here we analyzed two dimen-
sional radial distribution function gxy,i of NQa and NBT in the first
layer. Fig. 10 (a) and (b) show the potential dependence of gxy,i.
Fig. 10 (c), (d), (e), (f), and (g) show snapshots of the first layer
at different potentials. In the snapshot, the ions and electrode are
shown as a stick except for NQa (red sphere), CB4 (green sphere),
and NBT (blue sphere).

First, we focus on N+
1444 (Fig. 10 (a)) and look at the change

from positive to negative potentials. In region III, the first peak
of the gxy,NQa appeared at rxy ∼ 11 Å at the most positive potential
and shifted to the smaller rxy as the potential become more neg-
ative. The peak shift means that the more TFSA− depleted from
the first layer, and the more N+

1444 become adjacent to each other.
On the other hand, in region II, the peak at rxy = 9 Å did not show
an apparent shift but became broader at the negative potentials.
The broader peak indicates that N+

1444 in lying orientation become
dominant at negative potentials, and therefore butyl groups are
interposed between NQa (Fig. 10 (d)). Such butyl groups enhance
the degree of freedom for the nearest neighbor distance of NQa.
In addition, in region I, a new peak appeared rxy ∼ 6 Å. The new
peak indicates that NQa of N+

1444 in standing orientation are ad-
jacent to each other without the interposed butyl groups(Fig. 10
(c)).

Regarding TFSA−, focusing on the change from negative to pos-
itive potentials, the similar tendencies were observed; the peak
shift (region III) and the appearance of a new peak (Region IV).
However, this new peak was not as clear as N+

1444 probably be-
cause the first layer was not yet saturated with TFSA− in Region
IV (Fig. 10 (g)). The appearance of the clearer peak can be in-
ferred at the more positive potentials.

The highly-ordered two-dimensional structure of ionic liq-
uids near electrode has been proposed by MD,45 AFM75,76 and
STM.39 In the present study, although gxy,i showed neighboring
distances, the high-ordered structure, such as hexagonal and lin-
ear, was not observed. Probably, the complex structure of N+

1444
in the first layer due to the three butyl chains does not allow such
highly-ordered and well-packed structure.

3.8 Differential capacitance

Differential capacitance, Cd, of [N+
1444][TFSA−] as a function of

potential is shown in Fig. 11. The plots in region I and III are
highlighted in blue and red for the later discussion. The error bars
are the standard errors given by quadratic regression of potential-
surface charge density plot (Fig. S3).

The Cd-∆φ plot (Fig. 11) was camel-shaped with two local
maxima at ∼ −0.2 and ∼ +1.1 V. According to the mean-field
lattice gas model5 proposed by Kornyshev, in the U-shaped re-
gion between the two maxima where the electrode is moderately
charged, the excluded volume effect between ions is less promi-
nent, leading to the Gouy-Chapman model6,7 like behavior. In
contrast, the Cd decrease outside the U-shaped region reflects the
excluded-volume effect between ions.

The camel shape was significantly asymmetric with respect to
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Fig. 9 Schematic illustration of the behavior of [N+
1444][TFSA−] at the electric double layer.

Fig. 10 (a), (b): Contour maps of two dimensional radial distribution function gxy,i(rxy,i) for NQa (a) and NBT (b). The marked regions I -V correspond to
Fig. 5. (c)-(d): Snapshots of first layer viewed from the top at different potentials. NQa (red), NBT (blue), and CB4 (green) are highlighted as spheres.
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Fig. 11 Cd-∆φ plot. The red dashed line is the fitting curve of a theoretical
equation of lattice gas model 10 by Goodwin et al. (eq. (7)) to the red
plots. The blue dashed-dotted line is the fitting curve to the blue plots
when the parameters are fixed to that of the red dashed line except for
the parameter of the cation (γ+). The marked regions I -V correspond to
Fig. 5.

the local minimum at ∆φ ∼ 0.5 V (see the inset in Fig. 11). Specif-
ically, the slope at the negative potentials (−2 to 0 V) was steeper
than that in the positive potentials (+1 to +4 V). Moreover, the
slope at the more negative potentials (< −2 V) became constant.
By the mean-field lattice gas model,5 such kind of asymmetric
∆φ -Cd curve has been explained as a result of the difference in
the size of cation and anion. Qualitatively, the model suggests
that when Cd is higher at positive than at negative potentials the
anion is smaller than the cation, which agrees with the DFT calcu-
lation results of the volume of N+

1444 and TFSA− described above.
To quantitatively analyze the Cd-∆φ plot, we utilized the Cd

formula derived by the lattice gas model which was recently pro-
posed by Goodwin et al.10 In the formula, Cd is expressed as a
function of potential as follows,

Cd = C̃d0
cosh(αu0/2)

1+2γ sinh2(αu0/2)

√
2γ sinh2(αu0/2)

ln(1+2γ sinh2(αu0/2))
(7)

where u0 = e∆φ

kBT is reduced potential at the electrode, C̃d0 is Cd at
PZC, α is a factor representing the short-range repulsive / attrac-
tive interactions between co-ions / counter ions, and γ is compac-
ity, which represents the condensation capability of the ion at the
EDL. γ is expressed as γ = 2Cbulk/Cmax , where Cbulk is the concen-
tration of ions in bulk and Cmax is the maximum concentration of
ions at EDL. For the case of the present study, different γ values
of N+

1444 and TFSA− (γ+ and γ−) should be defined because they
have different Cmax. The γ values are approximately expressed5

as a function of u0 as follows,

γ = γ−+
γ+− γ−

1+ exp(αu0).
(8)

We fitted the formula to the Cd-∆φ plot of [N+
1444][TFSA−] ob-

tained in the present study. The fitting parameters are C̃d0,α,γ+,
and γ−. The best fit parameters are listed in Table 1.

The curve fitted for all plots is shown in Fig. S6. As Fig. S6

shows, the lattice gas model reproduced the Cd for the regions III,
IV, and V, although it could not reproduce that for the regions I
and II. It is inadequate to discuss the theoretical curve given by
the fitting including the plots beyond the model. Hence, we lim-
ited the fitting region to the region III. This fitted curve is shown
as a red dashed line in Fig. 11. The newly fitted curve was similar
to the old curve (see Fig. S6 to compare them).

For Cd-∆φ plot compared with the fitted curve, there are the
small discrepancies at positive potentials and large discrepancy
at negative potentials. The former implies that the replacement
of TFSA− with N+

1444 can basically be interpreted within the lat-
tice gas model. The latter large discrepancy indicates that there is
also a discrepancy in the behaviors of ions between the lattice gas
model and N+

1444 in region I and II where TFSA− is depleted at the
first layer. The most likely reason is the change in orientational
preference of N+

1444 from lying to standing as the potential be-
comes more negative in region II (Fig. 7), because the lattice gas
model does not consider orientational effect explicitly. A N+

1444 in
the standing orientation occupies a significantly smaller area on
the electrode than that in the lying orientation. Therefore the in-
crease in the fraction of standing orientation causes the increase
in the Cmax of N+

1444. In the representation of the lattice gas model,
[N+

1444][TFSA−] should have smaller γ+ at highly negative poten-
tials compared with the apparent γ+ around PZC.

To test the idea, we fixed the parameters (C̃d0, α, γ−) other
than γ+, and fitted the formula to the plots in region I. As a re-
sult, the fitted curve (blue dashed-dotted line) reproduced the
plots in region I, indicating that the orientational effect on Cmax

has an important role to the ∆φ -Cd curve. Describing explicit ori-
entational effect is a possible extension of the lattice gas model.
In a simple way, this may be done by modifying eq. 8 to describe
decrease in γ at negative potentials.

Comparison of the present simulation results with experimen-
tal ones would be worthful. First of all, in our previous zero-
frequency Cd measurement using the electrocapillarity,21 the
value of γ− in 1-ethyl-3-methylimidazolium (C+

2mim) TFSA− was
found to be 0.5 by fitting using a lattice gas model,8 whereas the
γ− value for TFSA− (∼ 0.2) in the present study is significantly
smaller. According to the lattice gas model,5 γ (= 2Cbulk/Cmax) of
an ion is not specific to the ion but depends on the counter ion be-
cause the latter affects Cbulk. The larger size of N+

1444 than C+
2mim

leads to the smaller Cbulk and then smaller γ− in [N+
1444][TFSA−]

than [C+
2mim][TFSA−]. On the other hand, the entire Cd values are

significantly smaller than the experimental values, even taking
into account differences between QaILs and imidazolium-based
ILs. The difference between potentials at the two maxima of the
camel shape are larger than that in 1-octyl-3-methylimidazolium
BF –

4 .20 To obtain further information on the discrepancies the
comparison would be helpful with experimental zero-frequency
Cd of [N+

1444][TFSA−] by using the pendant drop method20,21.
The measurement and the analysis are in progress in our labora-
tory.

4 Conclusions
Focusing on N+

1444, which is a quaternary-ammonium cation hav-
ing three long-chain alkyl groups, we clarified the potential de-
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Table 1 Best fit parameters of the fitting using theoretical equation of lattice gas model 10 by Goodwin et al.

range of ∆φ for fitting / V C0 / µFcm−2 γ+ γ− α

−8.3 to 5.1 (whole range) 8.6 ± 0.3 0.56 ± 0.09 0.24 ± 0.03 0.09 ± 0.01
−1.5 to 1.8 8.6 ± 0.2 0.6 ± 0.1 0.23 ± 0.02 0.09 ± 0.01
−8.3 to −5.4 8.6 (fixed) 0.26 ± 0.01 0.23 (fixed) 0.09 (fixed)

pendence of the electric double layer structure and differential ca-
pacitance at the interface between [N+

1444][TFSA−] and graphene
electrode. The composition of the first layer was evaluated based
on the surface density of the polar parts of N+

1444 and TFSA−, and
the butyl group in N+

1444. From the first layer composition, the po-
tential was found to be divided into five regions. In particular, at
negative potentials, the number of polar parts of N+

1444 increased
as the potential became negative even at the potentials where the
butyl group saturated in the first layer (region II).

Orientational analysis of the butyl group in the first layer re-
vealed that N+

1444 has the orientational change from lying to
standing as the potential becomes negative in the region II. Stand-
ing orientation is not entropically favored because it reduces the
entropic gain originating from the translational movement of ions
in the IL bulk. Therefore, the standing orientation became com-
petitive only in the positive and negative potential regions where
the electrostatic energy between ions and electrode is large.

The Cd-∆φ plot was camel-shaped, and its behavior around ∆φ

= 0 V was reproduced by fitting the theoretical formula of the
lattice gas model. However, Cd had a discrepancy between the
fitting curve and the MD values at potentials in region II and at
the more negative potentials. The discrepancy is correlated with
the change in orientation of N+

1444. The decrease in Cd at negative
potentials is likely to be alleviated by the change in orientation of
N+

1444.
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Supplementary Information: Electric double layer

structure and differential capacitance at the electrode interface
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studied using molecular dynamics simulation.
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Figure S1: Mass density distribution of [N+
1444][TFSA−] slab at the vacuum interface and the graphene

interface.
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Figure S2: Orientational distribution on azimuthal angle p(ψ) =
∫ π

0
p(θ, ψ)dθ.
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Figure S3: Relationship between the given surface charge density of electrode σelec and the calculated
interfacial potential difference ∆φ. Black plots; results using SPME. Red plots; results using SPME
with slab correction.1
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Figure S4: Potential profiles as a function of the distance from electrode (z). The potential at ILbulk

was set to be zero. The dotted lines are the border between the first and second layers (zdiv) of NQa

(red) and NBT (blue).
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Figure S5: Contour map of pNQa-CB4(θ) on the ∆φ-θ plane.
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Figure S6: ∆φ-Cd plot. The plot and red dashed line are the same as in Fig.11. The green solid line is
the fitting curve to all the plots. There is no qualitative difference between the red dashed line and the
green solid line.
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************

REVIEWER REPORT(S):

Referee: 1

Comments to the Author

The authors have satisfactorily addressed all the comments I raised, except the first one. In the first comment, we 

asked about the equilibration criteria followed to ensure the complete equilibration of the IL confined within the 

sheets for all the systems (charged and uncharged). However, the authors have provided the time evolution of 

potential developed at the respective electrodes that will only reflect the arrangement of interfacial distribution of IL 

and will not give the evidence for thoroughly equilibrated IL confined in the

graphene sheets. The authors need to plot the potential energy of whole trajectory for all systems as a function of 

time, and then analyze the slope of this energy. Along with that, the authors refrain to mention the number of ion 

pairs used for the investigation. These minor points need to be addressed before the acceptance of the manuscript 

for publication.

【Author reply】

We appreciate the referee’s careful reading. Fig.R1 shows an example of the potential energy per ion in the MD cell 

as a function of time when the surface charge density on the electrode was changed from 0 to 21.2 C cm−2 at t = 0. 

The potential energy rapidly decays, and the slope from 1 to 3 ns was small enough to analyze the system as an 

equilibrium state.

Figure. R1. Potential energy per ion in the MD cell as a function of time. The slope is −0.107±0.003 kJ mol−1 ns−1. 
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description in the revised manuscript as follows.

【before】

The initial configuration was made through bulk simulation, vacuum|liquid interface simulation, and equilibrated by 

uncharged graphene interface simulation. 

【after】 Page 2

The initial configuration was made through bulk simulation, vacuum|liquid interface simulation, and equilibrated by 

uncharged graphene interface simulation. The numbers of ion pairs in the system were 180, 360, and 360, respectively.

************

Referee: 2

Comments to the Author

The authors have addressed all comments in my previous review. I recommend publication of this manuscript as it 

is.

【Author reply】

We appreciate the referee’s helpful review to enhance the quality of this manuscript.
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Electric double layer structure and differential capaci-
tance at the electrode interface of tributylmethylam-
monium bis(trifluoromethanesulfonyl)amide studied
using molecular dynamics simulation.†

Seiji Katakura,a Naoya Nishi,∗a Kazuya Kobayashi,a Ken-ichi Amanoa,b and Tetsuo
Sakkaa

A molecular dynamics simulation at the electrode interface of a quaternary ammonium ionic liq-
uid, tributylmethylammonium bis(trifluoromethanesulfonyl)amide ([N+

1444][TFSA−]), has been per-
formed. Unlike the commonly used cations, such as 1-alkyl-3-methylimidazolium and 1,1-alkyl-
methylpyrrolidinium cations, N+

1444 has multiple long-alkyl groups (three butyl groups). The behav-
ior of ions at the electrode interface, especially these butyl groups has been investigated. N+

1444
at the first layer mainly has two types of orientations, lying and standing. The lying orientation
is dominant at moderately negative potentials. However, the standing one becomes dominant at
the more negative potentials. Due to this orientational change, the number of N+

1444 increases at
the first layer as the potential becomes negative even at the potentials where the anions are com-
pletely depleted there. The change in orientation results in the upward deviation of the differential
capacitance from the theoretical prediction at the negative potentials. The results suggest that the
orientational preference caused by the steric constraint between alkyl groups plays an important
role in the behavior of the electric double layer of the ionic liquids.

1 Introduction
Ionic liquids (ILs) are low-melting point salts that are only com-
posed of ions. ILs have a wide potential window, high thermal sta-
bility, moderate ionic conductivity, and non-flammability. Since
these properties are desirable to electrochemical materials, ILs
have been applied to Li-ion batteries,1 electric double layer ca-
pacitors,2 fuel cells,3 and many other electrochemical systems.4

In these applications, chemical reactions and mass transfer at the
interface between ILs and electrodes often play an important role.
Hence, it is necessary to clarify the electric double layer (EDL)
structure of ILs to understand and control these phenomena.

The EDL structure of ILs has been proposed to be unique due
to excluded volume and local electrostatic interactions between
ions.5 In the case of dilute electrolyte solutions, conventional
models such as the Gouy-Chapman model6,7 can elucidate the
EDL structure, without taking into account such interactions.

a Address, Department of Energy and Hydrocarbon Chemistry, Graduate School of
Engineering, Kyoto University, Kyoto 615-8510, Japan. Fax: 075 383 2490; Tel: 075
383 2491; E-mail: nishi.naoya.7e@kyoto-u.ac.jp
b Address, Faculty of Agriculture, Meijo University, Nagoya, Aichi 468-8502, Japan.
† Electronic Supplementary Information (ESI) available: [details of any
supplementary information available should be included here]. See DOI:
10.1039/cXCP00000x/

However, the assumption of dilute solution is obviously inade-
quate for ILs because ILs themselves are solute ions and solvents.
Kornyshev has proposed an EDL model for ILs5 using a lattice
gas model with mean-field approximation, which considers the
excluded volume effect of ions as a local electrostatic interac-
tion. Kornyshev’s model predicts the potential dependence of
the differential capacitance (Cd) for EDL of ILs. The predicted
potential-Cd curve has a bell or camel shape depending on con-
stituent ions: The bell shape curve has a maximum at the poten-
tial of zero charges (PZC), and the camel shape curve has two
maxima at positive and negative potential sides of PZC. Recently,
improved lattice gas models have also been proposed which con-
sider the asymmetry of the ion size8,9 and local electrostatic in-
teraction between ions.10,11 Molecular dynamics (MD) simula-
tion studies12–15 using all-atom models, which involves the ge-
ometric effect of the ions, have confirmed the camel and bell
shape on the potential-Cd curve. Experimentally, the electro-
chemical impedance spectroscopy measurements16–19 have also
reported such behaviors. We have studied static (zero frequency)
Cd using the pendant drop method,20–22 which can avoid hys-
teresis17,22–25and the effect of slow relaxation18,26–28 of the EDL
structure, and succeeded in quantitatively analyzing the experi-
mental potential-Cd curves with the lattice gas models.
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The EDL characteristics of ILs have been revealed not only
from macroscopic quantities such as Cd but also from the mi-
croscopic structure like the distribution and orientation of ions
by using X-ray reflectometry (XR),28–33 neutron reflectometry
(NR),34,35 atomic force microscope (AFM),36,37 surface force ap-
paratus (SFA),38 scanning tunneling microscope (STM)37,39 sum
frequency generation (SFG),40,41 surface enhanced infrared ab-
sorption spectroscopy (SEIRAS),23,24 surface-enhanced Raman
scattering (SERS),42,43 and MD simulation.12,15,44–49

Quaternary ammonium-based ILs (QaILs) have a particularly
wide potential window and therefore are desirable as electrolytes.
Also, since a Qa cation has multiple alkyl groups, QaILs have more
freedom in designing the ionic structure than imidazolium-based
ILs. The EDL structure of QaILs has been rarely reported in con-
trary to the fact that many studies have been reported for the
EDL structure of imidazolium-based ILs. Sharma and Kashyap47

studied the EDL structure at the interface between QaILs and
graphene electrode using triethyloctylammonium and (2-ethoxy-
ethoxy)ethyltriethylammonium as constituent cations and bis(tri-
fluoromethansulfonyl)amide (TFSA−) as the common anion us-
ing MD simulation. Substituting alkyl group with diether group,
the authors found the change in the EDL structure, such as an
increase in the parallel orientation of the longest tail near the
electrode for the diether one compared to the alkyl one. They
also studied EDL structure and the electrostatic properties of
pyrrolidinium-based ILs, which have quaternary ammonium and
cyclic structure, with focusing on the role of linear and nonlinear
alkyl tails.48,49 We have previously studied the EDL structure at
the interface between QaILs and gold electrode using SEIRAS50

and elucidated that the behavior of Qa cations in the EDL is af-
fected not only by the length of alkyl chain in Qa cations but also
by that of the perfluoroalkyl chain in the anion. Moreover, we
have studied the dynamics of the EDL structure of QaILs using
electrochemical surface plasmon resonance (ESPR)27,51 and re-
vealed the ultra-slow dynamics on the order of minutes. We also
investigated the surface structure of QaILs by using XR52,53 and
found the spontaneous formation of ionic multilayers. We per-
formed MD at the interface between QaILs and vacuum54 and
clarified the effect of the number of long alkyl chains in Qa cation
on the interfacial structure. Nevertheless, the EDL structure of
QaILs is hardly elucidated at present, and therefore, the poten-
tial dependence of orientations and distributions of ions should
be clarified.

In the present study, we studied the EDL structure of trib-
utylmethylammonium TFSA− ([N+

1444][TFSA−]) at the molecu-
lar level by using MD simulation. N+

1444 has a three-dimensional
structure in which three butyl groups surround the polar part.
Since such bulky non-polar parts lead to complicated steric con-
straint between neighboring cations in EDL, they play an impor-
tant role in the EDL structure. Therefore, we evaluated the EDL
structure by focusing on the behavior of both the polar parts and
butyl chains at the first layer.

2 Methods
2.1 Computational detail
MD simulation at the interface of [N+

1444][TFSA−] | graphene
electrode was performed using DL_POLY classic.55 The structure
of [N+

1444][TFSA−] and the definitions of atomic names are shown
in Fig. 1.

Fig. 1 Structure of (a) N+
1444 and (b) TFSA−, and definitions of intra-

molecular vector to calculate the orientations of ions. NQa and NBT are
assumed as a representative of polar-part of N+

1444 and TFSA−. CB4 is
assumed as that of nonpolar-part of N+

1444.

We used an all-atom force field, CL&P,56 for [N+
1444][TFSA−].

The specific parameters are described elsewhere.54 For the force
field of the graphene carbon atoms, we used the van der Walls
parameter of the sp2 carbon atom from OPLS AA.57 We set the
surface charge density of the graphene σ elec by evenly allocat-
ing the charge to each carbon atom constituting graphene. The
cutoff distance of the vdW force was 10 Å. For the calculation of
long-range force, three-dimensional smooth particle mesh Ewald
method58 (SPME) was used with an accuracy of 10−5, and the
real space cutoff was set to 10 Å. In order to take electronic polar-
ization into account,59,60 the electrostatic interaction was scaled
with relative permittivity ε r = 2.54,61 No slab correction for 3-
dimensional periodicity was used. Although it is desirable to in-
clude slab correction, the presence or absence of slab correction
did not cause any serious problem on the discussion made in the
present study. We examined the effect of the correction and found
that the interfacial potential difference in the present study was
lower than that with the correction (see Fig. S3). This is consis-
tent with a previous MD study15 that compared the effect of slab
correction.

The same initial configuration of the interface between
[N+

1444][TFSA−] and graphene was used for all the charged con-
ditions. The initial configuration was made through bulk simu-
lation, vacuum|liquid interface simulation, and equilibrated by
uncharged graphene interface simulation. The numbers of ion
pairs in the system were 180, 360, and 360, respectively. The
procedure of bulk simulation and vacuum|liquid Maninterface
simulation was described elsewhere.54 Orthorhombic MD cells
(Fig. 2), were used for the interface simulations with geometries
(lx, ly, lz), where lx, ly, and lz are the side lengths in x-, y-, and
z-direction, respectively. The cell has a ∼100 Å thick IL slab con-
fined by electrodes and ∼200 Å thick vacuum. The lx and ly (lx
= ly = 49.9635 Å) of the equilibrium configuration of the gas-
liquid interface were slightly expanded to (lx, ly) = (51.6852 Å,
51.1560 Å), which correspond to an integral multiple of the unit
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cell of graphene sheet. Then two graphene sheets were put at the
vacuum phase near the interfaces at the positive side and neg-
ative side of z. Then the positions of the graphene sheets were
adjusted and fixed so that the cavity between the sheet and IL
disappeared. Even after the disappearance of cavities, the IL den-
sity is low. Hence, the configuration was compressed in the z-
direction so that the further calculation gives the same density at
the IL bulk region as the vacuum-liquid interface MD in our pre-
vious study54(see Fig. S1). In the compressed configuration, the
distance between the two graphene electrodes was 103.1 Å. From
this configuration, a calculation was performed for 3 ns to obtain
the configuration which is used as a common initial configuration
for different σ elec.

Starting from this initial configuration, a set of electrode inter-
face MD calculations was performed by changing σ elec. Charges
were equally distributed to the each carbon atom of electrode to
give ± σ elec for each electrode. Then 3 ns calculation was per-
formed. The first 1 ns was regarded as an equilibration process,
and the remaining 2 ns was used for data analysis. The geometry
of this MD cell was (lx, ly, lz) = (51.6852 Å, 51.1560 Å, 300.0000 Å)
(See Fig. 2). The |σ elec|values were varied as a minimum unit
with 1.01 µC/cm2 in the range from 0 to 12.11 µC/cm2, and 3.03
µC/cm2 in the range from 12.11 to 36.36 µC/cm2. The MD sim-
ulation was performed in the NV T ensemble. The time step was
2 fs in all cases. The temperature was controlled at 423 K using
a Berendsen thermostat.62 Although the Berendsen thermostat
may cause artificial collective motion63 in some simulation sys-
tems and therefore the use of other thermostats64–66 is preferred,
we did not observe such an artificial motion of ions.

Fig. 2 Geometry of the MD cell.

2.2 Data analysis

MD trajectories were analyzed to produce number density distri-
butions ρ i(z) for each atom i as a function of z, the distance from
the electrode (the center of the graphene C atom). We regarded
the N atoms of N+

1444 and TFSA− (NQa and NBT respectively, see
Fig. 1) as representative points of the polar part of each ion, and
C atoms at the end of the butyl chains (CB4) as those of non-polar
part. To investigate changes in the composition of the first layer at
the interface, we calculated surface densities Γ of atoms i there (i
= NQa, NBT, and CB4) by integrating the first peak of the number

density distributions as follows.

Γi =
∫ zdiv

0
ρidz (1)

The upper limit of the integration (zdiv) for NQa, NBT, and CB4

were set to be 6.55, 6.45, and 6.95 Å, respectively, which were
determined to cover the first peak of ρ i for all σ elec conditions.

The orientational distributions pi-j(θ) of the intramolecular
vectors from atom i to j (i-j = NQa-CB4, SBT-SBT and SBT-CBT,
see Fig. 1 for the definitions) in the first layer were calculated.
pi-j(θ) is defined so that it satisfies

∫ 2π

0

∫
π

0
pi-j(θ ,ψ)sinθdθdψ = 4π. (2)

Here, θ is the angle between the intramolecular vector and the
z axis, i.e. polar angle, and ψ is the azimuthal angle. Since the
assumption that pi-j(θ , ψ) does not depend on ψ is reasonable
(see Fig. S2), the eq. (2) can be integrated over ψ, as follows,∫

π

0
pi-j(θ)sinθdθ = 2 (3)

If an intramolecular vector have an isotopic distribution as in
bulk, then pi-j(θ) = 1 for any value of θ . Note that p(θ) is not
a population distribution function but a probability density func-
tion. To determine if an ion is at the first layer, the z position of
N atom of N+

1444 and TFSA− (NQa and NBT) was compared with
zdiv. Therefore, one can obtain the population of the vector i-j at
θ by multiplying p(θ) with sinθ , which is the contribution of solid
angle, and Γi. Because of the structure of the ions, three different
intramolecular vectors of NQa-CB4 can be defined for each ion.
Their three θ were calculated independently, and then averaged
as pi-j(θ). Two different intramolecular vectors of SBT-SBT, and
SBT-CBT were treated in the same way.

In order to investigate the in-plane structure of the first layer,
the two-dimensional radial distribution functions for NQa-NQa and
NBT-NBT in the layer were calculated. Here, the two-dimensional
radial distribution function gxy,i is expressed by the following
equation.

gxy,i(rxy) =
∆ni(rxy)

2πr∆rxyρsurf
(4)

where, rxy is the projected distance between two i atoms onto the
xy plane, and ∆ni(rxy) is the number of atoms i present from rxy

to rxy +∆rxy, and ρsurf is the surface density of atom i in the first
layer.

Charge density distribution ρchg(z) = ∑i ρi(z)qi, where qi is a
partial charge of the atom i, was calculated and converted into the
potential distribution profile φ(z) (See Fig. S4) using the Poisson
equation. The one-dimensional Poisson equation is as follows

d2

dz2 φ =−
ρchg

ε0εr
(5)

where ε0 is the dielectric constant of vacuum and εr = 2 is the
relative permittivity. Since SPME was used without using a slab
correction, the “tin foil boundary condition” has been established,
which means the potentials at both sides of periodic boundaries
for each direction of the MD cell should be the same. There-
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fore, the first integral constant for the Poisson equation was de-
termined to satisfy the condition for the boundary in z-direction.
The second integration constant was determined to set the po-
tential in the IL bulk (φbulk) to be 0. Here, φbulk was obtained by
averaging the electric potential in the range of ±20 Å from the
middle (zcent) of the z coordinate of the two electrodes. Since
φbulk = 0, the potential at the electrode (z = 0) represents the
interfacial potential difference (∆φ = φelec −φbulk).

The differential capacitance Cd for each potential were calcu-
lated by numerically differentiating the surface charge density
σ elec of the electrode with respect to ∆φ as shown in the following
formula.

Cd =
dσelec

d∆φ
(6)

For the numerical differentiation of eq. (6), quadratic regression
was applied for each five consecutive points in the σelec-∆φ plot
shown in Fig. S3. Four consecutive points were used for the sec-
ond potential from the edge (−8.3 V and 5.1 V) in Fig. S3.

3 Results and Discussions
3.1 Number density distributions
The number density distributions as a function of the distance
from the electrode (z) are shown in Fig. 3 (a)-(e), for N atom
in N+

1444 (NQa), and C atoms at the end of butyl groups in N+
1444

(CB4), and N atom in TFSA− (NBT). All of these number den-
sity distributions showed oscillation which attenuated from the
interface to the bulk. The oscillation of the NQa and NBT were
almost in phase when the electrode was not charged (Fig. 3 (c)),
but were out of phase when the electrode was charged (Fig. 3
(a), (b), (d), and (e)). When the electrode is positively charged
(Fig. 3 (a) and (b)), the odd- and even-number-th layers were
composed of TFSA− and N+

1444, respectively, and the order was
reversed when the electrode was negatively charged. These re-
sults are consistent with previous studies by XR25,29 and MD25,44

for other types of ILs and an MD study for QaILs.47 These re-
sults at relatively less charged interface also consistent with our
previous studies67,68 using integral equation theory.

To understand the gradual change in number density distribu-
tions at different potentials, their contour maps are also shown in
Fig. 3 (f), (g), and (h) for NQa, NBT, CB4, respectively, with being
normalized by the bulk density. All of these number density distri-
butions at any potentials showed particularly sharp peaks either
or both at z ∼ 4 and ∼ 8 Å, corresponding to the first and sec-
ond layer, respectively. Since the peak at z ∼ 4 Å for these atoms
did not show large shift, we were able to define the boundary be-
tween the layers (zdiv) for NQa, CB4, NBT as 6.55, 6.45, 6.95 Å,
respectively. The boundaries are shown as the vertical dotted
lines in Fig. 3 (f), (g), and (h). These values were determined
to cover the first peak for all σ elec conditions as described in the
data analysis section.

First, we focus on the amplitude of the oscillation of NQa and
NBT (Fig. 3 (f) and (g)). As already shown in Fig. 3 (a) and (b),
NQa forms the second ionic layer (z ∼ 8 Å ) at positive potentials,
while NBT forms the first ionic layer (z ∼ 4 Å). It was reversed on
the negative potentials. The peaks at z ∼ 8 Å for NBT and at z ∼
13 Å for NQa were highest at −2 V, which means alternating cation

and anion layers are predominant at the potential, as exemplified
in Fig. 3 (d). When the potential became more negative than −2
V, the amplitude of the oscillation decreased. The oscillation in
Fig. 3 (f) and (g) becomes the smallest on the negative potentials
at −5.4 V, which corresponds to Fig. 3 (e). In Fig. 3 (e), the num-
ber density distribution of NQa atoms showed a small peak in the
second layer (z ∼ 8 Å) next to the big first layer peak, indicating
the negative charge on the electrode beyond the limit of charge
compensation by the first ionic layer. In other words, the first
layer is saturated with cations. The development of second ionic
layer by the cation at the more negative potentials in Fig. 3 (f) is
a result of the saturation.

Such saturation is called “crowding” and has been revealed by
MD44,69 and theory70 for the EDL in ILs. The present result
in negative potentials agrees with the previous MD studies.44,69

In the positive potentials, the “crowding” of TFSA− was not ob-
served because the potentials are not positive enough. According
to one of the previous studies,69 the crowding is accomplished
by the larger surface charge density of the electrode for the
smaller IL ions. We compared the molecular volumes of N+

1444 and
TFSA− from DFT calculations at B3LYP/6-311++G(d,p) level us-
ing Gaussian 09W.71 The volume of TFSA− (128 cm3 mol−1) was
smaller than that of N+

1444 (205 cm3 mol−1). The small size of
TFSA− will be the reason why the crowding of TFSA− was not
observed within the σ elec (potential) range studied.

Next, we focus on peak shifts depending on the potential in
Fig. 3 (f) and (g). In Fig. 3 (f), the first ionic layer of NQa (z ∼
4 Å) showed peak shift only slightly, which implies that the ori-
entation change of N+

1444 has little effect on the distance of the
polar part of N+

1444 from the electrode. Conversely, in Fig. 3 (g),
the first ionic layer of NBT shifted particularly at ∆φ ∼ 0 V, imply-
ing that the orientational change of TFSA− in the first ionic layer
is accompanied by the change in the distance of the polar part
of TFSA−. The orientation of ions in the first ionic layer will be
discussed in the later section in detail.

The peak shifts of the second ionic layer (z ∼ 8 Å) were also ob-
served. Specifically, the peak of the second ionic layer for NQa at
positive potentials and NBT at negative potentials shifted toward
the IL bulk phase with increasing |∆φ|, indicating the increase
in the effective thickness of the first ionic layer. The shifts can
also be clearly observed in Fig. 3 (a)-(d), by comparing (a) with
(b) and (d) with (e). The peak shift at positive potentials was
related to the behavior of CB4. In Fig. 3 (b), the first layer peak
can be observed for CB4 but not for NQa. Therefore the CB4 in the
first layer should belong to N+

1444 whose NQa is located at the sec-
ond layer. This “interlayer crossing” of butyl chain was observed
not only from the second to the first layer (Fig. 4 (c)) but also
vice versa (Fig. 4 (a)). The N+

1444 without the interlayer crossing
are also shown in Fig. 4 (b) and (d). Although all the snapshots
were taken from the uncharged interface, these were the typical
orientations of N+

1444 for all the potentials.
MD studies44,69 for the EDL of ILs using Lennard-Jones sphere

model also demonstrated the shift of the ionic layer in the same
direction as described above. Compared to these previous stud-
ies, a notable characteristic in the present study is the difference
in peak shifts between the cation and anion: almost stable peak
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Fig. 3 Number density distributions ρ i (red; NQa, blue; NBT, green; CB4) at different potentials ((a)-(e)) and the potential dependence of normalized ρ i
illustrated in contour maps in z-∆φ plane ((f)-(h)). The black vertical dotted lines are the boundary between the first layer and the second layer (zdiv) for
each atom.
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Fig. 4 Side-view snapshots of N+
1444. The electrode is located at the

bottom of each figure. (a): N+
1444 at the first layer with one butyl group

crossing to the second layer (one butyl group perpendicular to and two
butyl groups parallel to the electrode). (b): N+

1444 at the first layer with-
out crossing to the second layer(all the three butyl groups parallel to the
electrode). (c): N+

1444 at the second layer with one butyl group crossing to
the first layer. (d): N+

1444 at the second layer without crossing to the first
layer.

position for NQa and shift for NBT for the first layer, which are the
effects of the geometry of polyatomic ions. The former reflects
that the closest distance between NQa and electrode in Fig. 4 (a)
and (b) are almost the same. The latter reflects that the closest
distance between NBT and electrode depends on the orientation
of TFSA+, which will be shown later. Regarding second layer, the
dramatic shift for NQa around 4 V reflects the depletion of the
butyl group crossing to the first layer. On the other hand, the
gradual shift for NBT at ∆φ ∼ 0 to ∼ −6 V reflects the gradual
crowding of the butyl group at the first and second layers.

3.2 Composition of first ionic layer
We analyzed the surface density Γ of NQa, CB4, NBT at the first
ionic layer to investigate the change in the composition of the
first ionic layer (Fig. 5). As described in the Data analysis section,
the Γ values were calculated by integrating the first layer peaks
in the number density distribution profiles. Here, note that the
ratio of ΓCB4 on ΓNQa is not always coincident with three, which is
the stoichiometric ratio in a N+

1444 cation. This discrepancy is due
to independent belongings of NQa and CB4 to layers in the present
study. The snapshots are shown in Fig. 4 (a), (b), (c), and (d).
In Fig. 4 (a), for example, a CB4 atom of an N+

1444 is located at
the second layer region (z ∼ 8 Å) and the NQa atom of the same
N+

1444 belongs to the first ionic layer, and therefore the CB4 atom
is counted as the portion of the second layer.

We focus on the behavior of Γ i at negative potentials ∆φ = 0 to
−10 V. The potentials can be separated into three regions, which
are shown in Fig. 5 as region III, II, and I. First, in the potential re-
gion III, as the potential becomes more negative, the increases in

Fig. 5 Surface density of the portion of ions at the first layer (Γ i; i =
NQa (red), NBT (blue), CB4 (green)). The range of the first layer (z = 0 to
zdiv) are shown in Fig. 3(f)-(h). The vertical dotted lines are the potential
boundary where the behavior of the Γ i has changed. I : N+

1444 is almost
saturated. II: there is still no TFSA−. III: N+

1444 and TFSA− are mixed.
IV: the polar part of N+

1444 is absent, but the butyl group is still in the first
layer. V : the whole part of N+

1444 is absent.

ΓNQa and ΓCB4, and the decrease in ΓNBT occurred simultaneously.
Second, the III/II boundary is defined as the potential at which
NBT disappears from the first ionic layer. In region II, the increas-
ing rate of ΓNQa becomes slower than that in region III. Moreover,
ΓCB4 is constant in the region II. Third, the II/I boundary is de-
fined as the potential at which ΓNQa becomes constant, and N+

1444
starts to form the second ionic layer. In region I, the increase in
the number of N+

1444 occurs in the second ionic layer rather than
the first ionic layer, although one can still see a slight increase
in ΓNQa. This phenomenon is the so-called ion crowding, as de-
scribed before. It is interesting that the behaviors of ΓNQa and
ΓCB4 are different, which implies the change in the orientation of
N+

1444.
We focus on the positive charging process in Fig. 5 from ∆φ = 0

to 6 V. The III/IV and IV/V boundaries were determined at the po-
tentials at which ΓNQa and ΓCB4 become almost zero, respectively.
In the whole regions from ∆φ = 0 to +6 V, ΓNBT increased, but
the rate decreased as the potential becomes positive. In region V,
there is no butyl chain in the first ionic layer. In spite of the ab-
sence of the butyl chain, which decreased along with the increase
in ΓNBT in region IV, ΓNBT still increased as the potential becomes
more positive in region V. It is likely that cavities between TFSA−

are being filled and well-packed TFSA− layer is being formed in
region V.

3.3 Orientational distribution of butyl chain in N+
1444

The orientational distributions of butyl chain in N+
1444,

pNQa-CB4(θ), and snapshots of N+
1444 at the first ionic layer are

shown in Fig. 6. The dependence of pNQa-CB4(θ) on the potential
is also shown in Fig. S5 as a contour map.

The pNQa-CB4(θ) profiles mainly had two peaks for all the po-
tentials: One was a sharp peak at θ ∼ 100°, and the other was
a broad peak from 0° to 70°. The two peaks indicate that the
three butyl chains in N+

1444 have two orientational preference.
The sharp peak corresponds to the orientation in which a butyl
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Fig. 6 (a)-(d): Orientational distribution function pNQa−CB4(θ ) of the in-
tramolecular vector NQa-CB4 of N+

1444. (e), (f): Lying and standing orien-
tations of N+

1444 in the first layer. The broad peak from 0° to 70° in (a)-(d)
corresponds to the butyl group perpendicular to the electrode only ap-
pearing in the snapshot (f), whereas the sharp peak at 110° corresponds
to those parallel to the electrode appearing in both (e) and (f).

chains is relatively parallel to the electrode. In Fig. 6 (e), all the
three butyl chains in N+

1444 have this orientation. In the present
study, we refer to such orientation of N+

1444 in Fig. 6 (e) as “lying
orientation.” On the other hand, the broad peak in Fig. 6 cor-
responds to the orientation in which the butyl chain is relatively
perpendicular to the electrode. As Fig. 6 (a)-(d) show, the broad
peak shifted and splitted depending on the potential, indicating
that the peak includes some orientations of the butyl chain. In
the present study, we regarded them as the same group of ori-
entation. The snapshot in Fig. 6 (f) is a typical orientation of
N+

1444 in which one of the butyl chains is relatively perpendicular
to the electrode. In the present study, we refer to the orientation
of N+

1444 as “standing orientation.” The snapshot shows that one
of the butyl chains stands, but the other two lie in the standing
orientation. Therefore, it should be noted that these two orienta-
tions of N+

1444 do not correspond one-by-one to the two peaks in
pNQa-CB4(θ). It should also be noted that the orientations of butyl
chains in a N+

1444 are not independent, because they are covalently
bonded to the quaternary N atom. This effect was observed as the
peak split in Fig. 6 (d). One of the peaks (θ ∼ 50°) corresponds
to the standing orientation of N+

1444 in which two butyl chains
stand. Because of mutual exclusion between chains, the orienta-
tional angles of standing two butyl chains tend to be larger than
that of the one butyl chain standing case as in Fig. 6 (f).

Interestingly, at −1.3 V (Fig. 6 (c)), the “lying” peak of
pNQa-CB4(θ) is the sharpest whereas the “standing” peak is ob-
scure, indicating that the lying orientation of N+

1444 is the most
predominant at this potential. The standing orientation becomes
competitive at the positive potential side or further negative po-
tential (Fig. 7).

3.4 Fraction of orientations of butyl chains

Since Fig. 6 revealed two preferred orientations of butyl chains
in N+

1444, we investigate the fraction of these orientations as a
function of the potential. To calculate the fraction, we integrated
pNQa-CB4(θ) for θ ranges corresponding to the orientations using
eq. (3) and divided by two.

The ranges of θ were from 0° to θ div, and θ div to 180°, where
θ div was the orientational angle where pNQa-CB4(θ) showed the
local minimum around θ ∼ 60°. The fraction of orientations of
butyl chains is shown in Fig. 7 as a function of the potential. The
purple plots for the “standing” peak indirectly reflect the amount
of standing orientation of N+

1444. Note that the green plots for the
“lying” peak reflect both of the standing and lying orientations of
N+

1444 (Fig. 6 (e) and (f)), but can be an index of the fraction of
the lying orientation. The sum of these plots is one for all the
potential, which can be easily checked from eq. (3).

Fig. 7 Fraction of butyl group standing (purple) and lying (green) in the
first interface layer. The fraction was calculated by integrating the two
peaks in pNQa-CB4(θ ) shown in Fig. 6 based on eq. (3). The marked re-
gions I -V correspond to Fig. 5.

Fig. 7 showed that the fraction of the lying orientation is high-
est at a negative potential in the potential region III, decreases
as the potential becomes more negative in the region II, and is
almost constant at the region I.The potential dependence of the
fraction of orientations agrees with that of the composition of the
first ionic layer (Fig. 5), which was described above.

First, in region III, the fraction of lying orientation increases
as the potential becomes more negative, which is likely to con-
tribute to the higher increase rate of ΓCB4 than that of ΓNQa in the
same region(Fig. 5). Note that the interpretation is not simple be-
cause the depletion of N+

1444 at the second layer also contributes
to the decrease in ΓCB4 (See Fig. 4 (c)). Second, in the region II,
the lying orientation decreased, although ΓCB4 was almost con-
stant(see Fig. 5). Probably the contribution of orientation was
compensated by the increase in the number of N+

1444 at the first
layer, which was observed as the increase in ΓNQa. In other words,
the change in the orientation permits the increase in the number
of N+

1444 in the first layer at the potentials where TFSA− is absent.
The almost constant fraction of the orientation in region I also
agrees with the saturation of ΓNQa and development of cationic
second layer. In region I, N+

1444 is likely to be in the optimal ori-
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entation to be fully packed in the first ionic layer.

This orientational behavior may indicate that N+
1444 tends to

lie the butyl chains with satisfying the number of the cation re-
quired by the electroneutrality. This trend can be explained by
Asakura-Oosawa theory,72 for the depletion force between large
particles in liquids. When a liquid mixture is composed of large
and small molecules, the theory predicts that large molecules pre-
fer to be in contact with solid substrate because of the overlap of
excluded volumes of the large molecule and the substrate.73,74

Although the contact causes a loss of translational entropy of the
large molecule, it increases available space for small molecules to
move and leads to the gain of their translational entropy, leading
to the increase in the total entropy of the system. In the present
study, the N+

1444 in the lying orientation makes more ions freely
translate and therefore, entropically preferable.

The change in orientation of N+
1444 affects the electrostatic in-

teraction with neighboring ions as well. The standing butyl chains
at positive potentials in region III, where the anions are dominant
in the first ionic layer, indicate shorter distance with neighboring
anions and stronger in-plane attractive interaction. On the other
hand, the lying butyl chains at negative potentials in region III,
where oppositely the cations are dominant, implies weaker in-
plane repulsive electrostatic interaction with neighboring cations
and stronger out-of-plane attractive interaction with anions exist-
ing in the second ionic layer. The increase in the proportion of
standing butyl chains with decreasing the potential in region II
indicates the shorter distance with cations in the in-plane direc-
tion and longer distance with anions in the out-of-plane direction,
both of which are not energetically preferable but are compen-
sated for by the strong attractive interaction between cations and
negative charge on the electrode surface.

3.5 Orientation distribution of TFSA−

To understand the behavior of ions in the first ionic layer the ori-
entations of TFSA− as well as N+

1444 is important. We calculated
pi-j(θ) of the intra-molecule vectors of TFSA− in the first ionic
layer. The pi-j(θ) of SBT-SBT and SBT-CBT are shown in Fig. 8 (a)
and (b), respectively, as contour maps as a function of potential
and θ .

Here we focus on the behavior in the positive potentials. The
peak of pSBT-SBT(θ) at θ ∼ 90° increased with increasing the
potential, indicating the increase in the orientation of SBT-SBT

vector parallel to the electrode. At the same time, the peak of
pSBT-CBT(θ) at θ ∼ 90° decreased, and that at θ ∼ 30° increased,
indicating that the increase in the number of CF3 groups point-
ing to the IL bulk. These peaks of pSBT-SBT(θ) and pSBT-CBT(θ)
correspond to the orientation of TFSA− shown in Fig. 8 (c) and
(d). At the positive potentials in regions IV and V, the orientation
in Fig. 8 (c) is superior to that in Fig. 8 (d). The orientation of
TFSA− in Fig. 8 (c) occupies a large area on the electrode than the
orientation in which the SBT-SBT vector stands. One may expect
that TFSA− stands at the positive potentials, like Fig. 8 (e), sim-
ilarly to the orientational behavior of N+

1444, in which more N+
1444

showed standing orientation as potential become negative. How-
ever, such standing orientation of TFSA− was less observed as the

Fig. 8 (a), (b): Contour map of pSBT-SBT(θ ) (a) and pSBT-CBT (b) on the
∆φ -θ plane. (c)-(f): Snapshots of TFSA− in the first ion layer. In the order
of (c)> (d)> (e)> (f), the fraction of the TFSA−’s orientation increases as
the potential becomes positive.
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potential becomes positive, probably because the standing orien-
tation increases the distance between the electrode and polar-
part of TFSA− (NBT and OBT), which is electrostatically unstable.
Furthermore, ions in standing orientation have a loss of entropy
compared with that in lying orientation as already discussed with
Asakura-Oosawa theory. The standing orientation would permit
the larger number of TFSA− in the first ionic layer, but it does not
cause energetic and entropic advantage, unlike the N+

1444 case.
On the other hand, CF3 group standing at positive potentials is
similar to the orientational behavior of N+

1444.

Next, we focus on negative potentials in Fig. 8. The orienta-
tional preferences of TFSA− were different from those in positive
potentials. In Fig. 8 (a), the broad peaks in pSBT-SBT(θ) at θ ∼
0° to 60° and θ ∼ 120° to 180° were observed, indicating that the
vector is standing rather than lying on the electrode. At the same
time, for pCBT-SBT (Fig. 8 (b)) the peak at θ ∼ 180° increased
as the potential becomes more negative, indicating that the CF3
group in TFSA− points to electrode. When SBT-SBT is relatively
standing, a CF3 group touches the electrode, whereas the other
CF3 group in the same TFSA− should depart from the surface of
the electrode. The orientations of TFSA− at negative potentials
are shown in Fig. 8 (e) and (f). The fraction of Fig. 8 (f) ori-
entation increases as the potential becomes more negative. The
drastic change in the orientational preference from positive to
negative potential also agreed with the peak shift of the first ionic
layer shown in number density distribution of NBT in Fig. 3 (g).

3.6 Schematic EDL structure

The EDL structure of [N+
1444][TFSA−] revealed by number density

and orientational distributions are summarized as a schematic im-
age in Fig. 9. In the negative side of region III, the lying orien-
tation of N+

1444 increases as the potential becomes more negative.
Simultaneously, a CF3 group in TFSA− departs from the surface
of the electrode. At the II/III boundary, TFSA− completely dis-
appears from the first ionic layer. However, at the more negative
potentials in region II, N+

1444 still increases in the number because
of the change in the orientation of N+

1444 from lying to standing.
At the I/II boundary N+

1444 in the first ionic layer becomes satu-
rated. At the more negative potentials in region I, the increase in
N+

1444 occurs in the second ionic layer.

In the positive side of region III, TFSA− prefers the orientation
in which the SBT-SBT vector is parallel to the electrode. The polar-
part (NQa) of N+

1444 departs from the electrode as the potential
becomes more positive. At the III/IV boundary, N+

1444 disappears
from the first ionic layer, but a butyl chain in the N+

1444 remains
in the first layer region. Hence, in the potentials in region IV, the
accumulation of TFSA− in the first ionic layer occurs removing
the butyl chain from the layer, i.e., changing in the orientation
of N+

1444 at the second ionic layer. At more positive potentials in
region V, the butyl chain completely departs from the first ionic
layer, but the accumulation of TFSA− still occur with increasing
potential. TFSA− presumably form a better packing structure by
filling cavities between TFSA− ions and optimizing the structure
of TFSA−. TFSA− in the first ionic layer was not saturated within
the potential region investigated in the present study.

3.7 Two Dimensional EDL structure

Since the structural changes shown above involves the change in
in-plane structure of the first layer, here we analyzed two dimen-
sional radial distribution function gxy,i of NQa and NBT in the first
layer. Fig. 10 (a) and (b) show the potential dependence of gxy,i.
Fig. 10 (c), (d), (e), (f), and (g) show snapshots of the first layer
at different potentials. In the snapshot, the ions and electrode are
shown as a stick except for NQa (red sphere), CB4 (green sphere),
and NBT (blue sphere).

First, we focus on N+
1444 (Fig. 10 (a)) and look at the change

from positive to negative potentials. In region III, the first peak
of the gxy,NQa appeared at rxy ∼ 11 Å at the most positive potential
and shifted to the smaller rxy as the potential become more neg-
ative. The peak shift means that the more TFSA− depleted from
the first layer, and the more N+

1444 become adjacent to each other.
On the other hand, in region II, the peak at rxy = 9 Å did not show
an apparent shift but became broader at the negative potentials.
The broader peak indicates that N+

1444 in lying orientation become
dominant at negative potentials, and therefore butyl groups are
interposed between NQa (Fig. 10 (d)). Such butyl groups enhance
the degree of freedom for the nearest neighbor distance of NQa.
In addition, in region I, a new peak appeared rxy ∼ 6 Å. The new
peak indicates that NQa of N+

1444 in standing orientation are ad-
jacent to each other without the interposed butyl groups(Fig. 10
(c)).

Regarding TFSA−, focusing on the change from negative to pos-
itive potentials, the similar tendencies were observed; the peak
shift (region III) and the appearance of a new peak (Region IV).
However, this new peak was not as clear as N+

1444 probably be-
cause the first layer was not yet saturated with TFSA− in Region
IV (Fig. 10 (g)). The appearance of the clearer peak can be in-
ferred at the more positive potentials.

The highly-ordered two-dimensional structure of ionic liq-
uids near electrode has been proposed by MD,45 AFM75,76 and
STM.39 In the present study, although gxy,i showed neighboring
distances, the high-ordered structure, such as hexagonal and lin-
ear, was not observed. Probably, the complex structure of N+

1444
in the first layer due to the three butyl chains does not allow such
highly-ordered and well-packed structure.

3.8 Differential capacitance

Differential capacitance, Cd, of [N+
1444][TFSA−] as a function of

potential is shown in Fig. 11. The plots in region I and III are
highlighted in blue and red for the later discussion. The error bars
are the standard errors given by quadratic regression of potential-
surface charge density plot (Fig. S3).

The Cd-∆φ plot (Fig. 11) was camel-shaped with two local
maxima at ∼ −0.2 and ∼ +1.1 V. According to the mean-field
lattice gas model5 proposed by Kornyshev, in the U-shaped re-
gion between the two maxima where the electrode is moderately
charged, the excluded volume effect between ions is less promi-
nent, leading to the Gouy-Chapman model6,7 like behavior. In
contrast, the Cd decrease outside the U-shaped region reflects the
excluded-volume effect between ions.

The camel shape was significantly asymmetric with respect to
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Fig. 9 Schematic illustration of the behavior of [N+
1444][TFSA−] at the electric double layer.

Fig. 10 (a), (b): Contour maps of two dimensional radial distribution function gxy,i(rxy,i) for NQa (a) and NBT (b). The marked regions I -V correspond to
Fig. 5. (c)-(d): Snapshots of first layer viewed from the top at different potentials. NQa (red), NBT (blue), and CB4 (green) are highlighted as spheres.
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Fig. 11 Cd-∆φ plot. The red dashed line is the fitting curve of a theoretical
equation of lattice gas model 10 by Goodwin et al. (eq. (7)) to the red
plots. The blue dashed-dotted line is the fitting curve to the blue plots
when the parameters are fixed to that of the red dashed line except for
the parameter of the cation (γ+). The marked regions I -V correspond to
Fig. 5.

the local minimum at ∆φ ∼ 0.5 V (see the inset in Fig. 11). Specif-
ically, the slope at the negative potentials (−2 to 0 V) was steeper
than that in the positive potentials (+1 to +4 V). Moreover, the
slope at the more negative potentials (< −2 V) became constant.
By the mean-field lattice gas model,5 such kind of asymmetric
∆φ -Cd curve has been explained as a result of the difference in
the size of cation and anion. Qualitatively, the model suggests
that when Cd is higher at positive than at negative potentials the
anion is smaller than the cation, which agrees with the DFT calcu-
lation results of the volume of N+

1444 and TFSA− described above.
To quantitatively analyze the Cd-∆φ plot, we utilized the Cd

formula derived by the lattice gas model which was recently pro-
posed by Goodwin et al.10 In the formula, Cd is expressed as a
function of potential as follows,

Cd = C̃d0
cosh(αu0/2)

1+2γ sinh2(αu0/2)

√
2γ sinh2(αu0/2)

ln(1+2γ sinh2(αu0/2))
(7)

where u0 = e∆φ

kBT is reduced potential at the electrode, C̃d0 is Cd at
PZC, α is a factor representing the short-range repulsive / attrac-
tive interactions between co-ions / counter ions, and γ is compac-
ity, which represents the condensation capability of the ion at the
EDL. γ is expressed as γ = 2Cbulk/Cmax , where Cbulk is the concen-
tration of ions in bulk and Cmax is the maximum concentration of
ions at EDL. For the case of the present study, different γ values
of N+

1444 and TFSA− (γ+ and γ−) should be defined because they
have different Cmax. The γ values are approximately expressed5

as a function of u0 as follows,

γ = γ−+
γ+− γ−

1+ exp(αu0).
(8)

We fitted the formula to the Cd-∆φ plot of [N+
1444][TFSA−] ob-

tained in the present study. The fitting parameters are C̃d0,α,γ+,
and γ−. The best fit parameters are listed in Table 1.

The curve fitted for all plots is shown in Fig. S6. As Fig. S6

shows, the lattice gas model reproduced the Cd for the regions III,
IV, and V, although it could not reproduce that for the regions I
and II. It is inadequate to discuss the theoretical curve given by
the fitting including the plots beyond the model. Hence, we lim-
ited the fitting region to the region III. This fitted curve is shown
as a red dashed line in Fig. 11. The newly fitted curve was similar
to the old curve (see Fig. S6 to compare them).

For Cd-∆φ plot compared with the fitted curve, there are the
small discrepancies at positive potentials and large discrepancy
at negative potentials. The former implies that the replacement
of TFSA− with N+

1444 can basically be interpreted within the lat-
tice gas model. The latter large discrepancy indicates that there is
also a discrepancy in the behaviors of ions between the lattice gas
model and N+

1444 in region I and II where TFSA− is depleted at the
first layer. The most likely reason is the change in orientational
preference of N+

1444 from lying to standing as the potential be-
comes more negative in region II (Fig. 7), because the lattice gas
model does not consider orientational effect explicitly. A N+

1444 in
the standing orientation occupies a significantly smaller area on
the electrode than that in the lying orientation. Therefore the in-
crease in the fraction of standing orientation causes the increase
in the Cmax of N+

1444. In the representation of the lattice gas model,
[N+

1444][TFSA−] should have smaller γ+ at highly negative poten-
tials compared with the apparent γ+ around PZC.

To test the idea, we fixed the parameters (C̃d0, α, γ−) other
than γ+, and fitted the formula to the plots in region I. As a re-
sult, the fitted curve (blue dashed-dotted line) reproduced the
plots in region I, indicating that the orientational effect on Cmax

has an important role to the ∆φ -Cd curve. Describing explicit ori-
entational effect is a possible extension of the lattice gas model.
In a simple way, this may be done by modifying eq. 8 to describe
decrease in γ at negative potentials.

Comparison of the present simulation results with experimen-
tal ones would be worthful. First of all, in our previous zero-
frequency Cd measurement using the electrocapillarity,21 the
value of γ− in 1-ethyl-3-methylimidazolium (C+

2mim) TFSA− was
found to be 0.5 by fitting using a lattice gas model,8 whereas the
γ− value for TFSA− (∼ 0.2) in the present study is significantly
smaller. According to the lattice gas model,5 γ (= 2Cbulk/Cmax) of
an ion is not specific to the ion but depends on the counter ion be-
cause the latter affects Cbulk. The larger size of N+

1444 than C+
2mim

leads to the smaller Cbulk and then smaller γ− in [N+
1444][TFSA−]

than [C+
2mim][TFSA−]. On the other hand, the entire Cd values are

significantly smaller than the experimental values, even taking
into account differences between QaILs and imidazolium-based
ILs. The difference between potentials at the two maxima of the
camel shape are larger than that in 1-octyl-3-methylimidazolium
BF –

4 .20 To obtain further information on the discrepancies the
comparison would be helpful with experimental zero-frequency
Cd of [N+

1444][TFSA−] by using the pendant drop method20,21.
The measurement and the analysis are in progress in our labora-
tory.

4 Conclusions
Focusing on N+

1444, which is a quaternary-ammonium cation hav-
ing three long-chain alkyl groups, we clarified the potential de-
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Table 1 Best fit parameters of the fitting using theoretical equation of lattice gas model 10 by Goodwin et al.

range of ∆φ for fitting / V C0 / µFcm−2 γ+ γ− α

−8.3 to 5.1 (whole range) 8.6 ± 0.3 0.56 ± 0.09 0.24 ± 0.03 0.09 ± 0.01
−1.5 to 1.8 8.6 ± 0.2 0.6 ± 0.1 0.23 ± 0.02 0.09 ± 0.01
−8.3 to −5.4 8.6 (fixed) 0.26 ± 0.01 0.23 (fixed) 0.09 (fixed)

pendence of the electric double layer structure and differential ca-
pacitance at the interface between [N+

1444][TFSA−] and graphene
electrode. The composition of the first layer was evaluated based
on the surface density of the polar parts of N+

1444 and TFSA−, and
the butyl group in N+

1444. From the first layer composition, the po-
tential was found to be divided into five regions. In particular, at
negative potentials, the number of polar parts of N+

1444 increased
as the potential became negative even at the potentials where the
butyl group saturated in the first layer (region II).

Orientational analysis of the butyl group in the first layer re-
vealed that N+

1444 has the orientational change from lying to
standing as the potential becomes negative in the region II. Stand-
ing orientation is not entropically favored because it reduces the
entropic gain originating from the translational movement of ions
in the IL bulk. Therefore, the standing orientation became com-
petitive only in the positive and negative potential regions where
the electrostatic energy between ions and electrode is large.

The Cd-∆φ plot was camel-shaped, and its behavior around ∆φ

= 0 V was reproduced by fitting the theoretical formula of the
lattice gas model. However, Cd had a discrepancy between the
fitting curve and the MD values at potentials in region II and at
the more negative potentials. The discrepancy is correlated with
the change in orientation of N+

1444. The decrease in Cd at negative
potentials is likely to be alleviated by the change in orientation of
N+

1444.
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