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Summary  ix 

 
The European Union (EU) aims at making railway a more attractive transportation method by 

improving its efficiency and reducing its costs. These achievements could be covered with the 

migration from ETCS level 2 to ETCS level 3. Many projects related to new positioning systems 

have been funded by The European Union. Most of these positioning systems are based on 

GNSS, due to the key role that GNSS will play in the migration to ETCS level 3. 

One of the problems on using only GNSS systems is the lack of availability of them. During 

railway operation, there are areas with potential GNSS outages, such as urban canyons, woods 

or other possible signal blockers and disturbances. Moreover, it is a fact that GNSS signals are 

not reachable, nor reliable in tunnels or indoor environments. For GNSS to be able to have a key 

role in the next years in railway security, the afore mentioned lack of availability has to be solved.  

To cope with this issue, a multi-sensor approach with software enhancements is proposed in 

this dissertation. The objective of this research work deals with fusing different sensors and 

creating new software strategies to achieve a higher availability with the best possible accuracy. 

The seamless position will benefit in all the operation modes, from the train station to a harsh 

environment for satellites, during the train operation. 

The scope of the dissertation is to create a multi-sensor positioning system including GNSS, 

Inertial Measurement Unit (IMU), and Ultra Wide Band (UWB) with other software techniques to 

obtain a position estimation with a 100% availability for railway systems.  

This work shows the different steps from the study of the state of the art, going through the 

implementation, and ending with the performance analysis of the algorithm developed. This 

research work has been conducted under different European projects such as ERSAT-EAV, 

FR8RAIL or X2Rail-2, in which CEIT has participated.  
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Chapter 1 

1 Introduction and context of the 

research work 

This chapter includes the current concerns of the railway sector regarding positioning. It 

includes the description of the framework within this research work lies, ERSAT-EAV, FR8RAIL, 

and X2R2 projects. Thereafter the research work motivation is discussed and finally, the outline 

of the Thesis is presented. 

 



2 Chapter 1: Introduction and context of the research work 

1.1 INTRODUCTION 

The European Union (EU) aims at making railway a more attractive transportation method by 

improving its efficiency and reducing its costs.  

In this context, Shift2Rail, the main railway innovation initiative in EU, plans to increase the 

attractiveness of the railway transportation by doubling the railway capacity, cutting the life-cycle 

costs of railway transports by as much as 50% and increasing reliability and punctuality by as 

much as 50% (Shift2Rail n.d.). Two of the Innovation Programs are concerned by the progresses 

shown in this document: IP2 and IP5 of this initiative dealing with control and communication 

systems and freight rail respectively. In the former, control, command and communication systems 

will go beyond merely being a contributor to the control and safe separation of trains, and become 

a flexible, real-time, intelligent traffic management and decision support system. And in the latter, 

the main challenge is to acquire a new service-oriented profile for rail freight services based on 

excellence in on-time delivery at competitive prices, interweaving its operations with other 

transport modes, addressing end-user needs by incorporating innovative value-added services, 

among others. In both cases, one of the enablers is the on-board Global Navigation Satellite 

System (GNSS) based positioning system, the improvement of their performance and the 

these new services resulting from IP2 and IP5 roadmap will have an important impact on the 

migration from European Train Control System, ETCS level 2 to ETCS level 3. This migration will 

allow a descent in the infrastructure costs up to 25% to regional and freight dedicated lines and 

efficiency improvements of more than 50% (Ramdas et al. 2010). 

As a base, the suitability of GNSS systems for railway applications is being or has been 

analyzed by several European projects. The framework within this research work lies, includes 

some of the above mentioned European projects, such as ERSAT-EAV, FR8RAIL and X2R2 

projects. 
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ERTMS on SATELLITE  Enabling Application & Validation (ERSAT-EAV) 

ERSAT-EAV (ERSAT-EAV 2017) aimed to reuse the ETCS odometry and the virtual balise 

concept to eliminate fixed balises. Augmentation networks such as EGNOS (European 

Geostationary Navigation Overlay Service) are also assessed to verify and validate different 

GNSS solutions to guarantee the positioning functions in areas in which the GNSS signal is not 

accurate enough. 

 

Development of Functional Requirements for Sustainable and Attractive European Rail 

Freight (FR8RAIL) 

The FR8RAIL project (FR8RAIL n.d.) is part of the Shift2Rail Research and Innovation Action. 

The main aim of the project was the development of the functional requirements for a sustainable 

European rail freight. Its objectives are the reduction the 10% of the cost, the reduction of 20% in 

time variations during dwelling and the increase of the logistic chain information system to 100%. 

The objectives of the project were achieved by developing six different areas (Business Analytics, 

KPIs, Top Level Requirements; Condition Based and Predictive Maintenance; Telematics & 

Electrification; Running Gear, Core and Extended Market Wagon; Automatic Coupling and High 

level System Architecture and Integration.) in which positioning was included within the telematics 

and electrification part. 

 

Enhancing railway signalling systems based on train satellite positioning, on-board safe 

train integrity, formal methods approach and standard interfaces, enhancing Traffic 

Management System functions (X2RAIL-2) 

X2RAIL-2 (X2RAIL-2 n.d.) aims to improve the performance at a railway system level by 

introducing new functionalities that should revolutionize the signalling and automation concepts in 

the future. The key technologies cover GNSS applications in railway and its combination with other 

advanced technologies for implementing new signalling functionalities. 

 



4 Chapter 1: Introduction and context of the research work 

1.1 MOTIVATIONS 

By 2030 mobility and business around it will be 20% of the worldwide Gross Domestic 

Product (GDP), which more or less will be 26.6 billion dollars (García 2020). Moreover, nowadays, 

the sector is one of the pillars of the global economy with more or less 15 billion dollars and a sixth 

of the global GDP. In this context, railways and trains plays a key role, and positioning systems 

are going to become even more crucial. 

The European Rail Research Advisory Council (ERRAC) has defined some goals in different 

areas to increase the efficiency of the current railway infrastructure improving its capacity and 

enhancing its competitiveness (ERRAC 2012): 

 Railway infrastructure should provide the technical capability to increase its traffic. 

For that, product innovation in control command and in passenger and freight rolling 

stock solutions should be done. Significant investment in research and development 

would lead to innovation. 

 The performance of the railway infrastructure should be improved to absorb a bigger 

share of traffic. New solutions should be developed to reduce the lifetime cost of the 

infrastructure and target the new interoperability requirements approved in terms of 

safety and security, reliability, maintainability, and interoperability. 

 To improve the information management systems with high-quality services and 

implementation of intelligent mobility concepts involving customer information for 

freight and passenger services for enhanced accessibility and availability. 

 To develop innovative and advanced rolling stock, signalling and infrastructure 

solutions with cost-competitive technologies, including retrofitting solutions. To this 

end, research and innovation will have to improve the performance of products, 

production processes and reduced life cycle costs (benefiting from economies of 

scale) to improve the economic attractiveness of the rail transport mode.  

 To reduce cost on product certification and validation, fleet operation and 

maintenance costs; this being one of the most significant areas of expenditure for the 
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railways. This will potentially release substantial capital for further investment that 

supports a greater modal shift. 

The points above presented could be covered with the migration from ETCS level 2 to ETCS 

level 3. Many projects related to new positioning systems have been funded by the European 

Union. And the most of these positioning systems are based on GNSS and its already deployed 

infrastructure, due to the high potential of playing a key role that GNSS plays in the fulfilment of 

ETCS level 3 requirements . 

One of the problems on using only GNSS systems is the lack of availability. During railway 

operation, there are areas with potential GNSS outages, such as urban canyons, woods or other 

possible line of sight signal blockers and disturbances. Moreover, it is a fact that GNSS signals 

are not reachable in tunnels or indoor environments, and if any data is received there are not 

reliable at all. For GNSS to be able to have a key role in the next years in railway operation, the 

before mentioned lack of availability has to be solved.  

The scope of the dissertation is to create a multi-sensor positioning system including GNSS, 

Inertial Measurement Unit (IMU), and Ultra Wide Band (UWB) with other software techniques to 

obtain a position estimation with a 100% availability and to assess its results for the use into the 

railway domain. 

1.2 OUTLINE OF THE RESEARCH WORK 

This subsection includes the outline followed in this dissertation: 

Chapter 1: Introduction and context of the research work 

This chapter includes the current concerns of the railway sector regarding positioning. It 

includes the description of the framework within this research work lies, ERSAT-EAV, FR8RAIL, 

and X2R2 projects. Thereafter the research work motivation is discussed and finally, the outline 

of the Thesis is presented. 

 

 



6 Chapter 1: Introduction and context of the research work 

Chapter 2: State of the art 

This chapter presents the basic concepts of positioning systems and other technologies 

and techniques that have been studied during the elaboration of this thesis. The aim is to provide 

the reader with a basic overview of different positioning systems and their fusion. These definitions 

would help the reader to understand the contribution of this research work. 

 

Chapter 3: Objectives 

Chapter 3 presents the objectives of this work. After analyzing the information introduced in 

Chapter 1 and Chapter 2, the gaps identified in the literature have been analyzed and possible 

solutions to them will be stated in pursuit of evolving the positioning strategies and adapting them 

to the new challenges of the railway transport applications. 

 

Chapter 4: Design and implementation of the algorithm 

This chapter describes the design and implementation of the positioning algorithm created. 

First, the whole architecture of the algorithm is introduced. Then, the implementation and 

functionality of each of the modules included in the algorithm are detailed. 

 

Chapter 5: Measurement campaigns for system validation and performance evaluation 

This chapter describes the organization of the measurement campaigns that have been 

done in order to evaluate the performance of the proposed system. The chapter describes the 

different environments in which the system has been tested and the equipment used in each of 

them. In this way, a good characterization of the areas in which the algorithms are tested is 

introduced. 
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Chapter 6: Preliminary data analysis 

This chapter includes the data analysis of the input data obtained from the measurement 

campaigns done and to be used in the algorithms. The objective is to check that the data obtained 

are coherent and to show how each of the modules introduced in the algorithm affects the resulting 

positioning function. 

 

Chapter 7: Field-test results and performance evaluation 

This chapter shows and analyzes the results obtained by the positioning algorithm in the 

measurement campaigns explained in Chapter 5. Moreover, it analyzes the performance obtained 

by the algorithm in comparison with the ground truths of each of the scenarios. 

 

Chapter 8: Conclusions and future guidelines 

This chapter summarizes the conclusions achieved in the presented dissertation. Moreover, 

it includes some open research areas that might be interesting to carry out future work on them. 
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Chapter 2 

 State of the Art 

This chapter presents the basic concepts of positioning systems and other 

technologies and techniques that have been studied during the elaboration of this 

thesis. The aim is to provide the reader with a basic overview of different positioning 

systems and their fusion. These definitions would help the reader to understand the 

contribution of this research work. 
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2.1 GNSS POSITIONING SYSTEMS 

2.1.1 GPS 

GPS is the simplified acronym of Global Positioning System and is the first 

system of the Global Navigation Satellite Systems (GNSS) which was developed by 

the Department of Defense (DoD), United States. The full name of GPS is 

NAVigation Satellite Timing and Ranging/Global Navigation System 

(NAVSTAR/GPS). GPS was originally designed as a navigation system for the U.S. 

military users. However, later on, it was also available for civilians, and now is a dual-

use system for both military and civilian users. GPS is a one-way-ranging (passive) 

system that provides worldwide, 24-hours real-time, continuous, accurate, three-

dimensional position, velocity and timing information to the users with appropriate 

receivers. GPS consists of three segments, namely, the Space Segment, the Control 

Segment, and the User Segment. The Space Segment deals with the launching of 

satellites. The Control Segment monitors and manages the operation of the 

satellites. The User Segment relates to both military and civil receiver equipment 

development.  

The baseline GPS constellation contains 24 Medium Earth Orbit (MEO) satellites 

available 95% of the time in six Earth-centered orbital planes with a radius of 26,560 

km (i.e. about 20,163 km above the Earth). To ensure this commitment, the Air Force 

has been flying 31 operational GPS satellites. Each plane hosts four satellites. The 

orbits are nearly circular and are separated by 60o around the equator with a 55º 

inclination relative to the equatorial plane. The GPS satellites have an orbit period of 

one-half of a sidereal day or 11 hours, 58 minutes. The first GPS satellite was 

launched on 22nd February 1978 belonging to the first generation of GPS satellites, 

indicated as Block I. Block I comprised 12 satellites: 11 were successfully launched 

from 1978 to 1985, while one failed to be launched. The purpose of Block I was to 
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build up the ground track network and test the GPS receiver performance and the 

possibility of the GPS operation (GPS.gov: Space Segment n.d.).   

The second generation of GPS satellites is known as Block II/IIA which was 

an advanced version of Block II with an enhancement of the navigation message 

storage. The first Block II satellite was successfully launched on 14th February 1989 

and the first Block IIA satellite was launched on 26th November 1990. From 1989 to 

1997, a total of 28 Block II/IIA satellites were launched.  The full operation 

constellation of GPS was declared in April 1995.  

A GPS satellite transmits navigation signals on two carrier frequencies (or sine 

waves) called L1 (1575.42 MHz), the primary frequency, and L2 (1227.60 MHz), the 

secondary frequency. These signals are generated synchronously, and if both 

signals are received by a user, the ionospheric delay can be calibrated. Most civilian 

users, however, for example in the railway and road domains, only used one 

frequency (normally L1) due to the cost of the dual frequencies receivers, but this 

h

spread spectrum codes with unique PRN sequences (or PRN codes) associated with 

each Space Vehicle (SV), and navigation message data. All SVs translate into the 

use of a CDMA (Code Division Multiple Access) technique. 

As for the GPS modernization program development (Block IIR-M, Block IIF, and 

GPS III), a new civil code will be modulated on the L2 frequency (known as L2C). A 

new military code (M-code) will also be broadcast on both L1 and L2 frequencies. 

The availability of two civilian codes will allow a stand-alone GPS receiver to calibrate 

the ionospheric delay. Furthzer, GPS Block IIF satellites provide a new third 

frequency (L5, 1176.45 MHz), targeted primarily at safety-critical applications. GPS 

III satellites will also provide this signal as well as a fourth civil signal, L1C. L1C 

features a Multiplexed Binary Offset Carrier (MBOC) modulation scheme that 

enables international cooperation while protecting U.S. national security interests. 
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The design will improve mobile GPS reception in cities and other challenging 

environments(GPS.gov: New Civil Signals n.d.). 

GPS provides two services separately. One is the Standard Positioning Service 

(SPS) for the civil users. The other one is the Precise Positioning Service for the 

DoD authorized military and government agency users which can provide better 

accuracy than the SPS. The SPS is free of charge to all users worldwide. It provided 

an accuracy of about 100m (95%) in the horizontal plane and 156m (95%) in the 

vertical plane until May 2000 because selective availability (SA) technology 

intentionally degraded performance. On 1st May 2000, SA was discontinued by U.S. 

(P. D. Groves 2008). 

The World Geodetic System 1984 (WGS84) is the earth model used for GPS 

applications. In WGS84, the coordinate origin is located at the center of the mass of 

Earth. It provides an ellipsoidal model of the Earth's shape in which the semi-major 

-

position of a GPS receiver can be presented in WGS84 as the parameters of latitude, 

longitude, and height (which are also called geodetic coordinates), or using the 

Earth-centered Earth-fixed (ECEF) coordinate system. In ECEF the positive Z-axis 

points to the North Pole and the X-Y plane is the equatorial plane in which the X-axis 

is along the prime meridian (Kaplan and Hegarty 2006). The position of a receiver in 

following equation. 

 (2.1) 
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Figure 2.1 ECEF Coordinate frame 

GPS uses its time reference frame, known as GPS time. It is expressed by the 

GPS week number and seconds of the week. It is synchronized to Coordinated 

Universal Time, U.S. Naval Observatory (UTC USNO) but with an offset due to leap 

seconds. Currently, the leap seconds offset is 17 seconds. The difference between 

GPS time and UTC is included in the GPS navigation message. 

2.1.2 GLONASS 

GLONASS is the Russian counterpart system to GPS. The Russian acronym 

stands for GLObal'naya NAvigatsionnaya Sputnikovaya Sistema. GLONASS was 

developed to provide position, velocity and timing determination. It was initially 

developed by the former Soviet Union and currently is operated by the Russian 

government. The development of GLONASS started in 1976 and the first GLONASS 

satellite was launched on 12th October 1982. Originally, GLONASS was designed, 

again, for Soviet Union military users, but now it also serves as a dual-use system 

for both civil and military users. The nominal constellation is composed of 24 active 

MEO satellites (21 active satellites + 3 active spares) in three orbital planes 

separated by 120 degrees. The satellites operate in circular 19,100-km orbits at an 

inclination of 

orbit period of about 11 hours and 15 minutes. GLONASS provides a continuous 
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navigation service with global coverage(GLONASS Space Segment - Navipedia 

n.d.).  

GLONASS was declared fully operational in February 1996. However, due to the 

financial problems of the Russian government, the system fell rapidly in the following 

five years without sufficient constellation maintenance. By the end of 2001, it 

operated with only eight satellites. On 20th August 2001, the Russian government 

decided to rebuild GLONASS. In October 2011, the full 24 satellite constellation was 

restored.  

The time reference systems are different between GLONASS and other 

GNSS. The GLONASS time system is linked to Coordinated Universal Time, 

Soviet Union (UTC SU). GLONASS also uses its coordinate frame to express 

the position of the satellites, namely the Earth Parameter System 1990 (PZ-

90). The maximum difference between PZ-90 and WGS84 could be 20m on 

the Earth surface. These differences need to be considered for the 

integration of GLONASS with other GNSS.  

2.1.3 GALILEO 

Galileo is a European GNSS, initially built by the European Union and European 

satellite-based positioning system. Unlike GPS and GLONASS, the Galileo system 

is specifically designed for civilian use, providing high accuracy and globally 

available positioning services. The idea of Galileo began in the early 1990s, and the 

different concepts for Galileo were unified to one by the agreement of four EU 

countries (the United Kingdom, German, Italy, and France) at the end of 1999. In the 

year 2000, the feasibility and definition phases of the Galileo system were finally 

completed. The Galileo system will consist of 30 MEO satellites, divided within three 

ace and 
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with an inclination of 56 degrees (Galileo General Introduction - Navipedia n.d.). The 

orbit period for a Galileo satellite is about 14 hours and 22 minutes. Each orbital 

plane will host nine operational satellites and one active spare satellite. Currently, 

twenty-two satellites have been launched. Even if the system is nowadays operative, 

the full operational constellation is expected to be ready by the end of 2020 

(Constellation Information | European GNSS Service Centre n.d.). 

The Galileo system has planned to provide five major services which are defined 

as Open Service (OS), High Accuracy Service (HAS), Safety of Life (SOL), 

Commercial Service (CS), Public Regulated Service (PRS), and the support to 

Search and Rescue Service (SAR) (ESA - Galileo services n.d.). These services are 

and will be provided worldwide and independently from other satellite navigation 

systems by using the signals broadcast by the Galileo satellites when they will be 

available. The OS is designed for mass-market users, to provide PVT information 

that can be accessed free of direct charge, suitable for applications such as in-car 

navigation and location system in mobile phones. The OS will be available for all the 

users who have Galileo capable receivers. However, if the receivers are integrated 

with other GNSS, navigation performances are improved especially in severe 

environments, such as urban canyon areas and forests. The HAS is a service 

complementing the OS with an additional navigation signal and added services in a 

different frequency band to the OS. The SoL improves the OS performance giving 

timely warnings to the user when it fails to meet some integrity margins. The CS 

gives access to two additional signals to allow a higher data rate to improve 

accuracy. Moreover, it uses encrypted signals. The PRS is restricted to authorized 

users that need a high level of service continuity. It is encrypted and designed to be 

robust against jamming mechanisms and it is intended to be used by security and 

strategic infrastructures. The SAR is the worldwide search and rescue service 

provided by GALILEO (Galileo General Introduction - Navipedia n.d.).   

The geodetic coordinate reference frame for Galileo is called the Galileo 

Terrestrial Reference System (GTRF), which is also an independent realization of 
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the International Terrestrial Reference System (ITRS) (IERS - IERS - The 

International Terrestrial Reference System (ITRS) n.d.). GTRF only differs from 

WGS-84 (which is also a realization of the ITRS) by a few centimetres. Therefore, 

GTRF and WGS-84 are compatible with this accuracy level for most users. 

The time reference frame of the Galileo system is also different from the GPS 

time system. Galileo uses Galileo System Time (GST) based on the international 

atomic time (TAI) while GPS time is based on UTC USNO. Currently, the Galileo 

IOV satellites have begun broadcasting the difference between these two time 

systems.   

2.1.4 BeiDou Chinese COMPASS System 

Compass Navigation Satellite System (CNSS) is the Chinese-developed GNSS. 

BeiDou is the Chinese name for this system; therefore it is also known as BeiDou 

navigation satellite system (BDS). BDS is a multistage program operated by the 

China Satellite Navigation Project Centre (CSNPC). The first stage, called BeiDou-

1, is a navigation system at the test stage. This means that until June 2020 is only 

going to be available for local operation (Directions 2020: BeiDou in the new era of 

globalization -  (Government 2012). Three prototype 

BeiDou-1 satellites were launched between October 2000 and May 2003. BeiDou-1 

was fully operational at the beginning of 2004 and provided services to users over 

China and surrounding areas. Therefore, the BeiDou-1 system was originally a 

regional satellite navigation system. Unlike GPS, GLONASS and Galileo, which are 

passive-systems employing one-way TOA measurements, the BeiDou-1 system 

provides a radio determination satellite service (RDSS) which requires two-way 

range measurements to avoid synchronizing the receiver clock. With an estimated 

user altitude, the RDSS requires only two satellites to locate the two-dimensional 

user position at the operation center.  
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In October 2006, the China National Space Administration decided to upgrade 

and fully implement the BeiDou-1 system to the next stage, known as the BeiDou-2 

system. The BeiDou-2 system is the fourth GNSS in the world (Beidou satellite 

navigation system to cover whole world in 2020 2011). The current design for the 

Beidou-2 system consists of a constellation of 27 MEO satellites, 3 Inclined 

Geosynchronous (IGSO) satellites, and five Geostationary (GEO) satellites. The 

MEO satellites will be equally split to six orbital planes at an altitude of about 21,500 

-2 

system, when fully operational, will provide two services: an open civilian service, 

and one for military/government users. In December 2012, fourteen BeiDou-2 

satellites were in service, providing regional GNSS PVT solutions to China and 

surrounding areas. A second version of the BDS was released in December 2013, 

covering two civilian signals namely B1I (centered at 1561.098 MHz) and B2I 

(centered at 1207.140 MHz). A performance standard for the current regional 

capability was also released.  

The geodetic coordinate reference frame for BDS is the China Geodetic 

Coordinate System 2000 (CGCS2000) which is based on the CGCS2000 ellipsoid 

with 0.6378137a m, 257222101.298/1f  being a the semi-major axis, and f 

the flattening of the Earth.  

BDS also uses its time reference system which is called BeiDou navigation 

satellite system Time (BDT). The BDT uses the international system of units (SI) 

seconds as the basic unit, and it is a continuous time scale. The start epoch of BDT 

is 00:00:00 on 01/01/2006 (UTC). It is synchronized with UTC through UTC NTSC. 

The difference is controlled within 100 nanoseconds. The leap seconds are 

broadcasted in the navigation message (China Satellite Navigation Office 2012). 

Table 2.1 gives a comparison of different GNSS types. 
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 GPS GLONASS 

Number of satellites 24 24 

Orbital planes  6 3 

Satellite per orbital plane 4 8 

Inclination of orbital (deg) 55 64.8 

Altitude (km) 20163 19100 

Orbital period 11h58m 11h15m 

Repeat ground path 8 sidereal days 1 sidereal day 

Signal separation 

technique 

CDMA FDMA 

Satellite coordinate frame WGS84 PZ-90 

Time reference GPST GLONASST 

Carrier frequency L1: 1575.42 MHz 

L2: 1227.60 MHz 

L1: 1602.5625-1615.5 

MHz 

L2: 1246.4375-1256.5 

MHz 

C/A Code rate  1.023 MHz 0.511 MHz 

P-code rate 10.23 MHz 5.11 MHz 
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 GALILEO BEIDOU 

Number of satellites 30 5 GEO, 3 IGSO and 27 MEO 

Orbital planes 3 6 

Satellite per orbital plane 10 5 

Inclination of orbital (deg) 56 55 for IGSO and MEO, 0 for 

GEO 

Altitude (km) 23222 21528 for MEO and 35786 for 

GEO and IGSO 

Orbital period 14h 12 h 53 min 24 s 

Repeat ground path 10 sidereal days - 

Signal separation technique AltBOC MBOC 

Satellite coordinate frame GTRF CGCS2000 

Time reference GST BDT 

Carrier frequency E1: 1575.42 MHz 

E6: 1278.75 MHz 

E5:1191.795 MHz 

E5a: 1176.45 MHz 

E5b: 1207.14 MHz 

B1: 1575.42 MHz 

B2: 1191.79 MHz 

B3: 1268.52 MHz 

C/A Code rate  1.023MHz 1.023MHz 

P-code rate 10.23 MHz 10.23 MHz 

Table 2.1 Comparison between GPS, GLONASS, GALILEO and BEIDOU 
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2.1.5 GNSS Observations 

Standard GNSS receivers provide up to four observations per satellite and per 

frequency at a specified rate, typically 1Hz, as described by the table below (Table 

2.2): 

 

Observable Definition Units 

Pseudorange Distance from receiver antenna to satellite 

antenna including receiver and satellite clock 

offsets, and other biases. 

Meters 

Carrier phase The carrier phase measurement is a measure 

of the range between a satellite and receiver 

expressed in units of cycles of the carrier 

frequency. 

Wavelengths 

(cycles) 

Doppler Doppler shift with respect to nominal signal 

frequency; positive for approaching satellites. 

Used for calculation of user velocity. 

Hz 

Signal 

strength 

Measurement of the strength of the received 

signal, dependent on the degree of thermal, 

background and intermodulation noise to 

which the signal has been subjected   

dB/Hz 

Table 2.2  GNSS observables 

2.1.5.1 Pseudoranges 

A pseudorange is the distance measured between the satellite and the receiver 

in a transmission epoch, obtained by multiplying the time of arrival of the signal with 
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the speed of light. The time of flight is computed aligning the PRN sent by the satellite 

and the one generated by the receiver. Using P-code, accuracies up to 30cm can be 

obtained when positioning with pseudoranges (Wells et al. 1999). 

 
Pseudoranges are basic GNSS observables used for navigation, time and 

satellite movement solution. Pseudoranges are affected by tropospheric and 

ionospheric delays (Leick, Rapoport, and Tatarnikov 2015).  

 

The signal sent by the satellites travels across the atmosphere that will 

introduce some delay in its reception. The environment near the receiver will produce 

reflections that will make the distance from the satellite to the receiver larger, what 

at the end is a larger travel time for the signal. All these effects should be then taken 

into account when correlating the received signal with the replica generated in the 

receiver. The functional model for pseudorange observables is introduced in the 

following equation: 

 

 (2.2) 

 

Where 

    Pseudorange observable 

    -receiver distance 

     

   

    

   error correction produced by random effects 

 

The coordinates of the receiver appear implicit in the real satellite to receiver 

distance  
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 (2.3) 

With  and  being the ephemeris of the satellite and the 

receiver position. 

The satellite ephemeris required for the position computation is sent in the 

navigation message. They can also be received via radio or IP from different 

companies that perform precise satellite tracking. The satellite coordinates can be 

easily computed using a mathematical model. 

Using the following second-order polynomial,  

 (2.4) 

The existing time error between timestamps is minimized. The coefficients of 

the polynomial are sent in the navigation message and are updated by GNSS control 

stations. 

The atmosphere affects pseudoranges in two parts of it; ionosphere and 

troposphere. Ionospheric effects can be reduced by using observables in frequency 

band L1 and L2 or modeling the effects. On the other hand, tropospheric effects can 

only be modeled.  

The new mathematical model including the atmospheric effects is now given by 

the following equation for each of the satellites. 

 (2.5) 

Being the term e, the sum of all the random errors explained before that could 

vary the time of arrival of the signal (Berrocoso, Ramírez, and Pérez-Peña n.d.). 

2.1.5.2 Carrier Phase 

Carrier phase measurements are obtained comparing the phase of the received 
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frequency than the emitted codes which leads to better accuracy in the satellite-

receiver distance calculus than the one obtained using pseudorange measurements. 

However, the phase measurement is affected by the uncertainty of the emitted cycles 

from the satellite until the receiver does the signal acquisition. This concept is known 

as ambiguity. The carrier phase measurement is composed of a certain number of 

full cycles, a fractional part of the last cycle and the ambiguity recorded. The 

recorded total phase multiplied by the wavelength of the signal, once ambiguity has 

been solved, gives the position of the satellites (Langley 2008) (Teunissen 1998) 

(Wells et al. 1999).  

 

Phase measurements can also be done during a period instead of doing them 

in a time instant. In that case, the Doppler frequency could be measured. The carrier 

frequency received is variable depending on the distance between the satellites and 

the receiver, and can be used to determine the position of the satellites (Berrocoso, 

Ramírez, and Pérez-Peña n.d.).  

 

GNSS satellites emit a sinusoidal signal generated in their oscillators. The 

frequency of these signals is the derivative of the phase, and so the phase of the 

signal is the integral of the frequency, as represented by the following equation 

(Teunissen and Kleusberg 1998).  

 (2.6) 

 

Where  is the number of cycles of the initial phase of the signal in time 

instant . From the oscillator-measured phase, the time can be obtained using the 

following function 

 (2.7) 
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Where  

frequency not affected by the Doppler Effect or other effects generated by the 

satellite translation movement. 

y we 

have  

 (2.8) 

Where 

 (2.9) 

Being  the exact time in the GNSS scale and  the time obtained from the 

nominal frequency, and so there will be a frequency drift  comparing to the nominal 

frequency.  

 (2.10) 

And therefore, 

 (2.11) 

The frequency drift will also induce a time drift modeled in the following way, 

 (2.12) 

time. 

 (2.13) 

 



Chapter 2: State of the Art 25 

Summing up, the time obtained from the phase measurement, is the addition of 

the real time scale, the frequency drift, and the initial phase drift. Naming the 

 we have, 

 (2.14) 

Where, as before,  is the GNSS time scale,  is the exact time scale and 

 

the satellites are going to be expressed as follows, 

 (2.15) 

And the oscillators allocated in the receivers in the following way, 

 (2.16) 

As explained before, the total carrier phase is an integer number of cycles 

, starting the count when the signal  is received until the instant ; a 

fractional part , referred to the signal acquisition instant; and an unknown 

integer number of cycles  corresponding to the time elapsed between the signal 

emission and the reception in the receiver. These number of cycles are called initial 

ambiguity and are different for each receiver and satellites. 

 (2.17) 

The ambiguity value is not computable so , the carrier observable 

is 

 (2.18) 

And so 

 (2.19) 

The phase of the observed carrier  is the difference between the 

 and the phase generated by the 

satellite , .  
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 (2.20) 

Being all the phases represented in cycles. Reformulating, we have the 

following, 

 

 
(2.21) 

And then the measured carrier phase is, 

 (2.22) 

Multiplying the measured carrier phase with the wavelength,  the 

measured carrier phase equation is obtained in length units. 

 (2.23) 

In an analog way to the pseudorange positioning,  and  

 show the traveled distance from the satellite to the receiver and the 

oscillator errors in the satellites and the receiver respectively. The term 

 is the distance term corresponding to the fractional part of the measured 

phase in the reception time. 

Moreover, the refraction index of the ionosphere is  

 (2.24) 

Where  is a constant,  is the electronic density, and  is the emission 

frequency (Langley 1998).With the multiplication of the constants  and   having 

a value of 40,3. 

 

Integrating the expression above during the traveled distance, 

 (2.25) 



Chapter 2: State of the Art 27 

And substituting the terms corresponding to the distance in the equation 25 

introduced before for distance results in, 

 
(2.26) 

And the observation equation for the carrier total phase can now be written in 

the following way: 

 
(2.27) 

Implementing the following considerations, 

 

 
(2.28) 

The observation equation can be simplified to the following terms,(Wells et al. 

1999)  

 (2.29) 

The obtained equation is analog to the one obtained in pseudorange 

positioning.  is the distance between the satellite and the receiver and  and  

are the errors introduced by the satellite and receiver oscillators. The parameter  

represents the random errors accumulated during the whole calculus. Finally, the 

parameter  is the number of complete cycles counted until the receiver acquires 

the signal. That is the only difference between the pseudorange and carrier phase 

positioning. 

Note that the ionosphere correction term is a substraction instead of an addition 

in the pseudorange positioning model. That occurs due to the pseudorange 

ionosphere refraction model, 

 (2.30) 
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And so, 

 (2.31) 

Prior to being processed within a navigation engine, these observables must 

undergo a certain amount of pre-processing. This usually involves the following 

steps where a stand-alone solution (no augmentation source) is concerned (not 

necessarily in this order): 

 Application of elevation mask (removal of satellites below it from current 

epoch calculations)  this requires an approximate user position which can 

be based on the previous epoch solution when available to calculate satellite 

elevations. 

 Convert Doppler shift observations to range rates using the following 

formula: 

 (2.32) 

where, 

  = range-rate for Satellite i;  

  = Doppler observable for Satellite i; 

  = frequency of signal;  

  = speed of light. 

 Correct pseudoranges for the ionospheric delay effect. This is typically done 

using one of the following two methods: 

o Single-frequency case: use of a model. The most common is the 

Klobuchar model, for which parameters are broadcast in the GPS 

navigation message. This model can be applied to any GNSS. 
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GLONASS does not transmit such model parameters, however, 

Galileo broadcasts parameters for its model, NeQuick.  

o Dual-frequency case: formation of ionospheric-free observable. 

When observations on a second frequency are available, they may 

be used in combination with those of the first frequency to form 

pseudoranges which are free from ionospheric delay: 

 (2.33) 

  where, 

  = ionosphere-free pseudorange for satellite i; 

  = pseudorange on the first frequency for satellite i; 

  = pseudorange on the second frequency for satellite i; 

  = first frequency (MHz); 

  = second frequency (MHz). 

 Correct ionosphere-corrected pseudoranges for tropospheric effect, for 

example, using the RTCA model described in (RTCA 2006). 

 In the case of multi-constellation solutions, it may be chosen to apply system 

time corrections to pseudoranges at this point to achieve synchronization.  

 If GLONASS is being used within a multi-constellation solution then a 

correction for the leap seconds present in GLONASS system time may be 

made here.   

 Apply satellite clock offset and drift corrections obtained from navigation 

data to pseudoranges. 
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 Calculate User Equivalent Range Error (UERE) budget based on internal 

models (in the stand-alone case) and based on calculated satellite 

elevations. 

 

2.1.6 Computation methods for GNSS Positioning 

As already presented in the last paragraphs, positioning with GNSS is based on 

the Time-of-Arrival (TOA) concept which is used to calculate the ranges between the 

user and satellites. The range is derived from measured time difference by 

comparing the received PRN codes in the satellite signal and the receiver-generated 

PRN code. In Figure 2.2, ir  represents the geometric range between the thi  satellite 

and the user. If the satellite time, at which the signal was transmitted, is designed as 

st , and the receiver time, at which the signal arrived at the receiver, is designed as 

ut ; then for each range: 

 (2.34) 

However, the receiver clock and the satellite atomic clock will have a bias error 

concerning the true system time. The transmitted signal in space will also be delayed 

by various other error components, such as ionospheric error, tropospheric error, 

and multipath error. Therefore, the observed range, as opposed to the geometric 

range, is called a pseudorange measurement, which is denoted as  and can be 

expressed as: 

 (2.35) 

where,  
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ut  is the receiver clock offset with respect to the system time 

st  is the satellite clock offset with respect to the system time 

id  is the ephemeris error 

i
I  is the ionospheric delay 

i
T  is the tropospheric delay 

i
 are the errors including multipath, hardware bias, and receiver noise.  

 

Figure 2.2 Satellite to user ranges 

The receiver clock error is the offset of the receiver clock from the reference 

GNSS time. Depending on the quality of the oscillator used in the GNSS receiver, 
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the error could range from 200 ns up to a few ms, and the measured ranges could, 

therefore, vary from a few meters to a few thousand kilometers. It is normally treated 

as an unknown parameter in the position computations. Hence, equation (2.35) can 

be expressed as 

 (2.36) 

where i  is the composite of errors produced by, e.g. atmospheric delays, 

multipath, satellite ephemeris errors.  

Two principal methods for the computation of a user position solution using 

GNSS signals may be considered; namely the snapshot method and the Kalman 

filter. 

2.1.6.1 SnapShot method for position computation 

2.1.6.1.1 Position Engine 

This section outlines the principles of a snapshot least-squares algorithm. In 

Figure 2.2 ),,( iii zyx  and the user position 

is denoted as ),,( uuu zyx , for which zyx ,,  are the values in the Earth-Centered 

Earth-Fixed (ECEF) coordinate system. Therefore, the geometric range, ir , can be 

computed by the following equation: 
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 (2.37) 

Substituting Equation 2.36 into Equation 2.37, the pseudorange equation can 

be expressed as 

 (2.38) 

Where i  depends on the number of satellites that have been tracked in the 

view. Therefore, the GNSS navigation systems can compute a three-dimensional 

(3D) position only when the GNSS antenna can receive at least four different satellite 

signals to solve four unknowns, comprising three coordinates of the user position 

),,( uuu zyx  and one receiver clock offset ( ut ). Normally, the GNSS solution can 

be solved through an iterative least-squares (LS) method. This iterative process only 

uses information for the instant of time in which data has been received. It does not 

use any information from points in time before or after. This is the reason to call it a 

SnapShot method for position estimation. To use the LS method, the nonlinear 

mathematical model described by Equation 2.38 can be denoted by the following 

expression: 

 (2.39) 

where  
T

uuuu ctzyxX ),,,(  are the parameters and 
T

il ),,,( 21  are the 

observations. If 
TctzyxX ),,,( 00000  is assumed as the approximate estimated 
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coordinates for the user and the associated estimate predicted receiver clock offset, 

then: 

 (2.40) 

where 
T

uuuu tczyxX ),,,( . Therefore,  

 (2.41) 

The right-hand function can be linearized around the approximate parameters 

0X  by using Taylor series, giving: 

 (2.42) 

Where 

 (2.43) 

 
(2.44) 

 
(2.45) 
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(2.46) 

 
(2.47) 

A  is referred to as the design matrix, which contains the direction vectors 

pointing from the approximate user position to the available satellites, and 

T
iiB ],,,[ 2211 . v  represents residual pseudorange errors and is 

assumed as normally distributed with zero mean and variance )(lCov , which is the 

variance-covariance matrix of the observations. Generally, the )(lCov  is assumed 

diagonal, which means the observations are uncorrelated. Therefore, the variance-

covariance matrix of the pseudoranges can be shown as: 

 

(2.48) 

A small standard error associated with an observation means that a high weight 

is assigned to it. The weight matrix would be 
1)(lCovW . 

The least-squares method aims to minimize the function WvT . Taking 

Equation 2.42 to replace  gives: 

 

(2.49) 
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The minimum of WvT  must occur at a value of X  that gives a zero for the 

gradient. Hence, setting the gradient to be zero and seeking a value that will 

minimize WvT  gives: 

 
(2.50) 

 (2.51) 

The improved estimate X  should be used to iterate until the change in the 

estimate is sufficiently small. Once the unknowns X are obtained, the user 

coordinates and the receiver clock offset can be computed by Equation 2.40.  

2.1.6.2 Kalman Filter 

The Kalman filter technique for GNSS stand-alone positioning provides 

increased solution availability concerning snapshot positioning. This is achieved 

through the use of a prediction component based on previous solutions, allowing a 

solution to be formed when there are insufficient satellites available for an 

instantaneous snapshot solution. 

The Kalman filter method is presented in this section. The Kalman filter method 

used in (EATS n.d.) has been taken as reference. This includes an innovation fault 

detection and exclusion (FDE) technique and a comprehensive integrity algorithm, 

to provide continuously accurate positioning and high integrity performance. The 

algorithm is described in paragraph Position Engine (2.1.6.2.1) and Integrity Engine 

(Subsection Error! Reference source not found.).  
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2.1.6.2.1 Position Engine 

The GNSS Kalman filter is used to continuously estimate the user position, 

velocity, receiver clock offset and clock drift by using GNSS observations only. For 

the position calculation, the 8 navigation states are considered at every epoch as: 

 (2.52) 

Where 

x  is the Cartesian x coordinate of the vehicle position, in meters 

y  is the Cartesian y coordinate of the vehicle position, in meters 

z  is the Cartesian z coordinate of the vehicle position, in meters 

ut  is the receiver clock offset, in seconds 

xv  is vehicle velocity in the direction of the Cartesian x-axis, in m/s 

yv  is vehicle velocity in the direction of the Cartesian y-axis, in m/s 

zv  is vehicle velocity in the direction of the Cartesian z-axis, in m/s 

vt  is receiver clock drift, in seconds/second. 

The vehicle dynamic model used to update state estimates over t  (between 

epochs t-1 and t) may be described at a basic level (prior to the consideration of 

acceleration) using the following equations: 
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(2.53) 

These equations can be rewritten in matrix form as: 

 (2.54) 

Where, 

tX  is the state vector at epoch t, 

1t  is the state transition matrix which defines the state transition from epoch t-

1 to epoch t, given as 

 (2.55) 

 twQ ,  is the state noise covariance matrix which is used to model the acceleration: 
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 (2.56) 

Where, 

a  is the standard deviation of vehicle acceleration. 

t  is the standard deviation of the receiver clock. 

Therefore, the GNSS Kalman Filter navigation engine is conducted using the 

following steps: 

State vector prediction: 

 (2.57) 

Variance-covariance matrix prediction: 

 (2.58) 

Kalman gain matrix calculation: 
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 (2.59) 

State estimate update using measurements: 

 (2.60) 

 

 (2.61) 

Where, 

tZ = vector of pseudorange and Doppler measurements at epoch t 

g = function for computing measurement vector based on state estimates 

tG = measurement matrix at epoch t 

tR = measurement noise covariance matrix at epoch t (obtained from the 

measured noises) 

Within the GNSS Kalman Filter navigation engine, measurement innovations 

may be formed for each ranging source used. They are normalized and simply 

compared to a threshold in order to detect potential faults. This process is performed 

before the update of the state estimates using the measurements. Should a 

normalized innovation exceed the threshold then the relevant measurements 

(pseudorange and Doppler) are excluded from the solution computation process at 

the epoch in question.  

At epoch t the measurement innovation vector is formed as: 

 (2.62) 

Where, 
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tp = vector of pseudorange measurements at epoch t 

pg = function for computing pseudorange measurement vector based on 4D state 

estimates (3D position and receiver clock offset)   

tX ,4 = 4D state estimates at epoch t (typically those of epoch t-1 propagated 

forward using the transition matrix), prior to update using measurements  

These innovations may then be normalized using the innovation covariance 

matrix. For measurement i, this is performed as follows at epoch t: 

 
(2.63) 

Where, 

 (2.64) 

tpG , = pseudorange (and 4 state) measurement matrix at epoch t 

tP = error covariance matrix at epoch t, before update, using measurements 

tpR , = pseudorange measurement noise covariance matrix at epoch t 

In practice this method may be applied within an iteration loop of a Kalman Filter 

navigation engine, with the innovations formed at each iteration as follows: 

 (2.65) 

tp n pseudorange 

observations at epoch t and computed pseudoranges based on the most recent 

estimate of the receiver position 
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tX ,4 = difference between prediction (that of epoch t-1 propagated forward to 

epoch t) and most recent iteration loop estimation of 4D state estimates 

As the iteration loop progresses, the components of tp  should reduce as the state 

estimates improve. However, any significant measurement errors will remain 

apparent and should be easily detectable. tpG ,  and tX ,4  will also be updated upon 

each iteration, reflecting the new position estimates. 

2.1.6.3 Multi-Constellation GNSS Positioning 

As already introduced before, all GNSS systems use the TOA concept to derive 

the receiver position, but each of them has their geodetic reference system and 

satellite clock system. Therefore, the alignment of coordinate systems and the 

synchronization of time systems are needed when multi-GNSS are combined. 

2.1.6.3.1 Terrestrial Reference System Alignment 

The WGS84 (GPS), GTRF (Galileo) and CGCS2000 (BeiDou) are all based on 

ITRF, differing from ITRF by only a few centimeters. Therefore, they are compatible 

with most users with this accuracy level. 

From 20th September 2007, GLONASS implemented the new version of PZ-90 (i.e. 

PZ-90.02) as the terrestrial reference system. PZ-90.02 is aligned with ITRF2000, 

but it contains an origin shift of about 0.4m. Therefore, PZ-90.02 can be transformed 

to ITRF2000 by the following equation: 
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 (2.66) 

2.1.6.3.2 Time System Synchronization 

Synchronization is necessary for multi-constellation GNSS solutions. There are 

two options to achieve this; synchronization by the information from the navigation 

message and extra state for inter-system clock bias. Both options are shown here 

below. 

2.1.6.3.3 Synchronization by the information from the navigation message 

In the GPS navigation data messages, the GPS-UTC time corrections (i.e. 

'GPUT' in navigation header) are included. Similarly, for Galileo, the GST-UTC time 

corrections (i.e. 'GAUT') will be broadcast in the Galileo navigation messages. The 

case is the same for GLONASS and BeiDou, with GLONASS-UTC (i.e. 'GLUT') and 

BDT-UTC (i.e. 'COUT') being found in their navigation messages, respectively. By 

applying the above corrections, the time systems can be synchronized to the same 

UTC frame. This is a highly recommended option since there is no need to introduce 

any extra state in the navigation engine for the combined GNSS system. The 

availability of a solution is maximized since each extra state removes a degree of 

freedom. Additionally, if GST-GPS, GLONASS-GPS and BDT-GPS time corrections 

are available in the various navigation messages, the different GNSS measurements 

can also be synchronized to GPS time. 
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2.1.6.3.4 Extra State for Inter-system Clock Bias 

If the time corrections from the navigation message are not available, the inter-

system clock biases have to be treated as an extra state in the navigation engine to 

estimate the individual clock bias for each constellation (Liu et al. 2017). 

2.1.6.4 Trade-Off Analysis for computation methodology 

A choice must be made for the high-level approach to the GNSS PVT algorithm, 

i.e. whether a snapshot or Kalman filter method will be used. The driver here is 

integrity as this is the most demanding aspect in railway applications for positioning. 

ERA Subset 088 (UNISIG 2008) defines the safety requirement as Safety Integrity 

Level (SIL) 4. A SIL indicates the required degree of confidence that a system will 

meet its specified safety functions with respect to systematic failures. SIL indicates 

the probability of failure with the mission time. The THR (Tolerable Hazard Rate THR 

per hour and per function) applicable to SIL4 is defined as .  

Standard ERTMS positioning (odometry-based) is designed against this 

specification and for any alternative source of positioning it may reasonably be 

assumed that the specification also applies. A tolerable hazard rate of 10-9/hour is 

two orders of magnitude more demanding than that of GNSS-based aircraft 

approach procedures which highlights the challenge involved in designing Smart 

Train Positioning. 

Table 2.3 presents the pros and cons of the two approaches with consideration 

of the application to railway positioning.  
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 SnapShot Kalman Filter 

PROs  Simple to implement 

 Simple to model errors 

 No initialization issues 

 No issues regarding time to 
recover following outliers 

 High availability positioning 

 Stable solution in difficult 
environments 

 Well suited to train motion 
profile 

 Existing fault detection 
methods can handle multiple 
simultaneous faults 

CONs  No positioning when insufficient 
satellites available  

 Existing fault detection methods 
for multiple simultaneous faults 
are computationally demanding 

 More challenging to implement 

 Requires tuning according to 
application 

 Harder to model errors 
 Solution can take time to 

initialize 
 Solution can take time to 

recover from outliers 

Table 2.3 PROs and CONs of GNSS Algorithm options (EATS n.d.) 

Figure 2.3 and Figure 2.4 below illustrate positioning results for GPS data 

recorded on an operational passenger train in the UK using a basic snapshot 

algorithm (including the RAIM algorithm described in Section Integrity Engine) and 

the Kalman filter created by NSL (prior to any tuning for railway application) 

respectively (EATS n.d.). Individual 1Hz solutions are overlaid on aerial 

photography, shown as red and blue points for the snapshot and Kalman filter 

respectively. It may be seen that the snapshot algorithm is not able to provide 

solutions for the stretch of track in the middle of the image which corresponds to the 

train traveling through a tunnel. There are also two outlier solutions to the right of the 

image caused by only being four satellites available due to the train remerging from 

the tunnel and requiring some time to require satellites. RAIM integrity is not 

available on these occasions as it requires a minimum of five satellites. In contrast, 

the Kalman filter can continuously provide a solution through the tunnel and does 

not suffer from the outliers, with the solution remaining close to the track throughout. 
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This is a good example of where a filtered solution is advantageous over a snapshot 

solution, and such scenarios are not uncommon in the railway environment.  

 

Figure 2.3 Example SnapShot Positioning fo Real GPS Rail Data (EATS n.d.) 

 

Figure 2.4  Example Kalman Filter Positioning for Real GPS Rail Data (EATS n.d.) 
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Although in theory, a snapshot approach is more suitable for applications 

requiring high integrity due to the lack of the potentially unstable prediction 

component inherent in a Kalman filter, RAIM FDE methods for handling multiple 

faults are not mature (EATS n.d.). The Kalman filter HPLs are however generally 

larger and may require further tuning to meet the availability requirement of railway 

applications. 

The Kalman filter also provides a solution with high availability and when 

properly tuned to the application can provide relatively stable solutions in challenging 

environments. This should be of particular value in the rail domain since, even 

though the number of satellites available should be high through the use of four 

GNSS constellations, there are environments (tunnels, cuttings, covered stations, 

etc) in which the number of satellites in view will be severely limited. A filter is also 

well suited to the smooth characteristics of a rail track. Although it is extremely 

challenging to provide integrity when a small number of satellites are available, there 

are potential methods to be explored to handle this.  
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2.2 IMU 

An Inertial Measurement Unit (IMU) is a device that measures forces, angular 

rates and sometimes the orientation of a body. In the case of this thesis, the IMU 

has three gyroscopes and three accelerometers that are displaced along three 

 a straight line unless 

changes due to the gravity forces and the gyroscopes the changes in the rotational 

attributes. 

Using IMUs has some benefits for positioning; IMUs are autonomous and are 

not dependent on other devices or visibility of signals. Moreover, it does not need an 

antenna so it can be located in any place. However, the main problem of the IMUs 

is their accumulative error. The sources of the errors are mainly two kinds of bias 

errors and noises: 

 Bias errors are constant errors suffered by the sensors in their 

measurements. Knowing those errors beforehand could be a solution to 

calibrate the IMU, but there are two types of bias errors, static and dynamic. 

o The static bias is a constant error result of a wrong calibration of the 

sensors. 

o The dynamic bias is the in-run variation and changes over time. 

However, the dynamic bias is of about 10% of the static bias, so its 

influence in the total error is lower. Anyhow, static errors can be 

compensated as they are always similar, and the dynamic ones are 

going to be the ones with the biggest influence in the final 

implementation. 

 Noise is the unwanted signal generated from internal electronics that 

interfere with the measurement of the desired signal. The accelerometer 

noise will negatively affect the minimum pitch or roll angle resolvable and 
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introduce velocity and position error caused by the misalignment of the 

gravity vector. Gyro noise creates orientation angle errors for an INS (Inertial 

Navigation System) or AHRS (Attitude and Heading Reference System), 

which affect negatively the projection of the gravity vector and results in 

velocity and position error (they introduce an error in yaw angles). As almost 

all of it is random noise (white noise), it will not be possible to predict it in 

advance. But the positive point is that in general, velocity, position, or pitch 

or roll error from the accelerometer or gyroscope white noise will be smaller 

than the other described noise sources for IMU (Raymond Chow 2011). 

 

Dead reckoning is the method used by the Inertial Measurement Units to give a 

position and velocity estimation on its own. This subsystem can give an accurate 

trajectory estimation on position, but the information must be accurately known to be 

reliable, as it suffers from cumulative error. If the information is not accurate enough, 

the position will neither be accurate, and the next position calculation would be based 

on an initial wrong position, making that second calculation to have even a higher 

error. 

The position estimation given has an error that will continuously increase due to 

the accumulation of errors. 

2.2.1 Clipping 

State estimation is challenging in nonlinear systems based on first principles. 

The introduction of constraints is a good approach to force the estimates to have 

physical meaning. This approach is important to delimit the Kalman filter estimations 

to reasonable limits according to the application in which is going to be used (Kolås, 

Foss, and Schei 2009). 

In this section, constraints in the UKF (Unscented Kalman Filter) are going to be 

analyzed as it is the most suitable for the railway application. EKF (Extended Kalman 

Filter) has limitations when using constraints. However, the existing literature 
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discussing constraint implementation in UKF is limited and discussed clipping 

techniques are not much. More detailed information about different Kalman filter has 

been introduced in sections 2.5 and 2.6. 

In 1960 Rudolph Kalman presented a recursive state estimation method, the 

Kalman Filter. A recursive algorithm is used to compute the first and second-order 

moments (mean and covariance). The system random variables can be consistently 

estimated by updating the first and second-order moments sequentially by using a 

linear form estimator (Kolås, Foss, and Schei 2009).  

The Kalman filter consists of two parts; forward prediction and correction. The 

first one computes a predicted estimate of the first (a prior estimation) and second-

order moment; and the correction computes the corrected estimates (a posterior 

estimation). All the existing Kalman Filters follow this structure and need to be 

initialized with the first and second-order moments before starting the computation. 

The UKF (Unscented Kalman Filter) is based on the fact that it is easier to 

approximate a probability distribution than a nonlinear function (Julier and Uhlmann 

n.d.). The use of the UKF avoids the Jacobians in the algorithm what could be a 

computational difficulty. The probability function is approximated by a set of 

deterministic points that capture the mean and covariance of the distribution, called 

sigma points. These points are propagated, processing them through the non-linear 

system model composed by a non-linear function. Some weights are given to these 

propagated sigma points in order to obtain with them the mean and covariance of 

the transformed distribution.   

In the literature, a symmetric sigma point set is proposed, resulting in 2n+1 sigma 

points (Julier and Uhlmann n.d.). This approach is precise but demands a big effort 

in computation as the sigma point generation step is the most computational 

demanding step in the whole Kalman filter. Calculating the sigma points involves 

computing the square root of the covariance matrix what may affect the convergence 

performance. 
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The estimates in a system should be constrained in order to force them to have 

a physical meaning according to the field of application. The application of the 

constraints can be done in one or more of the following processes: 

 IMU data recording 

 Kalman filter sigma point expansion 

 Sigma points binding 

2.2.1.1 Constraint methods 

A common method for implementing constraints in the Kalman Filter is clipping. 

The corrected state estimation is set inside some boundaries if it is outside their 

limits. Other constraint methods such as QP problem solutions can also be 

considered. However, clipping may produce a lower computational load.  

Quadratic Programming (QP) is a special type of mathematical optimization 

problem that optimizes several variables subject to linear constraints on these 

variables. It is a type of nonlinear programming.  

The general quadratic program can be stated as 

 
(2.67) 

 
(2.68) 

 
(2.69) 

Where: 

 is a symmetric  matrix, 

 and  are finite sets of indices, 
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 and  are vectors in . 

Quadratic programs can always be solved in a finite amount of computation, but 

the computation effort required depends on the characteristics of the function being 

evaluated. If the Hessian matrix  is positive semidefinite, the problem computation 

requirement is similar to a linear program. The Quadratic Program is called Strictly 

Convex is this happens. On the other hand, if  is an indefinite matrix, the Quadratic 

Program is called Nonconvex and the computation load is more challenging due to 

several stationary points (Nocedal and Wright n.d.).  

This procedure results in an improved estimate and the system eventually 

converges to the true state. Usually, only the estimations are clipped and not the 

covariance matrix, so the covariance matrix is not precise (Haseltine and Rawlings 

2005). 

After introducing the clipping strategy, possible limitations for the railway 

environment are going to be analyzed. An IMU records accelerations, so a limit for 

reasonable accelerations should be set in order to discard the measurements out of 

the selected boundaries. For boundary selection, different trains and their maximum 

accelerations have been examined.  

 The first one has been a high-speed train, German ICE. This kind of trains 

have an average acceleration of 0.3 , starting in 0.5  and reducing 

it 0.1  every 1000m of track. Their maximum deceleration rate is 0.5 

 (Connor n.d.). 

 Regarding to the Intercity Express trains used in the UK, their maximum 

acceleration is 0.75  at the beginning of the operation and is reduced 

continuously in a nonlinear way until the maximum speed of the train is 

reached (Technical 2012). 

 Finally, different underground, urban and suburban trains have been 

analyzed as they are the railway vehicles with the highest acceleration and 

decelerations. Manchester tram has maximum acceleration and 
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decelerations of 1.3 ; Nottingham trams have accelerations of 1.2 

 and decelerations of 1.4   and the Sheffield Supertram has 

accelerations of 1.3  and decelerations of 1.5  . This last train is 

the one with the highest accelerations found in the literature that ensures 

passenger security and comfort (Powell and Palacín 2015).  

Having analyzed different acceleration values in different trains, the maximum 

accelerations recorded are always less than 1.5  so it seems a good boundary 

for clipping. Accelerations higher than this recorded by the IMU should be discarded 

or constrained to the maximum permitted in order to have more accurate results. 

This approach is valid for the general railway environment, but depending on the 

train used it should be adapted to obtain better results.  
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2.3 ULTRA WIDE BAND  

The Federal Commission of Communications (FCC) defines Ultra Wide Band 

(UWB) as any radio technology having at least, a bandwidth of 500MHz. Moreover, 

technologies with a bandwidth larger than 20% of the central frequency are also 

considered UBW technologies (FCC 2002). UWB systems employ very low power 

spectral densities along with very short duration pulses (Duran et al. 2012). The main 

feature of UWB signals is that they occupy a wider frequency band than conventional 

signals . This is the reason to limit the 

transmission power below certain values to avoid significant interferences in other 

systems. The average Power Spectral Density (PSD) must be lower than -41.3 

dBm/MHz in the frequency band going from 3.1 GHz to 10.6 GHz in the United States 

according to the specifications of the Federal Commission of Communications from 

the beginning. After this regulation appeared, many UWB systems were developed 

and standardized as the ones introduced in (ECMA 2008) and (Standards 

Committee of the IEEE Computer Society 2007). 

Europe allowed the use of UWB later and under different regulations to the ones 

ruling in the United States. The bands allowed in Europe are different from the ones 

in the US and so the spectrum mask also changes. For positioning systems, two 

bands are relevant; the band going from 3.2 GHz to 4.8 GHz and the band going 

from 6 GHz to 8.5 GHz. The first band allows maximum Power Spectral Densities of 

-70 dBm/MHz and the second one allows -41.3 dBm/MHz as maximum just like the 

US standard (Union n.d.). 

UWB signals can be generated in two ways: Single Carrier or Impulse Radio 

Ultra Wide Band (IR-UWB) and Multi-Band or Multi-Carrier Ultra Wide Band (MC-

UWB). The first one uses ultra-short pulses to transmit the information; these pulses 

are usually shorter than nanoseconds. The second one uses multi-carrier techniques 

such as Orthogonal Frequency Division Multiplexing (OFDM) based on multiple 

sinusoids, modulated or not (Zamora Cadenas 2014). 
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Most of the narrowband systems cannot perceive the UWB signals due to the 

low energy level in which their signals are transmitted. This makes UWB systems 

immune to jamming by narrowband systems.  

The wide bandwidth of UWB improves the reliability of the information sending 

process because having different frequency components increases the probabilities 

of part of the signal avoiding attenuations that do not cover the full spectrum. A wide 

bandwidth also gives very fine time resolution which allows to distinguish easily direct 

path signals from reflected signals that have longer flight times and introduce bigger 

errors when positioning. UWB is a very good tool for indoor positioning and indoor-

outdoor transitions or the other way round (Bocquet, Loyez, and Benlarbi-Delaï 

2005). This is definitively a good complementary positioning system to GNSS. 

UWB systems have been widely used in different works under different 

conditions and with different results. The positioning system described in (Zwirello et 

al. 2012) uses UWB based technologies to obtain position estimations with an 

average accuracy of 2.5cm. In (Zhang et al. 2010) and (Yu et al. 2012) UWB radars 

have been developed with millimeter accuracies in small measurement areas. 

However, not only prototypes or systems for research use are available 

nowadays. There is a range of different UWB systems available in the market for 

mass users. Sapphire DART system from Zebra Technologies can work in 2D 

scenarios within a 200m range and its accuracy is about 30cm according to its 

datasheet (Zebra n.d.). Ubisense Group sells another UWB system called 

Dimension4, which claims to have accuracies of about 15cm but operation ranges 

of 50-100m (Ubisense group n.d.). Finally, Decawave develops another system 

called EVK1000 that claims to allow long ranges up to 290m and centimeter-level 

accuracy along with high reliability and low latency. Moreover, it is a low-cost low 

power system that allows a high tag density enabling lower infrastructure 

implementation and maintenance costs (Decawave n.d.). 
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2.4 MAP BASED METHODS 

2.4.1 Map-Aiding 

Positioning with GNSS in urban areas can have errors of tens of meters due to 

shadowing, multipath effects or other effects affecting the GNSS signal. Map aiding 

is a technique that combines traditional GNSS positioning with 3D mapping and 

GNSS shadow matching. Shadow matching obtains a position comparing the 

measured signal with a set of positions predicted using 3D mapping. In this case, 

both pseudorange and signal to noise measurements are used to determine the 

position (P. Groves et al. 2016).  

 

Over the past years different techniques using 3D mapping have been 

developed. The simplest form of map aiding is the terrain height aiding (Adjrad and 

Groves 2017). For most applications the GNSS antenna are found at a certain height 

above the ground. Using a Digital Elevation Model (DEM) the position can be 

constrained to a surface. So the position estimation is done into a 2D space and then 

the height is obtained using the Digital Elevation Model. Removing a dimension from 

the position solution calculation can also improve the accuracy of the other 

dimensions. Height aiding can improve not only vertical position components but 

also horizontal ones in almost a factor of two as the solution estimation is done only 

for 2 dimensions but using all the available satellites (Adjrad and Groves 2017).  

 

Environmental 3D maps are constructed, usually in urban environments in order 

to predict which signals are going to be blocked and which ones are going to be 

visible (LOS and NLOS signals can also be predicted) (Bradbury et al. 2007).   

 

In a first glance taking into account a complete city model when analyzing the 

availability of the GNSS signals seems to be a great computation effort. However, 

the computation load can be reduced considering some constraints. For example, 
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buildings more far away than 300m from the receiver are not relevant or satellites 

recently used by the user are the first in being analyzed (Wang, Groves, and Ziebart 

2012b).  

 

Position is determined comparing the available signals measured with the ones 

predicted to be available using the 3D map of the environment. This has been 

experimentally demonstrated in (Ben-Moshe et al. n.d.)(Wang, Groves, and Ziebart 

2011)(Suzuki and Kubo 2012)(Wang, Groves, and Ziebart 2012a)(Isaacs et al. 

2014)(Wang, Groves, and Ziebart 2015)(Wang n.d.)(Yozevitch and Moshe 2015). 

Accuracies of around five-ten meters have been achieved in urban areas. 

 

Another way of using 3D mapping is to use the building models to discard the 

NLOS signals before doing the positioning calculus. Usually, when positioning in 

urban environments, there is big uncertainty in position estimation. In this areas, the 

obtained GNSS positions could be used as an area definition for map definition. 

 

Researchers have also used 3D mapping to predict the delay of the NLOS 

signals received. However, these techniques require a high computation engine 

unless the area in which it is being used is very small (Suzuki and K. 2013)(Kumar 

and Petovello 2014)(Hsu, Gu, and Kamijo 2016)(Kumar and Petovello 2016).  

 

In summary, using as many techniques as possible of the ones introduced will 

be the best solution to obtain an accurate position. Anyhow a trade-off between 

position accuracy and computing load should be taken into account. 

 

 3D mapping is a technique useful for single epoch positioning, as for 

multiple epoch positioning exist many other GNSS augmentation 

methods that are more accurate and easier to implement (P. D. Groves 

2008).  
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 3D mapping is intended to be important in multi-epoch positioning such 

as navigation as it will enable position to be accurately initialized and 

re-initialized in challenging urban environments (P. Groves et al. 2016).  

 

3D mapping has a great potential to provide accurate positioning in dense urban 

areas. However, it is not sufficiently reliable and efficient for deployment in 

commercial products yet. For that it should work in a big range of different 

environments, provide quality metrics of the data given, has to be able to work in 

different user equipment with minor changes, be efficient in processing and to have 

an easy access to 3D maps already constructed (P. D. Groves et al. 2015). 

2.4.2 Map-Matching 

Map matching enhances the availability for location in railway applications. 

Applied at a centralized location, it can improve the consistency of the reported 

locations (Hutchinson 2016). The basic idea of map-matching is to compare the 

output of a positioning module with the shape of the nearest environment in order to 

obtain a better position estimation. Two ways of map-matching are used nowadays; 

Semi-deterministic and Probabilistic.  

 Semi-Deterministic map-matching: It assumes that the vehicle is 

travelling in a road (a railway track when using it for trains). The simplest 

semi deterministic map-matching is to move the estimated position to 

the nearest point in the road or railway. 

 Probabilistic map-matching: It improves the performance of the semi 

deterministic ones by incorporating the accuracy of the position 

estimated to the map information available. Using the error models of 

the sensors used for positioning, confidence regions are defined for the 

estimation given. The regions appearing over roads or railways are more 

likely to be the places in which the receptor is actually located.  
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2.5 IMU AND GNSS DATA FUSION 

Data fusion between IMU and GNSS can be done in many ways. In this section, 

the most common ones are going to be introduced. 

2.5.1 Loosely coupled integration 

Each system (GNSS and IMU systems) obtains a position velocity and attitude 

estimation independently. The information obtained is fused using an optimal 

estimator in order to obtain a third solution. 

 

Figure 2.5  Loosely coupled integration scheme (Noureldin, Karamat, and Georgy 2013) 

2.5.2 Tightly coupled integration 

Pseudo-range and pseudo-range rate from GNSS and accelerations and 

rotation rates from the IMU are mixed by a single estimator in order to achieve a 

single position estimation. 
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Figure 2.6 Tightly coupled integration scheme (Noureldin, Karamat, and Georgy 2013) 

2.5.3 Deeply coupled integration 

The main advantage of this method, also known as ultra-tightly coupled 

integration, is that the dynamics of the host vehicle are compensated in the GNSS 

tracking loops using the Doppler information. Various configurations for ultra-tightly 

coupled integration exist. The estimator combines the pseudo-ranges or the In-

phase and Quadrature measurements from the GNSS with the navigation 

parameters obtained from the IMU in order to render the estimated Doppler. This 

Doppler is used to remove the dynamics from the GNSS signal entering the tracking 

loops, reducing in this way the carrier tracking loop bandwidth. This integration is 

more complex and requires access to the GNSS hardware, but it can improve the 

quality of the raw measurements and the anti-jamming performance comparing with 

the integrations presented before (Noureldin, Karamat, and Georgy 2013). 
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Figure 2.7 Deeply coupled integration (Noureldin, Karamat, and Georgy 2013) 

2.5.4 IMU and GNSS Fusion Algorithm 

Several algorithms for optimal fusion between IMU and GNSS data exist; the 

most used ones are the Kalman filter (KF), the particle filter (PF) and the artificial 

intelligence (AI). Traditionally, the Kalman filter has been used to fuse navigational 

data (Faragher 2012). Kalman Filter is an optimal recursive algorithm that processes 

all the available measurements to optimally estimate the current value of the state of 

interest and obtain the uncertainty of the estimation done.  
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2.5.5 IMU/GNSS integration 

2.5.5.1 Open-loop architecture 

In this configuration, position, velocity, and attitude are performed external to 

the IMU where the estimation errors are subtracted from the IMU solution in each 

iteration. The errors are not sent back to the IMU. The advantage of this architecture 

is that the raw IMU solution is capable to support integrity monitoring and continuing 

service in the event of a problem with the Kalman Filter. However, the errors in the 

IMU grow larger with time (Section 2.2), making the linearity assumption invalid. So, 

open-loop architecture is more susceptible to Kalman Filter performance issues. 

 

Figure 2.8 Open-loop architecture (Noureldin, Karamat, and Georgy 2013) 

2.5.5.2 Closed-loop architecture 

In this architecture, based on a Loosely coupled integration, the error estimates 

from the Kalman filter are fed back in order to correct the IMU eliminating the biases 

and giving a reference position to the mechanization. The output of the IMU would 

be the output of the integrated solution. Kalman Filter is reset to zero after the error 

estimates are fed back. Kalman Filter estimated accelerometer and gyroscope errors 
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are also fed back to correct the IMU measurements before they are used in 

mechanization. The errors are applied in every iteration of mechanization and 

acceleration and gyroscope errors are updated periodically.  

 

Figure 2.9 Closed-loop architecture (Noureldin, Karamat, and Georgy 2013) 

2.5.5.3 Tightly coupled IMU/GNSS Integration 

This architecture is based on the tightly coupled integration and has only a 

common master filter. The difference between the pseudo-range measurements of 

the GNSS and the corresponding values predicted by the IMU is fed to the Kalman 

Filter to estimate the errors made by the IMU. The output of the IMU is then corrected 

with these errors to obtain the integrated navigation solution. Pseudo-range or 

pseudo-range rate measurements can be used, but usually, both are used as they 

are complementary to each other. This architecture eliminates the problem of the 

correlated measurements that appears in loosely coupled approaches due to the 

cascaded Kalman Filters. This integration can give a GNSS update even if fewer 

than four satellites are visible. However, it is more difficult to implement as the 

algorithm implies processing raw GNSS data and there is no standalone GPS 

solution. Using the same hardware a tightly coupled integration almost always 

performs better than a loosely coupled one (Petovello n.d.). 
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Figure 2.10 Tightly coupled IMU/GNSS integration (Noureldin, Karamat, and Georgy 2013) 

The overall implementation of a tightly coupled IMU/GNSS integration is shown 

in the picture below (Figure 2.11). 

 

Figure 2.11 Overall implementation of a tightly coupled IMU/GNSS integration (Noureldin, 

Karamat, and Georgy 2013) 

 



Chapter 2: State of the Art 65 

Now, every block shown in Figure 2.11 is going to be explained in order to 

introduce how to perform a complete integration. 

2.5.5.3.1 IMU part 

The system model for continuous INS KF is 

 
(2.70) 

Where,  

 

 the state vector of the IMU; 

 dynamic coefficient matrix of the IMU model;  

 noise distribution matrix; 

 white noise. 

 
(2.71) 

Where, 

  is the position error vector 

 is the Earth-referenced velocity error vector 

  is the attitude error vector 

 is the gyroscope error vector (consisting of drifts) 

  is accelerometer error vector (consisting of biases) 

 

 is the unit-variance white Gaussian noise, 

the term  is the noise distribution vector (including the variances associated with 

the state vector) 
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 (2.72) 

The term  is the dynamic coefficient matrix that contains the IMU error models 

for the position, velocity and attitude and the inertial sensors (Noureldin, Karamat, 

and Georgy 2013).  

 (2.73) 

2.5.5.3.2 GNSS part 

The equation for the Kalman Filter system model for the GNSS is: 

 (2.74) 

It can also be written as: 

 (2.75) 

Where,  is the bias of the GNSS receiver clock and   is its drift.  is the 

standard deviation of the white noise for the clock bias and  is the standard 

deviation of the noise for the clock drift.   

 

Combining IMU and GNSS system models: 
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(2.76) 

Inserting the parameters from the IMU and the GNSS we obtain: 

 

(2.77) 

The discrete equation can also be written as: 

 (2.78) 
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And the expanded one in discrete form as: 

 

(2.79) 

The completely expanded equation can be seen in the following equation 

(Noureldin, Karamat, and Georgy 2013): 



Chapter 2: State of the Art 69 

 

(2.80) 

2.5.5.4 Measurement model 

The measurement model in the discrete-time domain is expressed as: 

 (2.81) 

Where, 

 is a vector of measurement noise which is zero-mean with covariance  

is the measurement design matrix and describes the linear combinations of 

state variables that comprise in the absence of noise.   

In tightly coupled implementation the available observations are pseudo-ranges 

and pseudo-range rate measurements.  The measurement vector is composed of 

the difference between these two values predicted by the IMU and the GNSS 
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 (2.82) 

For M satellites: 

 (2.83) 

2.5.5.4.1 Pseudo-range measurements: 

 

The pseudo-range measurement vector to implement an error state Kalman 

Filter has the following form: 

 (2.84) 

The pseudo-range for the  satellite to the GNSS receiver can be modeled in 

the following way: 

 (2.85) 

Where 

 is the measured pseudo-range from the  satellite to the GNSS 

receiver (meters) 

 is the actual distance between the receiver antenna at the reception 

time   (meters) 
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 is the speed of light (meters/sec) 

  

 is the ionospheric delay (sec) 

 is the tropospheric delay (sec) 

 is the error due to inexact modelling, receiver noise and multipath 

 

navigation message, and tropospheric can also be estimated. After correcting all 

errors except receiver errors (noise and clock bias), the corrected pseudo-range is: 

 (2.86) 

Where the last term is the total effect of residual errors. The true geometric 

range from the  satellite to the receiver is 

 
(2.87) 

Where 

   is the true receiver position in the e-frame 

   is the  -frame 

 

So the equation (2.86) above can be now written as: 

 
(2.88) 

Where  

The corrected position of the receiver is defined as, 

 (2.89) 
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Where 

 is the output of the mechanization 

  is the estimated position error 

 

The pseudo-range equation is not linear, so it must be linearized to use the 

Kalman Filter by applying a Taylor series around . So linearizing the equation 

(2.88), we obtain the following expression.  

 

(2.90) 

 

By defining the pseudo-range for the output of the IMU to be, 

 
(2.91) 

We obtain, 

 

(2.92) 
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 (2.93) 

Is the line of sight unit vector from the  

based upon the output of mechanization. And therefore, 

 (2.94) 

With 

 

 

(2.95) 

When M satellites are visible, the equation (2.95) can be expressed as 

 

(2.96) 
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By defining a geometry matrix Y, we get 

  (2.97) 

The position in the equation (2.97) above is in ECEF geodetic coordinates, to 

be able to use it  

  

(2.98) 

  

(2.99) 

Where, 

 (2.100) 

 

Pseudo-range rate measurements: 

 

The measurement vector for the pseudo-range rate is the difference between 

the pseudo-range rate predicted by the INS and the value measured by the GPS. 

 (2.101) 

The Doppler shift produced by satellite and receiver motion is the projection of 

the relative velocities onto the line of sight, scaled by the transmission frequency and 

divided by speed of light 

 (2.102) 
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Where, 

  is the velocity of the  satellite in the e-frame 

   is the true receiver velocity in the e-frame 

    is the satellite transmission frequency 

    speed of light 

 line of sight unit vector from the  satellite to the 

GNSS receiver 

Pseudo-range can be computed as, 

 (2.103) 

The pseudo-range can be modeled as 

 

 
   (2.104) 

 

Where   is the error in 

observation. The IMU estimated pseudo-range  is: 

 (2.105) 

Where  -frame estimated 

by the IMU. Taking the difference of the IMU-estimated pseudo-range rate and 

GNSS-measured pseudo-range rate, we get: 
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(2.106) 

 

(2.107) 

 (2.108) 

Where  

 and  

Changing this equation to state-space form, 

 (2.109) 

Making it general for M satellites the pseudo-range rate measurement model is 

 

 

 

(2.110) 

 
(2.111) 
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The relationship between velocity in l-frame and e-frame is  

 (2.112) 

Where the matrix can be written as . And the pseudo-range rate 

measurement model becomes 

 (2.113) 

2.5.5.5 Overall measurement model 

The measurement model for pseudo-range errors and pseudo-range rate errors 

can be combined to create an overall measurement model as 

 

 

(2.114) 
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2.5.5.5.1 IMU part 

After explaining how to create the Kalman filter and the pseudo-range/pseudo-

range rate measurements, now the mechanization of the IMU measurements is 

going to be introduced.  

 

First of all, the gyroscope measurement model is the following one  

 (2.115) 

Where, 

  is the gyroscope measurement vector (deg/h) 

  is the true angular rate velocity vector (deg/h) 

  is the gyroscope instrument bias vector (deg/h) 

  is a matrix representing the gyro scale factor 

  is a matrix representing non-orthogonality of the gyro triad 

  is a vector representing the gyro sensor noise (deg/h) 

 

The matrices  and  are given as 

 

 

(2.116) 

    

Where  are the small angles defining the misalignments between the 

different gyroscope axes i and  are the scale factors for the different gyroscope 

axes i. 
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And the accelerometer measurement model is similar to the gyroscope one. 

 (2.117) 

Where, 

  is the accelerometer measurement vector ( ) 

  is the true specific force vector (i.e. observable) ( ) 

  is the specific force ( ) 

  is the accelerometer instrument bias vector ( ) 

  is a matrix of the linear scale factor error 

  is a matrix of the non-linear scale factor error 

  is a matrix representing non-orthogonality of the accelerometer triad 

 is the anomalous gravity vector (i.e. deviation from the theoretical 

gravity value) ( ) 

  is a vector representing the accelerometer sensor noise ( ) 

   

 

The matrices  and  are  

 (2.118) 

 
(2.119) 
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(2.120) 

  

Where  are the small angles defining the misalignments between the 

different accelerometer axes i and  and  are the scale factors for the three 

accelerometers. 

 

For both inertial sensors, the scale factors are considered to be constant but 

unknown quantities that are uncorrelated between the different sensors. This error 

can be eliminated using calibration techniques. 

2.5.5.5.1.1 IMU mechanization 

The output of an accelerometer is the specific force and is given as 

 (2.121) 

    

If  it can be rewritten as 

 (2.122) 

Where, 

 is the second derivative of the position vector measured from the 

origin of the inertial frame to the moving platform 

  is the specific force 

  is the gravitational vector 

 

The second-order equations can be transformed to a set of first-order equations 

as follows 
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(2.123) 

The measurements are usually made in the body frame that is assumed to 

coincide with the sensor triad frame. This measurements can be transformed into 

the inertial frame using the transformation matrix . 

 (2.124) 

Where  is a 3x3 rotation matrix that transforms the measurements from the 

b-frame to the i-frame. The same transformation has to be done with the gravitational 

vector but that is usually represented in the e-frame or the l-frame. 

 (2.125) 

And so we have 

 (2.126) 

The rate of change of a transformation matrix is  

 (2.127) 

With  

 
(2.128) 

Where and  are the gyroscope measurements in the b-frame. Finally, 

the mechanization of the i-frame can be summarized as 

 
(2.129) 

 is a 3D position vector in the i-frame 

 is a 3D velocity vector in the i-frame 

 is a 3x3 matrix containing the information for the three Euler angles 

 

The following block diagram shows the mechanization of the IMU in the inertial 

frame. 
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Figure 2.12 Mechanization of the IMU in the inertial frame (Noureldin, Karamat, and Georgy 2013) 

2.5.5.5.1.1.1 Mechanization in ECEF frame 

A position vector in the e-frame can be transformed to the i-frame by using the 

rotation matrix  

 (2.130) 

After differentiating twice and rearranging the terms,  

 (2.131) 

And substituting in the specific force equation, 

 (2.132) 

Substituting the right hand with their equivalents in the i-frame we get 

 (2.133) 

The equation can be simplified by letting  and  due to the 
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(2.134) 

The gravity vector is defined as , so it can be reduced to 

 (2.135) 

The second-order equation can be separated into two first-order equations 

 
(2.136) 

The rate of change of the rotation can be given as  

 (2.137) 

We use the following relationships to write the above expression in terms of 

angular rate monitored by the gyroscopes. 

 

 

 

(2.138) 

And substituting the relationships,  

 (2.139) 

The e-frame equations can be summarized as 

 
(2.140) 

Which represent the mechanization equations in the e-frame where the inputs 

are the sensed acceleration  from the accelerometers and rotation rates from 

the gyroscopes. The outputs are the position vector r, the velocity vector v, and the 

Euler angles, all expressed in the e-frame. The figure below is the block diagram of 

the mechanization explained before. 
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Figure 2.13 Mechanization in the e-frame (Noureldin, Karamat, and Georgy 2013) 

2.5.5.5.1.1.2 Mechanization in local-level frame 

In many cases to make the mechanization in LLF (Local Level Frame) has 

advantages: 

 

surface. 

 The l-frame axes are aligned with the ENU directions and the attitude 

angles can be obtained directly at the output of the mechanization 

equations. 

 The computational errors in the navigation parameter on the horizontal 

plane (E-N) are bounded by the Schuler effect. 

 This effect stipulates that the inertial system errors of the horizontal 

plane components are coupled to produce the Schuler loop and that 

these errors oscillate at the Schuler frequency 1/5000Hz. 
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The position vector of a moving plane is expressed in geodetic coordinates in 

the ECEF frame as 

 (2.141) 

Where  is the latitude,  is the longitude and h is the altitude. The rate of 

change of its position is expressed in terms of the velocity in ENU directions because 

the platform travels near to the surface of the Earth. The rate of change of the 

latitude, longitude, and altitude are 

 

 

 

(2.142) 

Where,  

  is the component of the velocity in the east direction 

  is the component of the velocity in the north direction 

  is the component of the velocity in the up direction 

  is the meridian radius of the ellipsoid 

  is the normal radius of the ellipsoid 

 

Those last equations can be written in matrix notation in the following way 

 

 

(2.143) 

 

In which  transforms the velocity vector from rectangular coordinates into 

curvilinear coordinates in the ECEF frame. 
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2.5.5.5.1.1.3 Velocity Mechanization equations in ECEF frame 

The acceleration of the moving body is measured in three mutually orthogonal 

directions in the b-frame by a three-axis accelerometer. These measurements are 

the specific force measurements and are given in the b-frame as 

 (2.144) 

They can be transformed to the local-level frame using the rotation matrix 

 (2.145) 

The acceleration components expressed in the LLF cannot directly yield the 

velocity components of the moving body. That happens due to the following reasons: 

 The rotation of the Earth about its spin axis is interpreted in the LLF as 

the angular velocity   

 (2.146) 

 A change of the LLF with respect to the earth arises from the definition 

of the local north and vertical directions. The north direction is tangent 

This effect is interpreted by the angular velocity   

 (2.147) 

 gravity field is  

 (2.148) 
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Taking these three factors into consideration, the expression of the time rate of 

change of the velocity components in the moving body can be derived. The Earth 

referenced velocity vector can be transformed into the LLF by using the rotation 

matrix 

 (2.149) 

Where, , and the time derivative is 

 (2.150) 

Substituting the rate of change of the transformation matrix,   

 

 
(2.151) 

We know that  and  

 (2.152) 

We can transform the position vector r from the ECEF frame into the inertial 

frame by  

 (2.153) 

Taking the time derivative and using the following relationship,   

 

 

 

(2.154) 

Where  is the skew-symmetric matrix corresponding to . Taking the 

second time derivative and rearranging terms, we obtain 

 (2.155) 

  

 (2.156) 

derivative, the specific force, and the gravitational field vector, 
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 (2.157) 

And substituting the value of   

 

 

 

 

(2.158) 

The gravitational field vector ( ) and the gravity field vector (  are related; 

 (2.159) 

Substituting in the previous equation and using the fact that   

 (2.160) 

Substituting this expression in the equation for the velocity derivative in the LLF 

 

(2.161) 

With  the transformation matrix from the b-frame to the l-frame,  the specific 

force measured by the accelerometers in the b-frame and  the gravity vector in the 

l-frame.  and  are the skew-symmetric matrices of   and . 

 

(2.162) 
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2.5.5.5.1.1.4 Attitude (orientation) mechanization equations 

The attitude of the moving body is determined by solving the time derivative 

equation of the rotation matrix that relates the body frame with the LLF. For local-

level mechanization, the following time derivative equation of the transformation 

matrix should be considered. 

 (2.163) 

And the angular velocity matrix can be expressed as  

 

(2.164) 

If we substitute 

 (2.165) 

The rotation matrix can be obtained by solving this equation for the attitude 

angles. , the rate of rotation with respect to the i-frame, is measured by the 

gyroscopes. In addition 

rotation and the change of orientation of the LLF. So  must be subtracted from  

to remove these effects.  

the i-frame but represented in the body frame ( ) and the change of orientation of 

the LLF with respect to the ECEF frame as expressed in body frame ( ). 

 

(2.166) 
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And substituting these relationships in the equation introduced before, 

 (2.167) 

Where  is the skew-symmetric matrix corresponding to the gyroscopic 

measurement vector. 

 

The previous results can be summarized in the following matrix which shows 

the mechanization in the local-level frame. 

 (2.168) 

The position output is in ECEF curvilinear coordinates, the velocity is in l-frame 

coordinates (ENU) and the attitude angles (yaw, roll, and pitch) are measured with 

respect to the l-frame. 

 

Figure 2.14 Mechanization in ECEF coordinates (Noureldin, Karamat, and Georgy 2013) 
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2.6 GNSS AND UWB DATA FUSION 

Data fusion between GNSS and UWB can be done in multiple ways as 

explained in Section 2.5 for GNSS and IMU fusion. In the last times, some fusion 

algorithms have been presented in order to enhance the performance of positioning 

systems in GNSS compromised environments. 

Lack o

urban canyons or tunnels. Nowadays new options have been presented for 

positioning in GNSS denied areas. (Gao et al. n.d.), introduces a cooperative 

positioning solution using integrated Ultra Wideband (UWB) and GNSS.  

Other works (Macgougan and Klukas 2009) instead of using GNSS stand-

alone, use RTK (Real Time Kinematics) GNSS to fuse with UWB. This technique is 

common in the industry, but limited in application due to signal masking, attenuation 

and multipath in hostile environments. That is the reason why RTK systems are not 

useful in urban canyons, forests and congested construction environments. For the 

case of this thesis, this kind of GNSS is not a good option to do a fusion with UWB 

as the railway industry has usually operations in this kind of environments. Moreover, 

RTK systems need more data than the one obtained by a single GNSS receiver. The 

fusion presented is mostly used in surveying applications. 

Another application in which GNSS and UWB data fusion has been presented 

is the emergency system positioning (Han et al. 2019) (AIOSAT n.d.). For emergency 

systems such as firefighters, police or security services, indoor/outdoor coordinated 

positioning systems are needed, and the fusion presented in this section can fulfil 

those requirements. Those indoor/outdoor transitions could be performed by the 

presented fusion maintaining a high-accuracy positioning.  

After analysing the publications introduced, the use of UWB seems a good 

solution to maintain high accuracy positioning in environments in which GNSS signal 

reception is not good or it is denied. However, for the use of UWB some anchors 

have to be placed in the area in which positioning is performed. This fact makes the 
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use of UWB not suitable for large areas as a big number of anchors are needed to 

make the system work. That leads us to the use of UWB fused with GNSS to 

demanding areas in a railway, or for train stations in which high accuracy is needed 

due to the high number of trains in a small area. 

Moreover, a brief analysis of the state of the art in GNSS and UWB fusion has 

shown us, that there are not applications with GNSS and UWB for railway available 

in the literature. That opens a good opportunity in order to analyse if the performance 

of this kind of fusion in terms of field test could be useful for the railway industry. 
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2.7 RAIM 

Receiver Autonomous Integrity Monitoring (RAIM) is defined as an algorithm 

that determines the integrity of the GNSS solution. It compares pseudorange 

measurements to ensure that they are consistent. RAIM algorithms make use of 

measurement redundancy to check the relative consistency among them and 

satellite failure detection. 

2.7.1 Fault Detection and Exclusion  

 Fault Detection: This process checks the reliability of the 

measurements, using statistical hypothesis or least-squares position 

estimation (RAIM - Navipedia n.d.). 

 Fault Exclusion: This process is only activated if a fault is detected in the 

process explained before. Its function is to detect the measurements 

responsible for the fault detected before. In this way, it would be 

discarded from the navigation solution calculus (RAIM - Navipedia n.d.). 

Fault detection and fault exclusion processes should be called iteratively until 

no faultier measurements are detected.  

The enhanced version of RAIM (eRAIM) is also known as Fault Detection and 

Exclusion (FDE). It uses at least six satellites to detect and exclude a possible faulty 

satellite without stopping the navigation function. The eRAIM algorithms are derived 

from the least-squares estimators of the state parameters in a Gauss-Markov KF 

(WANG 1999) and are used to assess GNSS/INS (see Subsection 2.5.5 for more 

information about the integration) RAIM performance for a tightly coupled simulation 

scenario (Hewitson and Wang n.d.). For more information about FDE methods and 

their strengths and weaknesses, see Appendix A.1. 
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2.7.2 Integrity Engine 

Receiver Autonomous Integrity Monitoring algorithms have been developed for 

use with GPS positioning and now are extended to all GNSS. The development has 

principally targeted the field of aviation due to the associated integrity requirements 

for aviation applications. In this transport area, multipath and NLOS effects are small 

and RAIM techniques focus on providing a barrier to faults arising at a GNSS system 

level. RAIM algorithms are designed with the assumption that only one fault may 

occur at any one time. Multiple-fault algorithms are in development with a view to 

multi-constellation use, but they tend to be computationally demanding.   

Application of RAIM to the rail environment must take into account that the 

probability of multiple simultaneous faults is orders of magnitude higher than in the 

aviation case due to the dominance of multipath and NLOS. As no proven snapshot 

RAIM method exists for dealing with this threat, the implementation considered for 

trading off position engine options is that of the well-known weighted least-squares 

method (Hillenbrand and Hofestädt n.d.). 

Horizontal Protection Level (HPL) is based on the assumption that Fault 

Detection and Exclusion process excluded any faulty satellite in the processing. It 

combines horizontal components of the P matrix into a standard deviation term and 

multiples it by a safety factor based on the integrity requirement of the application.  

Different RAIM algorithms have been investigated in the last few years: 

 Least-Square-Residuals (LS) RAIM: It compares the size of the least-square 

residuals of redundant pseudorange measurements. If a measurement is 

faulty the residual becomes large. 

 Solution Separation RAIM: If more than the minimum 4 satellite signals are 

received at a time, the position determination can be split into satellite 

subsets. That supposes that at least one healthy subset is available each 

time (RAIM - Navipedia n.d.). 
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 Multiple Hypothesis Solution Separation (MHSS) RAIM:  It is a Solution 

Separation RAIM extension that admits multiple simultaneous faulty 

measurements (RAIM - Navipedia n.d.). 

 Relative RAIM: RRAIM uses carrier phase measurements to propagate 

older position solutions in time. RAIM is performed in the carrier trajectory to 

ensure integrity and then protection levels are calculated with the new 

parameters (RAIM - Navipedia n.d.). 

 Absolute RAIM: It is a RAIM extension based on MHSS RAIM. It focuses on 

the receiver autonomy instead of in the ground segment (RAIM - Navipedia 

n.d.).  

 Isotropy Based Protection Level: It computes the protection level based on 

the error isotropy considering multiple fault conditions (RAIM - Navipedia 

n.d.).  

 

2.7.2.1 Snapshot Integrity Engine 

Numerous Receiver Autonomous Integrity Monitoring (RAIM) algorithms have 

been developed in academia and industry for use with GNSS snapshot positioning. 

Development has principally targeted the field of aviation due to the associated 

integrity requirements for aviation applications. Since aviation involves a clear-sky 

antenna view, multipath and NLOS effects are small and RAIM techniques focus on 

providing a barrier to faults arising at a GNSS system level. As these kinds of multiple 

faults are very rare, traditional techniques are designed with the assumption that only 

one fault may occur at any one time. Although snapshot RAIM methods for handling 

multiple-faults are in development with a view to multi-constellation use, they tend to 

be computationally demanding.   

Application of RAIM to the rail environment must take into account that the 

probability of multiple simultaneous faults is orders of magnitude higher than in the 
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aviation case due to the dominance of multipath and NLOS. As no proven snapshot 

RAIM method exists for dealing with this threat, the implementation considered for 

trading off position engine options is that of the well-known weighted least-squares 

method (Hillenbrand and Hofestädt n.d.). 

 

2.7.2.2 Kalman Filter Integrity Engine 

Following the actions of the FDE process, a new estimate of the state vector 
 

is computed using the remaining (not excluded) measurements. Correspondingly the 

state covariance matrix is updated to form . In order to form a Horizontal Protection 

Level ( ),  and  need to be generated.  

 is based on the assumption that the FDE process excluded any faulty 

satellites in the processing. Therefore, it combines the horizontal components of the 

 

based on the integrity risk requirement of the application. It is calculated as: 

 (2.169) 

Where, 

K is defined as , where Q is the cumulative distribution function 

of a Rayleigh-distributed random variable with unit standard deviation and p is 

the probability of missed detection requirement of the application 

where  and  are the standard deviations of the updated state 

solution Northing and Easting position components as contained in . 

However, the FDE approach used can only remove the faulty measurements 

which exceed the threshold. Therefore, there may still be large undetectable biases 

remaining on the measurements. Additionally, in order to guarantee the maximum 
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availability of integrity, FDE does not exclude any faulty satellites if at any point there 

are less than five satellites available. For instance, suppose there are five or fewer 

satellites in view for 2 consecutive seconds; if there is at least one satellite with a 

large NLOS effect, and this is detected, the FDE would not exclude any satellites. 

Therefore,  is used to help account for non-Gaussian behavior in the 

underlying range errors.  is mainly dependent on the maximum 

undetectable bias, the measurement residuals and the safety factor K. It is computed 

as: 

 (2.170) 

Where , the horizontal maximum, is undetectable bias and  is the 

measurement residuals. 

Thus, we can derive:  

 (2.171) 
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2.8 COMMERTIAL POSITIONING SYSTEMS AVAILABLE 

FOR DIFFERENT LEVEL OF USERS 

 

The positioning systems existing in the literature, can be grouped in three 

macrosegments (GSA 2018).   

 Mass market: presenting high-volume receivers for consumer devices. 

Automotive (not safety critical), consumer drones, smartphones, and 

specialised IoT devices from Health to robotics are all covered. 

 Transport safety and liability-critical solutions: presenting receivers built 

in accordance with standards to deliver such solutions. Automotive, 

aviation, professional drones, maritime, search and rescue and, new to 

this issue of the TR, space-borne GNSS applications are all covered.  

 High precision and timing solutions: presenting receivers designed to 

deliver the highest accuracy (position or time) possible. Agriculture, 

GIS, Surveying and Timing and Synchronisation applications are all 

covered. 

In the first macrosegment, different manufacturers lead the market. Within them, 

Broadcom in America, or U-blox and STMicroelectronics in Europe fight for that 

leadership. In the smartphone market, Qualcomm, Broadcom and MediaTek are the 

most important manufacturers. As an example, Broadcom introduced the 

BCM47755, a dual-frequency receiver for mobile phones, tablets and wearables with 

good impact in the market and brands like Xiaomi using it for their devices (World 

2017). U-blox and STMicroelectronics in the other hand lead the market in 

automotive, transportation and Internet of the Things (IoT). U-blox sells different 

receivers divided in P and T models inside the different updates. U-blox m6T and 

m6P, m8T and m8P and the new z9P are some of the most sold receivers of the 

brand. Inside the same generation the hardware is quite similar and the firmware is 

the one that changes from one model to the other (Explorer 2018). 
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The second macrosegment repeats some of the most important manufacturers. 

In aviation Garmin, Thales or Rockwell are well positioned in the market. In maritime 

environment the receivers are sometimes integrated on the on-board equipment and 

on automotive, STMicroelectronics and U-blox are in front of the market. In railway 

not many market projects are developed yet and so regarding the common points 

that could appear with automotive industry, the research line could be similar. 

The third macrosegment is the most complex and expensive. High-end 

professional receivers appear here and most of them are out of the budget for many 

projects implementation. However, some of the manufacturers for the low-end 

receivers also create high-end receivers such as U-blox for precise timing. New 

companies as Hexagon with their Leica and Novatel brand appear here and also 

Septentrio is in the top of the market in Europe. 

The kind of receiver that is going to be used in the this dissertation will be 

discussed after presenting the objectives. 

Apart from the receivers/systems explained before, some receiver-algorithm 

combinations are introduced afterwards due to their interest in different ways such 

as open-source systems, there are only a few available for the mass user to buy. In 

that way, a brief analysis of other existing systems has been done. 

U-blox, besides GNSS receivers, also provides an application called U-center 

(U-blox n.d.), that is available for free in their website. This application performs 

positioning for data received from devices created by the firma. It gives plenty of data 

about the GNSS parameters and the position obtained along with performance 

indicators. However, the code is not open source and it is not possible for the user 

to know the algorithm performed inside. 

Moreover, one of the most well known is RTKLIB (RTKLIB n.d.). It shows plenty 

of data about the GNSS signal received along with the obtained position and some 

performance indicators about it. The code is open and different algorithms can be 

used to obtain a position estimation, such as least-squares or Kalman filter. 
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Moreover, the post processing of the data can be performed to obtain better 

positioning results. The useful point of this open-source application is that the user 

is totally aware of the algorithms used for positioning and the data treatment done. 

The last step related to positioning systems is to analyse a commertial 

positioning device created specifically for the railway industry. Savvy telematics 

created a stand-alone telematics device with a running life up to 15 years called 

SAVVY CargoTrac (SAVVY n.d.). The device is optimized for the railway industry 

and has a location system using GPS and GLONASS signals. However, its accuracy 

and positioning algorithm is not open for the user and its performance is not shown 

by the company. 

Some of the presented applications have been tested during the current work 

and a comparison between the created algorithm within the system and the 

applications presented has been done in Chapter 7.
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Chapter 3 

 Objectives 

Chapter 3 presents the objectives of this work. After analyzing the 

information introduced in Chapter 1 and Chapter 2, the gaps identified in the 

literature have been analyzed and possible solutions to them will be stated in pursuit 

of evolving the positioning strategies and adapting them to the new challenges of the 

railway transport applications.  
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3.1 INTRODUCTION 

In the literature, different positioning systems can be found to improve 

transport systems by means of reducing the operation cost and improving the safety 

of them. These systems involve GNSS, IMU or UWB among others. Some of them 

have been fused to perform better accuracies along with a bigger availability of the 

whole system. However, a fusion of the three technologies presented (GNSS, IMU, 

and UWB) for railway nor other transport systems has not been found in the 

literature. 

 One of the main problems when facing positioning for transport applications 

is the lack of availability in the position estimation availability that appears in certain 

areas. To cope with this issue, a multi-sensor approach with software enhancements 

is proposed. The objective of this research work deals with fusing different sensors 

and creating novel software strategies to achieve a higher availability with the best 

possible accuracy. The seamless position will benefit in all the operation modes, 

from the train station to a harsh environment for satellites, during the train operation 
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3.2 OBJECTIVES 

The main objective of this research work is to study the current status of the 

existing positioning systems for railway systems and to develop and assess a novel 

solution combining different positioning technologies to obtain a low-cost system 

improving the features presented by the currently used systems in the transport 

industry. The system should be able to position the vehicle during the whole journey. 

Moreover, the accuracy of the system is determined by the operation mode and the 

transport system in which it is going to be used. Finally, the system is wanted to be 

low-cost for the state of the art systems in order to be affordable for different transport 

systems besides the railway industry. 

The global objective of this research work has been split in the following partial 

objectives: 

 Introduction and analysis of the existing positioning systems. 

A deep analysis of the positioning technologies and algorithms existing to 

understand the singularities of each of them and face a suitable strategy 

when doing their fusion. Moreover, different data fusion techniques are also 

analyzed. 

 Design of a novel positioning system and algorithm. 

Having understood the different systems, a novel positioning system should 

be created using the ones that best fit the needs. A proper algorithm has to 

be developed and assessed to compute positions and fuse the data 

obtained by the different positioning systems. 

 Improvement of the availability of the system. 

One of the problems that face positioning systems in transportation 

nowadays, is the lack of availability in some areas. This can happen when 

going through tall buildings, canyons (urban or not) and tunnels. A solution 

to this problem should be given by the presented system and algorithms. 
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 Improvement of the accuracy in harsh scenarios for GNSS systems. 

In addition to the improvement of the availability of the system, progress in 

terms of accuracy should be done in some harsh scenarios. For that, a novel 

software technique would be used, based on map aiding. 

 Fusion of GNSS, IMU and UWB technologies for transport systems. 

A solution for the fusion of the three systems stated should be given to 

improve the accuracy and availability of the systems existing in the industry 

from the train station to the normal operation. 

 Test and validation of the proposed system and algorithms. 

To validate and check the system and algorithm created, some tests need 

to be performed. These tests are done in different scenarios; harsh 

environments in which the real potential of the system will be shown. 

 Implementation of a recursive algorithm in terms of accuracy 

improvement. 

A recursive algorithm has been implemented to improve the accuracy of the 

presented system as read in the literature. 

 Implemetation of a Fault Detection and Exclusion (FDE) method in 

terms of accuracy improvement. 

Following the same idea, a Fault Detection and Exclusion method (OLOO) 

has been implemented to improve the accuracy as presented in appendix 

A.1. 

 Analysis of the performance obtained by the system created. 

Finally, a deep analysis of the results obtained with the created system 

should be done. The performance in terms of accuracy and availability 

should be studied in the different scenarios introduced.
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Chapter 4 

 Design and implementation 

of the algorithm 

This chapter describes the design and implementation of the positioning algorithm 
created. First, the whole architecture of the algorithm is introduced. Then, the 
implementation and functionality of each of the modules included in the algorithm 
are detailed.  
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4.1 PRELIMINARY DECISIONS 

First of all, the decisions made before starting the creation of the algorithm are 

introduced. The three different positioning subsystems presented in Chapter 2 need 

to be fused to build the whole positioning algorithm.  

The first technology chosen is GNSS and its data are obtained by a low-cost 

receiver. It is a basic technology used in this algorithm due to its mass deployment, 

the possibility of low-cost, and wide-range. In this aspect, this thesis wants to present 

an output usable for all kind of GNSS receivers from the simplest to more complex 

ones and make it affordable for many applications and industries. Taking into 

account that, GPS is the GNSS system used in this thesis. GPS has the advantage 

that is fully deployed and it is the positioning system most used nowadays. The 

algorithm is wanted to be used with as many different hardware as possible and 

some of the low-cost hardwares are only compatible  with GPS even if nowadays 

some include Galileo and / or GLONASS constellations. Also thinking in the 

possibility of more compatible hardware, only L1 frequency has been used. In order 

to be independent of the receiver software or the processing made by the receiver, 

pseudoranges and ephemerides data have been used. In any case, the upgrade to 

multi-frequency and/or multi-constellation alternatives will only benefit the results 

present in this dissertation in terms of availability and precision obtained. 

When using the IMU, also the same options have been taken into account for 

the algorithm presented in this thesis work: simplicity, and compatibility with different 

hardware. This is the reason to use only accelerometers and gyroscopes and not 

using magnetometers. The big metal masses existing in the railway environment 

imply difficult calibrations in each use of the magnetometers. Most of the low-end 

IMUs have six degrees of freedom and it is not that usual to find some with nine 

degrees of freedom. The measurements used are the raw linear and angular 

accelerations. 
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Finally, the UWB system used can give the ranges from the tag to the anchors 

and those have been used to calculate the UWB position estimate. The UWB system 

chosen is in the same line as the other systems. It is a commertial low-cost kit 

suitable to evaluate the technology. 

The algorithm has been programmed to be used in two different ways, directly 

connected to the hardware receiving data in real-time, or using data previously 

recorded in the reference scenarios. In any case, when the raw data are recorded , 

then many different tests could be performed using that data. 
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4.2 POSITIONING ALGORITHM 

This section introduces the complete algorithm with, first, the main positioning 

functions, and afterwards the details for those. 

Figure 4.1 shows the flow of the algorithm in a summarized way. Six different 

modules can be seen there; check of data availability, read of the data, data 

treatment, application of the Kalman filter, use of the KBS, and data output. 

 

 

Figure 4.1 Overview of the positioning algorithm 

The algorithm first checks if there is any data available. If there is no data 

available, the behaviour is different depending on the mode of use of the algorithm.  
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If there is data available, data is read. The data is read from a file with an Input 

File format created by CEIT that has been used for measuring data from different 

systems with the same timestamp. A parser to obtain the data available in the input 

file has been programmed. 

Once data is read, a different treatment is given to every line depending on the 

data available: GPS, IMU or UWB.  

Afterwards, a Kalman filter is performed to the input data in order to provide a 

position estimation. A Kalman filter has been chosen to be performed by the 

positioning algorithm to fuse the different sensors following the information 

presented in sections 2.5 and 2.6. Once a position estimation is available, the Known 

Blocked Scenarios (KBS) part of the algorithm is used. A deep explanation of it is 

also available in this chapter. 

Finally, the data output process is completed. For that, the position estimation 

obtained through the steps explained before is written in the Output file. The output 

file created by the algorithm is nowadays a file with a proprietary format created by 

CEIT to cover the necessities of its performance computation algorithms. 

4.2.1 Check Data Availability 

The first block of the algorithm is the one that checks if there is some data 

available or not. As explained before, in this work, data from prerecorded files are 

used. So the first step is to check if the necessary files are available. 

When the files needed are received, their format is checked. If they fulfil the 

format required, the first part of data availability checking is finished. 

The second part of the data availability checking implies the verification of new 

data available in the data input file. The input files are read line by line, data by data 

until the end of the file. When the end of the file is reached, no more data will be 

available and the positioning algorithm will finish the execution. 
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Figure 4.2 Overview of the data availability check 

The format used in the input files is different depending on the technology used. 

The input files for ephemerides have also a different format. However, all the files 

have been created respecting the .csv (comma-separated value) format.  

4.2.1.1 GPS 

This section introduces the format of the GPS data included in the input files. 

The data of all the columns introduced are not used in the final positioning algorithm.  
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Column number Name Description 

1 Time Time of the measurement. Time is given 

in the following format: hh:mm:ss.fff/ 

GPS_week/GPS_second_of_week 

2 Identifier A number to identify the technology 

used. 0 is the identifier for GPS 

3  Time elapsed since the last data 

measurement in seconds. 

4 Time (s) Time in seconds transcurred since the 

beginning of the measurement. 

5 X(m) Position calculated by the GPS receiver 

in ECEF (meters) for the X-axis. 

6 Y(m) Position calculated by the GPS receiver 

in ECEF (meters) for the Y-axis. 

7 Z(m) Position calculated by the GPS receiver 

in ECEF (meters) for the Z-axis. 

8 Velocity(m/s) Velocity calculated by the GPS receiver 

in the driving direction in m/s. 

9 Yaw(rad) Yaw calculated by the GPS receiver in 

radians 

10 Vx(m/s) Velocity calculated by the GPS receiver 

in ECEF (meters) for the X-axis. 

11 Vy(m/s) Velocity calculated by the GPS receiver 

in ECEF (meters) for the Y-axis. 
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12 Vz(m/s) Velocity calculated by the GPS receiver 

in ECEF (meters) for the Z-axis. 

13 GPS Time Time given by GPS receiver in the 

following format: hhmmss 

14 GPS Date Date given by the GPS receiver in the 

following format: ddmmyy 

15 StdDevX(m) Standard Deviation of the position in the 

X-axis given by the GPS receiver in 

meters. 

16 StdDevY(m) Standard Deviation of the position in the 

Y-axis given by the GPS receiver in 

meters. 

17 StdDevZ(m) Standard Deviation of the position in the 

Z-axis given by the GPS receiver in 

meters. 

18 NumSatUsed Number of satellites from which data has 

been received. 

19 HPL 7-sigma Horizontal Protection Level 

calculated from the Standard Deviations 

given by the GPS receiver. 

20 SNR 

Average(dB) 

Average of the SNR value given by all 

the satellites with data available 

21-24-27- -

21+(NumSatUsed*3) 

Number of 

Satellite 

Number of the satellite from which data 

is going to be given in the next columns 

22-25-28- -

22+(NumSatUsed*3) 

Pseudorange Pseudorange of the satellite in meters 
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23-26-29- -

23+(NumSatUsed*3) 

SNR SNR of the satellite in dB 

Table 4.1 Format of GPS data in the input files 

 

4.2.1.2 IMU 

Column number Name Description 

1 Time Time of the measurement. Time is 

given in the following format: 

hh:mm:ss.fff 

2 Identifier A number to identify the technology 

used. 1 is the identifier for IMU 

3  Time elapsed since the last data 

measurement in seconds. 

4 Time (s) Time in seconds transcurred since the 

beginning of the measurement. 

5 X(m) Position calculated by the IMU in 

ECEF (meters) for the X-axis with 

GPS as reference. 

6 Y(m) Position calculated by the IMU in 

ECEF (meters) for the Y-axis with 

GPS as reference. 
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7 Z(m) Position calculated by the IMU in 

ECEF (meters) for the Z-axis with 

GPS as reference. 

8 Velocity(m/s) Velocity calculated by the IMU in the 

driving direction in m/s. 

9 Yaw(rad) Yaw angle calculated by the IMU in 

radians 

10 Pitch(rad) Pitch angle calculated by the IMU in 

radians 

11 Roll(rad) Roll angle calculated by the IMU in 

radians 

12 AccX(G) Linear acceleration in the X-axis in Gs 

13 AccY(G) Linear acceleration in the Y-axis in Gs 

14 AccZ(G) Linear acceleration in the Z-axis in Gs 

15 GyroX(degree/s) Angular acceleration in the X-axis in 

degree/second 

16 GyroY(degree/s) Angular acceleration in the Y-axis in 

degree/second 

17 GyroZ(degree/s) Angular acceleration in the Z-axis in 

degree/second 

18 MagX(mG) Magnetic field in the X-axis in 

milliGauss 

19 MagY(mG) Magnetic field in the Y-axis in 

milliGauss 
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20 MagZ(mG) Magnetic field in the Z-axis in 

milliGauss 

21 Temp(C) Temperature of the sensor 

Table 4.2 Format of IMU data in the input files 

4.2.1.3 UWB 

Column number Name Description 

1 Time Time of the measurement. Time is 

given in the following format: 

hh:mm:ss.fff 

2 Identifier A number to identify the technology 

used. 2 is the identifier for UWB 

3  Time elapsed since the last data 

measurement in seconds. 

4 Time (s) Time in seconds transcurred since the 

beginning of the measurement. 

5 X(m) Position calculated by the UWB in 

ECEF (meters) for the X-axis. 

6 Y(m) Position calculated by the IMU in 

ECEF (meters) for the Y-axis. 

7 Z(m) Position calculated by the IMU in 

ECEF (meters) for the Z-axis. 
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8 StdX(m) Standard Deviation of the position in 

the X-axis calculated from UWB 

measurements. 

9 StdY(m) Standard Deviation of the position in 

the Y-axis calculated from UWB 

measurements. 

10 StdZ(m) Standard Deviation of the position in 

the Z-axis calculated from UWB 

measurements. 

11 Residual Residual of the position calculated 

from UWB measurements. 

Table 4.3 Format of UWB data in the input files 

4.2.1.4 Ephemerides File 

Column number Name Description 

1 Time Time of validation for ephemerides. 

Time is given in the following format: 

hh:mm:ss.mmm 

2 Time(s) Time in seconds transcurred since the 

first ephemerides received. 

3 Svprn Satellite number 

4 Af2 Space vehicle clock drift rate 

correction coefficient 

5 M0 Mean anomaly at the reference time 
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6 Roota Square root of the semi-major axis 

7 Deltan Mean motion difference from the 

computed value 

8 Ecc Eccentricity 

9 Omega Argument of perigee 

10 Cuc Amplitude of the cosine harmonic 

correction term to the argument of 

latitude 

11 Cus Amplitude of the sine harmonic 

correction term to the argument of 

latitude 

12 Crc Amplitude of the cosine harmonic 

correction term to the orbit radius 

13 Crs Amplitude of the sine harmonic 

correction term to the orbit radius 

14 I0 Inclination angle at the reference time 

15 IDOT Rate of the inclination angle 

16 Cic Amplitude of the cosine harmonic 

correction term to the angle of 

inclination 

17 Cis Amplitude of the sine harmonic 

correction term to the angle of 

inclination 

18 Omega0 Longitude of ascending node of orbit 

plane at the weekly epoch 
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19 Omegadot Rate of right ascension 

20 Toe Reference time ephemeris  

21 Af0 SV Clock Bias Correction Coefficient 

22 Af1 SV Clock Drift Correction Coefficient 

23 Toc Time of clock 

24 IODE Issue of data (Ephemeris) 

25 Code_on_L2 Code on L2 frequency 

26 Weekno Week number 

27 L2_flag Flag for L2 frequency 

28 Svaccur Space vehicle accuracy 

29 Svhealth Space vehicle health 

30 Tgd Group delay differential 

31 Fit_init Fit interval flag 

Table 4.4 Format of Ephemerides File data 

4.2.2 Read Data 

After checking the data received, is time to read and store it in different 

structures. First, the ephemeris file is read and the data for that timestamp is stored 

in a structure. Then, and only during the first iteration, the data from the KBS file is 

read and stored. As it is only a database and does not change during the time, 

reading it once is enough. More information about it is introduced in the KBS section 

(Subsection 4.2.7)  

Then, and every execution until the end of the file, data is collected from the 

input file, one line every single execution. The second column of the line obtained is 



Chapter 4: Design and Implementation of the Algorithm 119 

read in order to know the type of technology to which belongs the data. Then, taking 

into account the type of data it is stored in different structures to use the data in the 

subsequent steps. 

 

Figure 4.3 Overview of the read data functionality 

Once the data available in each timestamp is stored in a structure. A different 

treatment is given to the data depending on its measuring technology.  
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4.2.3 GPS Data Treatment 

One of the systems used for positioning is GPS. To obtain a GPS position 

estimation, many steps have to be made. The steps are explained in this section. 

The objective of this part of the code is to obtain a GPS preliminary position 

estimation (before performing the Kalman filter) and the necessary statistical to 

perform the Kalman filter positioning estimation. 

A complete diagram of the main steps of the algorithm is presented in Figure 

4.4. Then the most important parts are explained one by one. 

  

Figure 4.4 GPS data treatment overview flowchart 
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4.2.3.1 Satellite positions 

To obtain a GPS position estimation is necessary to calculate the positions of 

the satellites to then estimate the position of the rover. First of all, if the signal 

transmission time is computed. For that, the travel time obtained from the 

pseudorange is subtracted to the reception time. To that transmission time obtained, 

different time corrections are made such as the relativistic error correction or the 

satellite clock error correction along with the Timing Group Delay (TGD). The 

relativistic error correction is an error that takes into account the eccentric anomaly 

of the orbit. The satellite clock error correction includes the satellite clock drifts and 

offsets received in the ephemeris, and the TGD includes delays caused by antennas, 

cables and/or filters in the satellite, and also is included in the ephemeris data. 

Then the following calculus is performed in order to obtain the position of the 

satellites (Managers n.d.). 

Computed mean motion: 

 

(4.1) 

 

Where GM is the WGS-84 value for the product of gravitational constant G and 

the mass of the Earth M and A is the semi-major axis of the orbit. 

Corrected mean motion: 

 (4.2) 

 

Where  is the mean motion difference from the computed value. 

Time elapsed since the reference epoch: 
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 (4.3) 

 

Where  is the reference time for the ephemeris parameters 

Mean anomaly: 

 (4.4) 

 

Where  is the mean anomaly at the reference time. 

is solved by iteration: 

 (4.5) 

 

Where e is the eccentricity. 

True anomaly: 

 
(4.6) 

 

The argument of latitude: 

 (4.7) 

 

Where  is the argument of the perigee. 

The argument of latitude correction: 

 (4.8) 
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Where  is the amplitude of the cosine harmonic correction term to the 

argument of latitude and  is the amplitude of the sine harmonic correction term to 

the argument of latitude. 

Radius correction: 

 (4.9) 

 

Where  is the amplitude of the cosine harmonic correction term to the orbit 

radius and  is the amplitude of the sine harmonic correction term to the orbit 

radius. 

Inclination correction: 

 (4.10) 

 

Where  is the amplitude of the cosine harmonic correction term to the angle 

of inclination, and  is the amplitude of the sine harmonic correction term to the 

angle of inclination. 

Corrected argument of latitude: 

 (4.11) 

 

Corrected radius: 

  

 (4.12) 

 

Corrected inclination: 
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 (4.13) 

 

Where  is the inclination angle at reference time and  is the rate of change of 

inclination. 

Position in the orbital plane: 

 

 

(4.14) 

(4.15) 

 

Corrected longitude of ascending node: 

 

 (4.16) 

 

Where  is the longitude of the ascending node at reference time,  is the rate 

of change of right ascension and  is the WGS-  

Earth-fixed geocentric satellite coordinate: 

 

 

 

(4.17) 

(4.18) 

(4.19) 

 

Once the satellite positions have been obtained, the earth rotation correction is 

applied in order to have the definitive satellite positions with which is going to 

calculate the position estimation. The whole flowchart can be seen in Figure 4.5. 
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Figure 4.5 Overview of Satellite Position computation flowchart 

4.2.3.2 Least-Squares 

After obtaining the satellite positions, a preliminary GPS position estimation is 

done using a least-squares approximation. That part of the algorithm is explained in 

this section. 

represented by the following equation: 
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 (4.20) 

where  is the pseudorange for the satellite , the satellite position is 

represented by ,  represents the advance of the receiver 

clock concerning the system time and c the speed of the light.  

Equation 4.20 can be expanded and expressed by the following equation: 

 (4.21) 

where  and  denotes the position of the satellite and  and  denotes 

 

As can be seen, the obtained equation is not linear. Since the WLS method is 

used to solve linear equations, the equation must be linearized. For that, an 

approximate position of the user ( ) is used and a receiver clock offset is 

considered to obtain an approximated pseudorange. 

 (4.22) 

Based on this approach, all the presented unknowns in equation 4.21 can be 

denoted as: 

 

 

 

 

(4.23) 

Where are the difference between the approximate 

position and time to the PVT solution to be obtained. 

Using Taylor series and truncating after the first-order partial derivative to 

eliminate nonlinear terms the following equation is obtained: 
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 (4.24) 

where is the following: 

 (4.25) 

The system that is now linearized based on the  and  can be re-

arranged expressed as the following system of linear equations: 

 

 

(4.26) 

Then, this linear equation system is solved in order to minimize the mean 

square error (MSE). 

The least-squares method aims to produce an approximation for an 

overdetermined linear system of equations. This means having more equations than 

unknowns, in which the elements are perturbed by errors, where it does not exist a 

unique solution that fulfil all the equations. Least-square method solve algebraic 

problems defined as the following: 

 

 

 

(4.27) 
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As mentioned, the system is perturbed by errors, thus the equation 4.27 can be 

denoted either way by: 

 or   

 

(4.28) 

 

What is intended by the least-square method is to minimize the means square 

error (MSE). 

  

 

 

 

 

(4.29) 

where T denotes the transpose of the matrix and n the number of equations. 

Note that b and x are column vectors of dimension mx1. This means that 

 are equal and symmetric (1x1). Thus, equation 4.29 can be denoted as 

follows: 

 
(4.30) 

As mentioned, the least-square method aims to minimize the sum of the 

squared residuals. This means to get the derivate of the sum of squares residual 

based on the unknowns x, in this case =0, as follows: 
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(4.31) 

Just by pre-multiplying by the inverse of , the equations will be solved 

as denoted as follows: 

 
(4.32) 

In this method, all the residuals have the same weight when obtaining the MSE 

of the residuals.  

There are circumstances where the cost function can be modified by other 

parameters providing more importance to certain conditions (this means higher 

weights  

to each of the residuals. 

  
(4.33) 

 

This can be solved using linear algebra by expressing the different , as a 

diagonal matrix and zeros on the rest of the matrix. The same way the aim is to 

express the errors as a sum of square errors to minimize this cost function. 

 

 

 

 

(4.34) 
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As mentioned before, the aim is to minimize the sum of the squared residuals. 

This means to get the derivate of the sum of squares residual based on the 

unknowns x, in this case =0, as follows: 

 

 

 

(4.35) 

Just by pre-multiplying by the inverse of , the equations will be solved 

as denoted as follows: 

 
(4.36) 

As it can be seen from equation 4.36, the LS square method is a WLS 

particularized when the weight matrix W is the identity matrix. In the case of the 

presented work, the LS method has been weighted using the SNR and elevation of 

the satellites. 

The algorithm can be also expressed as an activity diagram (see Figure 4.6): 
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Figure 4.6 Least-squares flowchart 

4.2.3.3 OLOO 

After the Least-squares solution, when using GPS, also a fault detection and 

exclusion method has been introduced, the Only Leave One Out (OLOO) method. 

It is the only method that assumes one single faulty satellite and cannot be 

extended to multiple failure cases. During the execution of the test, the maximum 

value of the test statistic is found and compared with a user-defined threshold value. 

In case the statistic exceeds the threshold, a rejection of this faulty observation is 
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done. In any case (exclusion or not), the solution is considered to be reliable, as a 

maximum of one fault is considered. This method has been chosen as it provides 

100% availability; it can be performed every time a GPS measurement has been 

received.  

The flowchart of the part of the algorithm including this method can be found in 

Figure 4.7.   

 
Figure 4.7 Flowchart of the Only Leave One Out method 
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4.2.3.4 SNR and elevation cutoff 

After performing the OLOO method, satellites that are not complying with the 

SNR and elevation masks imposed are also discarded. For that, the topocentric 

coordinates of the satellites are calculated in order to obtain their elevation. Then the 

satellites that do not have an elevation higher than 10 degrees and an SNR higher 

than 25 dB are discarded. The discrimination of the satellites can be done using only 

one of the masks, SNR or elevation, or using both. This is chosen depending on the 

configuration of the algorithm in the same way that the WLS algorithm can be 

weighted with the elevation, the SNR or with both at the same time. The flowchart of 

this part of the algorithm can be seen in Figure 4.8. 

 

Figure 4.8 Flowchart of the SNR and Elevation cutoff 
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4.2.3.5 Tropospheric error correction 

Afterwards, the pseudorange correction is done to mitigate the errors created 

by the tropospheric refraction. For that, the Saastamoinen algorithm is used. This 

algorithm is an algorithm reproducing an a priori tropospheric model, that requires 

some input parameters. Those inputs can be real meteorological observations, or as 

it happens, in this case, the parameters have been derived from a standard model 

of the atmosphere.  

The Saastamoinen model (Saastamoinen 2013) assumes that the dry 

atmosphere is in hydrostatic equilibrium. And so its Zenith Hydrostatic delay in 

meters can be written as 

 (4.37) 

Where  is the total ground pressure, and the function 

 with   the latitude and  the altitude. 

This computed correction is directly made to the pseudoranges by subtracting 

its value in meters. 

4.2.3.6 Ionospheric error correction 

Then, another pseudorange correction is done to mitigate the ionospheric delay. 

For that, the Klobuchar model is used. GPS satellites end the parameters of the 

ionospheric model created by Klobuchard for single-frequency users. This model is 

estimated to reduce the 50% RMS ionospheric range error worldwide (Navipedia-

Klobuchar n.d.). The correction is calculated by the following equations. 

Calculate the earth-centered angle: 
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 (4.38) 

Where E is the elevation in semicircles. 

Compute the latitude of the Ionospheric Pierce Point (IPP): 

 
(4.39) 

Where A is the azimuth angle and  the geodetic latitude 

Compute the longitude of the IPP: 

 (4.40) 

Where  is the longitude 

Find the geomagnetic latitude of the IPP: 

 
(4.41) 

Find the local time at the IPP: 

 
(4.42) 

Where  is the GPS time 

Compute the amplitude of ionospheric delay: 

 (4.43) 

Where  are the coefficients broadcasted in the GPS message 

Compute the period of ionospheric delay: 
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 (4.44) 

Where  are the coefficients broadcasted in the GPS message 

Compute the phase of ionospheric delay: 

 (4.45) 

Compute the slant factor (the line of sight distance along a slant 

direction between two points which are not at the same level relative to a specific 

datum): 

 
(4.46) 

Compute the ionospheric time delay: 

 
(4.47) 

 

All this part of the algorithm can be seen in the flowchart depicted in Figure 4.9. 



Chapter 4: Design and Implementation of the Algorithm 137 

 

Figure 4.9 Flowchart of the Klobuchar model algorithm 

To finish the subsection 4.2.3, the last part of the GPS data treatment, before 

performing the Kalman filter is introduced. After performing all the corrections 

explained, and taking as starting point the position computed in paragraph 4.2.3.2, 

the Least-squares algorithm is performed again with the satellites remaining after 

the masks applied. This position is the starting point for the Kalman filter of the fusion. 
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4.2.4 IMU Data Treatment 

The second system used for positioning is the IMU. To obtain an IMU position 

estimation, mechanization is needed. The steps are explained in this section. The 

objective of this part of the code is to obtain an IMU preliminary position estimation 

(before performing the Kalman filter of the fusion) and the necessary statistical to 

perform the Kalman filter positioning estimation. In order to have a position in a global 

frame, a GPS position calculated before is needed as a reference for the relative 

movement. 

First of all, it is checked if there is movement or not in order to calculate the bias 

error of the accelerometers and gyroscopes in the three-axis. If the data measured 

is below some threshold, that acceleration (linear or angular) is used to calculate the 

bias and then becomes equal to zero as will be explained practically in chapter 6. 

This step is done until the accelerations overcome the threshold or a set of thousand 

measurements is used to calculate the bias error. 

When the movement starts, the bias error is applied to the accelerations 

obtained and the accelerations are changed from s to . Then, the yaw angle 

is calculated using the data obtained from the gyroscope in the Z-axis. The same is 

done to obtain the pitch and roll angles with the y-axis and x-axis respectively. 

Once the angles have been calculated, the measured accelerations are 

changed from the body frame to the ENU coordinate system. With these 

accelerations, an integration scheme is performed in the ENU system.  

The velocity in each of the axis is calculated in the following way (Woodman 

2007): 

 
(4.48) 

Where  is the velocity in the time instant ,  is the velocity in 

the time instant ,  the time elapsed since the last measurement,  is the 
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acceleration in the instant , and  is the gravitational component in the axis in 

which the velocity is being calculated. 

And the position in each of the axis is calculated in the following way (Woodman 

2007): 

 
(4.49) 

Where  is the position in the time instant ,  is the position in 

the time instant ,  the time elapsed since the last measurement,  is the 

velocity in the instant  calculated before. 

Then the position estimation obtained in ENU is changed to the ECEF 

coordinate system using the reference position. That reference position is the last 

position estimation made by the algorithm. Afterwards, the standard deviation of the 

position estimation obtained is calculated for each of the axes in ECEF coordinates 

from the data obtained from the datasheet of the IMU used for the measurements. 

Reached this point, all the necessary data to perform the Kalman filter has been 

calculated from the IMU side. Figure 4.10 shows a brief overview of the IMU data 

treatment presented in this section. 
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Figure 4.10 IMU data treatment flowchart 

4.2.5 UWB Data Treatment 

The last data used for positioning is the position and the errors estimation from 

the UWB system. To obtain these estimations, the ranges from the tag to the anchors 

are needed. Performing a least-squares algorithm as the one introduced in section 
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4.2.3.2 a position estimation and its residuals are obtained. In order to omit 

unnecessary repetitions, the least-squares algorithm is not repeated in this section. 

4.2.6 Kalman Filter 

After obtaining all the data needed to perform the Kalman filter from the three 

positioning systems used, the Kalman filter is introduced in this section. The Kalman 

filter presented is performed in two steps. First, the variables for the Kalman filter are 

initialized and the Kalman filter itself is executed. 

4.2.6.1 Kalman Filter initialization 

In the filter initialization, first, the dynamic model of the Kalman filter is initialized, 

also the same is done for the position and velocity equations of the system dynamics. 

Then the Kalman filter initial state is computed. The algorithm continues calculating 

the initial state covariance matrix and the dilution of precision. Afterwards, the model 

error for the covariance matrix is calculated and propagated in the global 

coordinates. The flowchart of this Kalman filter initialization can be seen in Figure 

4.11. 
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Figure 4.11 Kalman Filter Initialization flowchart 

4.2.6.2 Kalman Filter execution 

The next step is to perform the Kalman filter itself. The Kalman filter and its 

different integrations have been explained in Chapter 2. In this dissertation, semi-

tightly integration has been done. 

Innovation covariance is: 

 
(4.50) 
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Where  is the system dynamics matrix,  is the state covariance matrix and 

 is the covariance of the model error. 

The gain matrix is: 

 
(4.51) 

Where  is the observation model and  is the receiver position error 

covariance matrix. 

 
The Kalman state estimation is: 

 (4.52) 

Where  is the identity matrix,  is the Kalman prediction made from the state 

before by means of propagation and  is the measurement done by the technology 

in use. 

 
The propagation for the next timestamp is calculated as follows: 

 (4.53) 

And the state covariance matrix update is: 
 

  
 

(4.54) 

This Kalman filter estimation can be seen in the flowchart depicted in Figure 4.12. 
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Figure 4.12 Kalman filter execution flowchart 

4.2.7 Known Blocked Scenarios (KBS) 

Known Blocked Scenarios (KBS) is a software enhancement that uses the 

knowledge of the zone in which the positioning system is working to forecast areas 

in which GNSS signals are not available or could give misleading information. With 

this map-based algorithm, a better choice of the available positioning technologies 

leads to an enhanced data management and by hence to a system with a better 

position estimation (de Miguel et al. 2019). 

The KBS is a novel map aided positioning enhancement proposed by this 

dissertation. It helps the positioning algorithm in terms of anticipating blocking 

scenarios and minimizing the use of GPS misleading information. 



Chapter 4: Design and Implementation of the Algorithm 145 

Having a reliable heading and position of the train is important before entering 

a GPS blocked area because this is the absolute reference that is useful for the 

relative movement brought from the IMU. The orientation of the train is computed 

before entering blocked scenarios in order to perform an accurate positioning 

operation. With a non-redundant system, the heading angle is obtained from the last 

of the positioning algorithm. Thus, detecting erroneous 

information improves the performance of the solution in GPS blocked areas. 

Regarding the use of the KBS, two main steps are defined. The first step is the 

determination of known block scenarios for the determination of the KBS threshold 

and the second step is the KBS operation mode to enhance the position estimate in 

which real-time positioning operation is performed. 

4.2.7.1 Determination of the GNSS blocked scenarios and KBS 

threshold determination 

The KBS aims to improve the positioning and it is done under map located 

known blocked scenarios. Thus, for the KBS to be available, before starting its 

operation, it is necessary to first detect and create a database with these spots and 

sections with known blocked scenarios. 

In this case, for the determination of a degraded GNSS area, the received signal 

to noise ratio of the GNSS signal strengths is analyzed. Having a lower SNR 

increases the probability of having an error in the received information (De Miguel et 

al. 2017). 

Every scenario produces an attenuation based on the surrounding environment. 

So in the first phase, an analysis of this environment needs to be done. With that 

purpose, maps are consulted and the trackside is inspected to identify the possible 

GNSS blockers such as urban canyons, tunnels, woods, or other artificial blockers 

and constructions. A database with all the areas where possible GNSS outages are 

expected is constructed and proper position and heading values are introduced 



146 Chapter 4: Design and Implementation of the Algorithm 

based on reliable track database information. A good example of that kind of 

databases is b5m in Gipuzkoa where maps with high precision can be found (B5m 

2020). 

To reduce the computation time for the enhancement of the position estimate, 

the KBS is only triggered under certain conditions. Thus, based on the analysis of 

the SNR along with these known block scenarios campaign detection, the sensibility 

and the KBS threshold is calculated (Arrizabalaga et al. 2016). This threshold is 

highly dependent on the antenna positioning and the trackside environment. If the 

antenna has a full view of the sky, the threshold will be higher as the difference 

between blocked and non-blocked scenarios will be more elevated due to the good 

health of the received signal in non-blocked scenarios. This is why this dissertation 

proposes to perform trips at different times of the day, with different satellite 

constellations in view and different weather to have a reliable threshold 

configuration. 

In a railway with very differentiated parts, in which the train has a line of sight 

with the satellites every moment apart from the blocked scenarios, two runs will be 

enough to build an accurate database as the satellite architecture and the 

surrounding environment will not have a big influence (Miguel et al. 2019). In the 

case in which the surroundings of the blocked scenarios are GNSS challenging 

areas, more runs are needed in order to differentiate between blocked and no-

blocked areas as the SNR decreases are lower and the threshold must be calculated 

more carefully. Runs at different times of the day are recommended to evaluate the 

performance with different satellite architectures. 

The sensibility of the KBS is triggered based on the SNR decreases. This 

means that an SNR fall down compared with the previous epoch determines that 

GNSS signals are not trustful anymore unless the SNR shortfall is recovered. This 

allows IMU  to have a trustful position once GNSS signals are not available, which 

improves the position estimation results. The KBS system allows detecting the 

entrance of the tunnels or other blocking structures where the complementary 
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positioning sensors take the key role regarding the position estimation. Summing up, 

the KBS threshold is set-up based on the SNR decreases. 

A threshold with a 10% probability of being triggered is chosen using a 

Cumulative Distribution Function (CDF). 

4.2.7.2 KBS operation 

Once the KBS threshold is properly selected, the positioning algorithm can 

enhance the positioning in these blocked scenarios. Figure 4.13 shows the KBS 

algorithm method which relies on having a more accurate starting point which leads 

to a more accurate position estimate. 

 

Figure 4.13 Known Blocked Scenarios flowchart 
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The KBS determines not the valid GNSS, but the degraded GNSS information 

based on the strong SNR decreases between epochs. The KBS takes advantage of 

the detection of strong blocking areas, which are mainly tunnels. Tunnels are the 

main blocking areas, due to their strong effect and their limitation to a defined area. 

is set up to reduce the errors of the next time epochs where GNSS is not available 

by resetting the yaw information of the algorithm. 

The positioning system proceeds, in the same manner, every time that it 

receives GPS information. First of all, it compares if the selected triggering option is 

reached. If not, the GNSS is considered reliable and the algorithm computes the 

position estimate. If the KBS is triggered, the KBS takes a lookup into the KBS 

database, and based on the information of the previous reliable estimate and the 

distance to the different known blocked scenarios entries, it uses the stored 

information to correct it. The distance to use an entry from the database is, as 

maximum, the HPL. The HPL is the statistical error bound obtained during the real-

time operation of the positioning algorithm. 

This methodology is repeated until the KBS detects a valid GPS. 

The format of the database mentioned can be seen in Table 4.5. 

Column number Name Description 

1 ID Identification number for the Known 

Blocked Scenario 

2 LAT Latitude of the Known Blocked 

Scenario 

3 LON Longitude of the Known Blocked 

Scenario 

4 ALT Altitude of the Known Blocked 

Scenario 
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5 X_ECEF Position of the Known Blocked 

Scenario in ECEF (meters) for the X-

axis. 

6 Y_ECEF Position of the Known Blocked 

Scenario in ECEF (meters) for the Y-

axis. 

7 Z_ECEF Position of the Known Blocked 

Scenario in ECEF (meters) for the Z-

axis. 

8 Flag Flag that determines if the point is the 

entry or exit of a Known Blocked 

Scenario. 1 is used for entry and 0 for 

the exit. 

9 Description Description with extra information 

about the Known Blocked Scenario 

Table 4.5 Format of the Known Blocked Scenarios database 

4.2.8 Data Output 

Finally, the position estimation obtained and other statistics related to it are 

written in an output file. That output file has a proprietary format created by CEIT and 

used for many projects. The format and the content of each of the columns are 

explained in Table 4.6. 
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Column number Name Description 

1 UTC-Date Date of the measurement. Date is 

given in the following format: 

yyyy/mm/dd 

2 UTC-Time Time of the measurement. Time is 

given in the following format: 

hh:mm:ss.fff/weekno/towinseconds 

3 Algorithm ID Shows the technology with which the 

position estimation has been done 

4 SolStatus 0 for solution OK, 1 for the solution by 

system dynamics 

5 EGNOSStatus 1 for EGNOS data used, 0 when not 

used 

6 ECEFx Position calculated by the positioning 

algorithm in ECEF (meters) for the X-

axis. 

7 ECEFy Position calculated by the positioning 

algorithm in ECEF (meters) for the Y-

axis. 

8 ECEFz Position calculated by the positioning 

algorithm in ECEF (meters) for the Z-

axis. 

9 ECEFvx Velocity calculated by the positioning 

algorithm in ECEF (meters) for the X-

axis. 
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10 ECEFvy Velocity calculated by the positioning 

algorithm in ECEF (meters) for the Y-

axis. 

11 ECEFvz Velocity calculated by the positioning 

algorithm in ECEF (meters) for the Z-

axis. 

12 HPL Horizontal protection level calculated 

from the standard deviations obtained 

by the positioning algorithm using a 7-

sigma approximation 

13 NoSatUsed Number of satellites used for the 

position computation 

14 NoSatExclude Number of satellites excluded from the 

position computation 

15 HDOP Horizontal Dilution of Precision  

16 PDC Reserved column 

17 PDC Reserved column 

18 PDC Reserved column 

19 PDC Reserved column 

20 STD_x Standard deviation calculated by the 

positioning algorithm in the X-axis 

21 STD_y Standard deviation calculated by the 

positioning algorithm in the Y-axis 

22 STD_z Standard deviation calculated by the 

positioning algorithm in the Z-axis 
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Table 4.6 Format of the Data Output file 
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5 Chapter 5 

Measurement Campaigns for 

the System Validation and 

Performance Evaluation 

This chapter describes the organization of the measurement campaigns that 

have been done in order to evaluate the performance of the proposed system. The 

chapter describes the different environments in which the system has been tested 

and the equipment used in each of them. In this way, a good characterization of the 

areas in which the algorithms are tested is introduced. 
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5.1 SCENARIO 1: EUSKOTREN LINE 

The scenario presented in this section is a demanding environment near 

Donostia / San Sebastián. The chosen railway is placed between Hendaia and 

Donostia, in a regional train 

that puts together France and 

Spain operated by Eusko 

Trenbide Sarea (ETS). This 

railway has a difficult 

orography since GNSS 

blockers appear in more than 

50% of the track analyzed. 

Most of the journey is done 

inside tunnels or canyons; 

both urban or natural (see 

Figure 5.1). 

The trial track is mostly 

set in an urban environment 

inside the city of Donostia and the villages near it. However, there are also suburban 

and rural areas in more than 20km of track. The rural areas are mountainous areas 

in which the signal reception is not direct in all the cases. The environment in which 

the algorithm was tested can be considered a GNSS demanding zone in which long 

periods of lack of signal were recorded.  

The tests took place in service for approximately 30 days, in which the full 

operation of the trains during their usual journeys were recorded. In this way, 

different satellite constellations in view were tested, and the collected data are 

meaningful.  

 

Figure 5.1 General environment in EuskoTren Lane 
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The route going from Fanderia station to Errenteria station was chosen for the 

tests as it is a 

representative part of the 

journey because the 

track is surrounded by 

buildings and the train 

travels through a tunnel 

(see Figure 5.2 (green 

area)). The degradation 

of the signal before the 

entrance to the tunnel 

affects the performance 

of the positioning 

system. The 

surroundings and the 

fact that the tunnel is 

preceded by a curve also 

also has influence. 

The vehicle used 

was an electric 

locomotive Serie 900 

from Euskotren. (See 

Figure 5.3). 

5.1.1 Measuring Equipment 

The hardware subsystems used in this test scenario are low-cost sensors since 

a good cost-effectiveness for an attractive business case was wanted. The GNSS 

receiver could be a low-medium end subsystem, which is not usual on the railway 

applications analyzed. In case a high-end GNSS system is mounted on board, a 

Figure 5.2 Section of Eusko Trenbide Sarea (ETS) network 

Figure 5.3 EuskoTren Serie 900 Locomotive 
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better performance would be expected by the algorithm. Physically, the equipment 

used in the measurements done in the first scenario, includes a multisensor 

equipment for location estimation that consists of the subsystems presented in the 

following paragraphs. 

5.1.1.1 GPS Receiver 

U-Blox EVK-6T-0-001 is the GPS receiver used during the measurements. The 

two main objectives of the receiver are the following: to record the raw data and to 

perform a standalone positioning operation. This low-cost device allows GPS and 

QZSS signals, it has several interfaces such as UART USB or SPI and it is classified 

as professional-grade in the use in spite of its low-cost. It has raw pseudorange data 

output and an onboard RTC crystal to have faster warm and hot starts. The receiver 

claims to have accuracies of 2.5m in position what seems to be fair for this kind of 

single constellation single frequency low-cost system (U-blox 2015). 

The GPS antenna used for this measurement was an u-Blox ANN-MS-0-005 

antenna. It is an active antenna with a low noise figure and high gain coverage. Its 

integration is easy and a background in antenna mounting is not necessary to make 

it work properly (U-blox 2017). 

5.1.1.2 Inertial Measurement Unit (IMU) 

The Inertial Measurement Unit (IMU) used was the AIMS Navigation 

0817111411 (AIMS n.d.). Its objective is to provide linear accelerations and angular 

velocities. The IMU employed in this case has 6 degrees of freedom, the 

manufacturer claims to have a high performance for autonomous and remote 

operate vehicle systems and it has multiple output interfaces such as CAN 2.0B, RS-

232, RS-422 or RS-485. The accelerometer and gyro data provided is fully 
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temperature compensated. It has a high output rate that reaches the 200Hz. The 

different performances can be seen in Table 5.1 and Table 5.2. 

 

Accelerometers Performance 

Range +-2 g 

Bias Error 0.6 mg 

In-Run Bias Stability 8 µg 

Scale Factor Error @ 1 g 0.25 mg 

Non-linearity 0.5% of FS 

Noise 0.3 mg RMS 

Bandwidth 15 Hz 

Misalignment 2 mrad 

Table 5.1 Accelerometers Performance 

 

Angular Rate (gyroscope) Performance 

Range 120 º/s 

Bias Error 0.06 º/s 

In-Run Bias Stability 5 º/h 

Scale Factor Error  0.06% 

Non-linearity 0.25% of FS 

Noise 0.3 º/s RMS 
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Bandwidth 15 Hz 

Misalignment 2 mrad 

Table 5.2 Angular Rate (gyroscope) Performance 

5.1.1.3 Microprocessor 

The sensors used to obtain the data for positioning are connected to a 

microprocessor. In this case, a Raspberry Pi 3B model has been used. Within its 

specifications the most important ones are the following ones; 1.4 GHz 64-bit ARM 

8 Cortex-A53 microprocessor, 1 GB SDRAM, wireless LAN and Bluetooth 

connectivity, 4 USB ports and 40 GPIO pins among others (Raspberry n.d.). 

5.1.2 Ground Truth Generation Equipment 

The ground truth for scenario 2 was generated by EuskoTren and Eusko Trenbide 

Sareak (ETS). It has been generated using the onboard odometer and the track 

maps in property of EuskoTren and Eusko Trenbide Sareak.. 
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5.2 SCENARIO 2: NOTTINGHAM GEOSPATIAL 

INSTITUTE ROOF TRIAL SITE 

The second scenario presented in this chapter is located in the Nottingham 

Geospatial Institute. To be more 

specific in the roof of the 

Nottingham Geospatial Institute 

building. Here there is a trial site 

in which controlled 

measurements can be done to 

check systems and/or validate. 

The environment is known, and 

so the possible problems can 

be foretold and known in 

advance.  

The measurements in this environment were performed during August 2018. 

They were performed using an 

electrical train and a railway 

simulating the shape of an 8 

(see Figure 5.4), but without 

crossing the rails. The train 

placed in the roof is a small train 

that models the behavior of a 

real one in terms of movement 

and dynamics. It travels through 

a track that models the 

vibrations that the train would 

suffer in a real one. 

 

Figure 5.5 Antenna placement in the mock train 

Figure 5.4 Nottingham Geospatial Institute Roof Trial Site 
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Figure 5.6 Nottingham Geospatial Institute Trial Site Top View 

5.2.1 Measuring Equipment 

The hardware subsystems used are low-cost sensors since a good cost-

effectiveness for an attractive business case was wanted. However, in this case, for 

the obtaining of the ground truth high-end systems were used. Physically, the 

equipment used in the measurements done in the third scenario, includes a 

multisensor equipment for location estimation that consists of the following: 

5.2.1.1 GPS Receiver 

The GPS receiver is the same one that was used in the first scenarios. More 

information about it can be found in paragraph 5.1.1.1. 
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5.2.1.2 Inertial Measurement Unit (IMU) 

The Inertial Measurement Unit (IMU) used was the Advanced Navigation 

Orientus (Navigation n.d.). Its objective was to provide linear accelerations and 

angular velocities. The IMU employed in this case has 9 degrees of freedom, the 

manufacturer claims to have a high versatibility. The accelerometer and gyro data 

provided is fully temperature compensated. It has a high output rate for this work that 

reaches the 1000Hz. The different performances can be seen in Table 5.3 and Table 

5.4. 

 

Accelerometers Performance 

Range +-2 g 

Initial Bias Error <5 mg 

In-Run Bias Stability 20 µg 

Scale Factor Stability <0.06% 

Non-linearity < 0.05% 

Noise 100 µg/  

Bandwidth 400 Hz 

Misalignment <0.05º 

Table 5.3 Accelerometers Performance 
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Angular Rate (gyroscope) Performance 

Range 250 º/s 

Initial Bias Error <0.2º/s 

In-Run Bias Stability 3 º/h 

Scale Factor Error  0.05% 

Non-linearity 0.05% 

Noise 0.004 º/s  

Bandwidth 400 Hz 

Misalignment <0.05º 

Table 5.4 Angular Rate (gyroscope) Performance 

5.2.1.3 Microprocessor 

The microprocessor used for the measurements performed in this environment 

was not changed from the environments before. More information about its features 

can be found in paragraph 5.1.1.3. 

5.2.1.4 Ultra Wide Band (UWB) 

The Ultra Wide Band system used during the measurements in the second 

environment is a DecaWave TREK 1000 system. It is a Two-Way-Ranging Real-

Time Location System, easy and quick to set up. It is the ideal system to build a proof 

of concept in hours (Decawave n.d.). As 4 boards are included and the navigation 

mode was used, 3 boards acted as anchors and the last one as a tag. Connected to 

the tag, the necessary information of the ranges from the tag to the anchors was 

stored. It has centimeter-level accuracy, it is reliable against multipath and 
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interferences, and has low latency, usually faster than GNSS systems. Moreover, it 

has a long-range while having a low energy consumption and it is a low-cost system. 

5.2.1.5 Measuring Equipment installation 

Two GNSS antennas were installed on the train (see Figure 5.5) to obtain 

GNSS measurements and a Ground truth using a high-end GNSS receiver and an 

RTK rover-base system. Both antennas were installed maintaining the same 

reference position. 

The equipment was placed inside the train (see Figure 5.7). Both IMU, GNSS 

receivers and the 

processing unit were 

placed there.  

For Ultra Wide Band 

(UWB), the tag for the rover 

was placed in the roof of the 

train (see Figure 5.8). 

Moreover, the UWB 

anchors were also placed 

in the limits of the roof, to 

cover all the areas in which 

the train can travel. Figure 5.7 Equipment placement in the mock train 
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Once the anchors were 

placed (see Figure 5.9), 

their exact points were 

measured using a Leica 

Nova MS60 MultiStation. 

This kind of instrument has 

a high precision that 

ensures the correct 

measurement of the points 

in which the anchors were 

placed, and so no extra 

errors are introduced in the 

UWB measurements 

derived from the placement of the anchors. In this case, the position of the anchors 

was measured with errors below the centimeters.  

The environment is not a harsh environment for GNSS or UWB. However, it has 

a couple of areas in which the signals could suffer multipath effects due to big metal 

masses (see Figure 5.6). The south limit of the railway is near to the ventilation ducts. 

These ducts are over 2m in 

height and the train is not bigger 

than 1m tall. This fact can block 

the signals of some of the 

satellites and create multipath in 

others. A smaller mass of metal 

appears in the south wall in 

which some of the machines 

used for the air conditioning 

appear. They are not as tall as 

the ones on the other side, and 

they do not cover the full wall 

Figure 5.8 UWB Antenna placement 

Figure 5.9 UWB anchor placement example 
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from side to side but could generate multipath in some signals when the train travels 

near them. They are placed in the middle of the eight when both parts of the railway 

appear one near the other. 

5.2.2 Ground Truth generation equipment 

The ground truth for environment 2 was generated by the Nottingham 

Geospatial Institute (NGI). The ground truth was generated using a Leica Viva GS10 

GNSS receiver placed in the same mock train that the measuring system, along with 

an RTK base station place in the trial site. The antenna provided by the Leica Viva 

measuring system was used and placed in the same place in which the antenna of 

the measuring system was. RTK measurements with corrections were done to obtain 

the Ground truth. 

When doing UWB measurements, it is of high importance if you want to do 

absolute positioning, to know precisely the position of the anchors placed. For that 

purpose, a Leica Nova MS60 has been used (Leica n.d.). This is an instrument, 

mainly used by topographers that can give exact positions of places or objects with 

accuracies of millimeters. With this instrument along with a known position in the trial 

site, the exact positions of the anchors have been calculated. 
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5.3 SCENARIO COMPARISON 

Finally, a table comparing the introduced scenarios, the hardware used and the 

complexity of the scenarios in terms of accuracy in positioning systems is presented. 

 Name Complexity Ground Truth 

Scenario 1 ETS Trial Site High Odometer 

Scenario 2 NGI Roof Trial Site Medium RTK measurements 

with high end GNSS 

Table 5.5 Scenario Comparison 

 GNSS IMU UWB Microprocessor 

Scenario 1 U-blox 

NEO 6T 

AIMS Navigation Not 

included 

Raspberry Pi 3 B+ 

Scenario 2 U-blox 

NEO 6T 

Advanced 

Navigation 

Orientus 

Decawave 

EVK-1000 

Raspberry Pi 3 B+ 

Table 5.6 Scenario Comparison 
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5.4 TESTING METHODOLOGY 

This section describes the methodology employed during the tests. The 

methodology includes the identification of tests to be carried on and the definition of 

a strategy to name the list of tests to be performed. 

5.4.1 Tests performed 

This section describes the different tests that will be performed by the created 

algorithm inside the system, following the next testing procedure: 

1. The algorithm runs each test with the different systems selected for the 

test case. 

2. The obtained result is compared with the ground truth. 

3. Differences are analyzed in order to face conclusions and validate the 

algorithm. 

5.4.2 Test template 

A common template for naming the different tests to be performed is defined. 

The description of all the test cases is based on this template. 

TS_SCENARIO_ZZZZ Test code. TS represents the Test scenario used from 

the ones introduced in this chapter. SCENARIO 

represents the short name of the scenario (EUS for 

EuskoTren and NOT for Nottingham) and  ZZZZ 

represents the technologies used in a binary way in the 

following order; GNSS, IMU, UWB, KBS (1 if it is used 

and 0 if not). 

Table 5.7 Description of the test cases' naming template 
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5.5 TESTING PLAN FOR REFERENCE JOURNEYS 

This section describes the testing plan by introducing the test template 

employed to describe the tests, the test list, and the definition of the tests. 

5.5.1 Test list 

The test cases that have been identified in order to test the performance of the 

positioning algorithm created appear in Table 5.8. 

Test Code Scenario GNSS IMU UWB KBS 

TS1_EUS_1100 EuskoTren     

TS1_EUS_1101 EuskoTren     

TS2_NOT_1000 Nottingham      

TS2_NOT_0100 Nottingham      

TS2_NOT_0010 Nottingham     

TS2_NOT_1100 Nottingham     

TS2_NOT_1101 Nottingham     

TS2_NOT_1010 Nottingham     

TS2_NOT_1011 Nottingham     

TS2_NOT_0110 Nottingham     

TS2_NOT_0111 Nottingham     

TS2_NOT_1110 Nottingham     

TS2_NOT_1111 Nottingham     

Table 5.8 List of test cases 
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5.5.2 Test definitions 

In this subsection, the definition of the test methodology is going to be detailed. 

Only one dataset is shown for each test in order not to lengthen the chapter. 

However, more datasets have been tested and the results led to the same 

conclusions. For this reason, the dataset shown presents the performance of the 

algorithm in a representative way. 

These tests are oriented to evaluate the performance of the algorithm in the 

scenarios presented before. For this, an embedded system, GNSS Pseudorange, 

IMU and UWB measurement IF files are needed along with the GNSS Ephemeris 

measurement file. To perform the test, the following steps have to be taken: 

1) Format files to the latest version using EditIMUandGPSFormat.m 
2) Perform UWB LS positioning (In the case LS measurements are available). 
3) Switch on Raspberry Pi 
4) Send files to Raspberry. 
5) Give permissions to the uploaded files. 
6) Execute test. 
7) Download obtained OF files from Raspberry Pi. 
8) Compare obtained OF file with the Ground Truth. 





Chapter 6: Input Data Analysis 171 

Chapter 6 

Input Data Analysis 

This chapter includes the data analysis of the input data obtained from the 

measurement campaigns done and to be used in the algorithms. The objective is to 

check that the data obtained are coherent and to show how each of the modules 

introduced in the algorithm affects the resulting positioning function. 
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6.1 INTRODUCTION 

This chapter shows the data analysis done to validate the data measured in the 

different scenarios. To fulfil that verification, data obtained from GNSS, IMU and 

UWB sensors are analysed. 

In Chapter 5, two different scenarios have been introduced. The methodology 

for data acquisition has been the same in the different scenarios and most of the 

subsystems have also been the same. The only change has been a change in the 

IMU sensor that does not affect as it behaves similarly as it will be explained in 

section 6.3. Taking into account these facts presented, the decision of presenting 

only one of the analysed scenarios has been taken. Because, the presentation of 

the analysis of all the data recorded in the different scenarios could lead this chapter 

to unnecessary repetition and tedious length as there has not been detected any 

relevant change due to the different runs. 

The scenario chosen for the raw data analysis has been the scenario 2 located 

on the roof of the Nottingham Geospatial Institute. This scenario is the chosen one 

due to its controlled environment. It is a scenario in which the ground truth can be 

measured and the possible sources of multipath or GNSS misleading signals can be 

spottable. Moreover, the movement of the rover is performed also in a controlled way 

and has no interferences of possible train traffic as in other scenarios performed in 

real railways. Another important fact to take into account in the selection of the 

scenario is that Scenario 2 is the only one that includes GPS, IMU and UWB 

positioning systems that are the ones possible to use in the system. 

The aim of this chapter is to verify the three different data sources that are used 

as inputs for the positioning algorithm. Moreover, this analysis shows that the data 

received is coherent. To fulfil this aim, different data such as the number of available 

satellites, the behaviour of the accelerations measured or residuals of the position 

estimation obtained by UWB are analysed. 
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6.2 GPS DATA ANALYSIS 

First of all, data recorded with the GPS is going to be analysed. The GPS is the 

more obvious and affordable source when it comes to positioning and the better 

accuracy and availability is desirable from it. Different statistics of the data received 

are going to be analysed to assess the GPS data received and afterwards perform 

the positioning algorithm using them. 

6.2.1 Available satellites 

One of the statistics that are important to analyse the GPS suitability and quality 

is the number of satellites available. A satellite is available when data from that 

satellite has been received. It is well known that to obtain a position estimation in 3D, 

at least data from four satellites is necessary, however, a higher number of satellites 

is desirable to improve the algorithms. More satellites mean more information, and 

this is helpful to discard faulty ones and use more reliable data. 

 

Figure 6.1 Number of Satellites received in each measurement for GPS 
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Figure 6.1 shows the number of satellites with data available received in each 

of the measurements computed in the test scenario considered for this chapter. 

There are no measurements with less than four satellites available. On the contrary, 

all the measurements have data from nine to fifteen satellites which shows that the 

scenario has good sky visibility. In conclusion, with this data, there should be no 

problems to perform the positioning algorithm and obtain a positioning estimation 

with GPS data in means of the number of available satellites. 

6.2.2 Elevation of the satellites 

Good availability of satellites does not ensure a good position estimation. It is 

important to see the elevation of those satellites in order to discard satellites. A 

satellite with a low elevation is going to introduce misleading data to the positioning 

algorithm, as there are higher possibilities of receiving its data in non-line-of-sight. 

An NLOS reception could imply multipath that affects the accuracy of the position 

estimation. That is the reason to analyse the availability of the satellites by means of 

their elevation. Reflections in the signal also impact the positioning accuracy and so 

a good elevation reduces the possibility of reflections in the way. 

As a first step, the mean elevation of the satellites available in each of the 

measurements has been calculated (Figure 6.2). It shows that the values of elevation 

go from 22 to 31 degrees and its mean value is 27.31 degrees. This is acceptable 

as  the typical elevation masks used for GPS satellites stand between 10 and 15 

degrees (Lee n.d.). 
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Figure 6.2 Mean elevation for the satellites with data available 

However, what seems to be a good elevation, when analysing the data more in 

deep, can turn into some satellites with a bad elevation that can provide misleading 

information to the positioning algorithm. As GPS is the basic global positioning 

system used in the positioning algorithm, a conservative elevation mask of 10 

degrees has been used. Therefore, the number of satellites not fulfilling the mask for 

each measurement can be seen in Figure 6.3. It shows a maximum of 6 and a 

minimum of 0 satellites with bad elevation can be found. A mean of 4.19 satellites is 

discarded every measurement. 

To see the impact of applying an elevation mask, Figure 6.4, shows the 

satellites able to be used in the positioning algorithm after performing the elevation 

mask. It shows that now there are measurements with just 5 available satellites only 

one more than the minimum necessary to perform the positioning estimation with the 

GPS. On the other hand, we can see measurements with a maximum of 10 satellites 

and that usually the data in the scenario analysed has between 7 and 9 satellites. 

To be more precise, a mean of 8.66 satellites is used in each measurement. This 
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number of available satellites is enough to perform the positioning estimation but 

shows a reality with less satellites worse than  in subsection 6.2.1. 

 

Figure 6.3 Number of satellites discarded due to bad elevation 

 

Figure 6.4 Number of satellites used for positioning after performing the elevation mask 
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Finally, the mean elevation of the satellites used has been analysed in Figure 

6.5. In comparison with Figure 6.2, a more constant elevation is depicted. Moreover, 

the elevation is higher due to the elimination of the satellites with bad elevation, and 

its mean value has increased to 36.74 degrees. 

 

Figure 6.5 Mean elevation for satellites used 

6.2.3 SNR of the satellites 

The elevation is not the only parameter that should be analysed when deciding 

if the data received from a satellite is acceptable or not to perform the positioning 

estimation. In this dissertation, the SNR is analysed to see if the data received is 

good enough. Even if a satellite has a good elevation, which assures a good line of 

sight, other phenomenons could appear that would attenuate the power of the signal 

received providing misleading information to the positioning algorithm. 
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Figure 6.6 Mean SNR for available satellites 

Figure 6.6 shows the mean SNR of all the satellites available. It shows an SNR 

fluctuating from 34dB to 42dB with a mean of 37.97dB. This value is higher than the 

minimum values used in many GPS positioning systems with SNR masks of 15-

20dB. However, this value can be increased by the user in order to compute only the 

satellites that have better stability on view. 

In this thesis, an SNR mask of 25dB has been used and this has filtered some 

of the satellites previously in view. Figure 6.7 shows the number of satellites 

discarded for insufficient SNR that moves from 0 to 3 for the set of measurements 

considered in that test scenario. However, in most of the measurements, 1 or fewer 

satellites are discarded. Moreover, and changing the view of the analysis, between 

12 and 13 satellites are used as the mean value in each of the measurements as 

shown in Figure 6.8. This is a higher number than the satellites available after using 

the elevation mask. From this analysis, we can conclude that the elevation mask is 

usually more restrictive than the SNR mask. 
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Figure 6.7 Number of satellites discarded due to bad SNR 

 

Figure 6.8 Number of satellites used after applying SNR mask 
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Finally, to finish with the SNR analysis, the mean of the SNR of the satellites used 

in each measurement after applying the SNR mask is depicted in 

Figure 6.9. The mean SNR has increased to 38.44dB which is higher than the value 

obtained in the case of using all the available satellites. 

Figure 6.9 Mean SNR for satellites used 
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6.2.4 SNR and Elevation joint implication 

After analysing the SNR and elevation separately, a joint evaluation of both is 

necessary. It could happen that a satellite with good elevation could have a bad SNR 

or vice-versa. In order to take into account those possibilities, a joint mask using 

SNR and elevation thresholds at the same time is going to be used, with the same 

values than the one introduced in the previous paragraphs. The conclusions 

obtained are that the most restrictive value, in this case, is the elevation mask. Figure 

6.10 shows the satellites discarded by this new mask. It is similar to the one shown 

by the elevation mask alone, and the mean number of discarded satellites is also 

similar: 4.24 compared to the previous 4.19. Following the analysis with the satellites 

in use after the filtering, the behaviour is the same and the mean value of the used 

satellites is also similar 8.62, compared to 8.66. The maximum and minimum of 

satellites used is also very similar and continues being acceptable to obtain a 

position estimate in all the measurements.  

 

Figure 6.10 Number of satellites discarded due to bad SNR and elevation 
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Figure 6.11 Number of satellites used after SNR and elevation joint mask 

 

 

6.2.5 Standard deviation of the position 

The standard deviation of the positions received that are going to be used for 

the fusion with the other positioning data are analysed. A small standard deviation 

will show us better confidence in the position estimation given in that axis. 
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Figure 6.12 Standard deviation in X-axis 

Figure 6.12 shows the standard deviation of the position estimation in the X-

axis. The standard deviation is under 1.1m during the whole test. Moreover, the 

mean of the standard deviation is 0.89m.  

Similar behaviour happens in the Y-axis. Figure 6.13 shows the standard 

deviation for the Y-axis. The standard deviations are below 0.55m. The mean 

standard deviation for this axis is 0.45m. 
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Analyzing the behaviour of the Z-axis ( see Figure 6.14 ) the standard deviations 

are below 1.6m, with a mean standard deviation of 1.2m.This means that the position 

estimation is also going to be good. 

 

Figure 6.13 Standard deviation in Y-axis 
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Figure 6.14 Standard deviation in Z-axis 

 

6.2.6 HDOP 

The Horizontal Dilution of Precision, HDOP, provides a parameter related to the 

satellite geometry. Better satellite geometry reduces the uncertainty area and 

increases the mathematical stability of the algorithm. 

The HDOP has different ratings depending on its value and is marked a good when 

its value is below 5, and ideal when it is below 1 (GIS 2011). Figure 6.15 shows the 

HDOP of the satellite constellation used during the test. The HDOP for most of the 

measurements is between 1 and 2, so it is very good. Even in some points, an ideal 

HDOP can be found.  
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Figure 6.15 Horizontal Dilution of precision (HDOP) for the satellite constellation in use 

6.2.7 Number of observables 

Finally, the number of observables for the analysed test is going to be 

examined. In subsection 6.2.1 and subsequent, has been shown that the minimum 

needed satellites to obtain a position estimation is available in all the measurements. 

The number of measurements done in this test is 599 and thus there are 599 

observables available for the positioning algorithm, one per measurement per 

second. 
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6.3 IMU DATA ANALYSIS 

The IMU is going to be fused with the rest of the data and it will enhance the 

availability of the system. Taking into account the fact introduced, different statistics 

of the data received are going to be analysed to validate the IMU data received and 

afterwards perform the positioning algorithm with it. 

6.3.1 Accelerometer data analysis 

First of all the accelerometer data is analysed. Figure 6.16, shows the 

acceleration measured in the X-axis. The behaviour is coherent with this kind of 

systems, and there can be detected three-movement stages with stationary stages 

among them and also at the beginning and the end of the test of this scenario. The 

most significant conclusion that we can obtain from this data is the existence of a 

bias error, which is stopped motion has a value of 0.01   in X axis, 0.04   in 

Y axis and 0.01   in Z axis. 

 

Figure 6.16 Acceleration in X-axis 
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Figure 6.17, depicts the acceleration in the Y-axis. As in the X-axis, the only 

anomaly spotted in the behaviour of the acceleration in this axis is the existence of 

a bias error. From this graph, new data from the test can be obtained. The movement 

of the rover has a 8-shape (double circular) and a three-time repetition of the journey 

is done in every movement stage of the test. 

 

Figure 6.17 Acceleration in Y-axis 

To finish with the analysis of the accelerations, the Z-axis is shown in Figure 

6.18. The Z-axis is the axis that less influence has in the 2D positioning. However, it 

measures the vibration absorbed by the rover. An important fact is that the 

acceleration always contains the gravitational component in this axis and that is the 

reason to have mean accelerations of -9.7 . As in the other axis, a bias error 

can be found as the gravitational component is of about 9.8 . The reason to 

have a negative acceleration is the orientation of the axis with the positive Z 

component facing up the body of the IMU. 
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Figure 6.18 Acceleration in Z-axis 

After the analysis of the accelerations recorded, the conclusion is that the data 

recorded are coherent with the test performed and that they can be used as inputs 

for the positioning computing. Measured bias has values of 0.01  in X axis, 

0.04   in Y axis and 0.01   in Z axis, which complies the values showed in 

the datasheet, <5mG.  

6.3.2 Gyroscope data analysis 

The gyroscope data analysis is meaningful as this parameter is responsible for 

calculating the angles of movement of the rover. This dissertation is oriented to the 

position computation and its accuracy, and so, the angular accelerations in X and Y 

axis are not as important as the Z-axis that is the one that is going to calculate the 

heading of the rover.  
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Figure 6.19, shows the angular accelerations recorded in the X-axis. In this 

case, the angular accelerations measured are smaller than the angular acceleration 

of the Z-axis (Figure 6.21), and so is the bias.  

 

Figure 6.19 Gyroscope angular acceleration in X-axis 

Figure 6.20 shows the angular accelerations recorded in the Y-axis. As 

happened in the X-axis, the angular accelerations measured are small and so the 

bias error is. The reason for these effects is the before mentioned negligible effect 

of the angular accelerations in the X and Y axis for a rover installed in a vehicle 

moving on rail tracks in a flat plane without cambers or course changes. 

Finally, Figure 6.21 shows the angular accelerations recorded in the Z-axis, the 

ones that determine the heading of the rover. In this case, as the recorded data is 

not negligible, a considerable bias error appears. However, coherent behaviour 

according to the test performed is depicted as in the other axis. The bias calculated 

are -0.02º/s in X axis, 0.02 º/s in Y axis and 0.72 º/s in Z axis. Which does not fulfil 

with the value given in the datasheet in the Z axis. The datasheets shows bias 

<0.2º/s for all the three components. 
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Figure 6.20 Gyroscope angular acceleration in Y-axis 

 

 

Figure 6.21 Gyroscope angular acceleration in Z-axis 
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6.3.3 Yaw data analysis 

Another significant indicator to assess that the data are coherent with the test 

scenario is the so-called Yaw angle. The Yaw angle is calculated from the angular 

accelerations obtained in the Z-axis. The yaw angle shows the angle that the rover 

has in com Figure 

6.22, shows the behaviour of the Yaw angle during the whole test. The figure shows 

perfectly the 3 movement-stationary stages. Doing a deeper analysis an anti-

clockwise movement can be detected, and the Yaw changes can be compatible with 

a journey similar to a flat 8 that is presented in the scenario in which the test has 

been performed. 

 

Figure 6.22 Yaw angle 
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6.3.4 Bias influence in accelerometer data 

In subsections 6.3.1 and 6.3.2, a bias error has been detected in the 

measurements obtained from the test. The bias error is a usual IMU error as 

presented in section 482.2. However, even if it is usual to have bias errors, it also 

easy to correct that error, as it is constant during the time. To correct the data 

obtained and eliminate the bias errors, its value has been calculated. For that, the 

first 1000 measurements have been used where the rover remains stoped at the 

same point.  

The bias calculated for the acceleration in the X-axis is 0.096 . Figure 6.23 

shows the new acceleration after subtracting the obtained bias to the measured 

accelerations. Now, the acceleration in X-axis when the rover is in a stationary stage 

is around 0 . This behaviour models the reality in a better way. It can be 

concluded that the bias subtraction makes the acceleration more realistic. 

 

Figure 6.23 Acceleration in the X-axis after bias subtraction 
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The same calculus has been performed for the Y-axis. In this case, a bias error 

of 0.37  appears in the measurements. In the same way as for the X-axis, when 

subtracting the bias error to the measurements, the accelerations get centered in 0 

. 

 

Figure 6.24 Acceleration in the Y-axis after bias subtraction 

In the Z-axis the bias error is 0.09 . However, subtracting the bias error the 

acceleration does not get centered in 0 . Apart from subtracting the bias error, 

the gravitational component has also been subtracted in order to center the 

acceleration in 0  ( see Figure 6.25). 

The same analysis done with the linear accelerations has been done with the 

angular accelerations. Figure 6.26, shows the angular accelerations in X-axis after 

subtracting the bias error of 0.0002 rad/s. As explained before, X-axis has not 

significant angular accelerations and so the bias error is also smaller than the one 

on the Z-axis. 
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Figure 6.25 Acceleration in the Z-axis after bias subtraction 

 

 

Figure 6.26 Angular acceleration in the X-axis after bias subtraction 
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The behavior seen in the X-axis is repeated in the Y-axis. Figure 6.27, shows 

the angular accelerations in Y-axis after subtracting the bias error of 0.0002 rad/s. 

As explained before, Y-axis has not significant angular accelerations and so the bias 

error is also much smaller than the one presented for Z-axis. 

 

Figure 6.27 Angular acceleration in the Y-axis after bias subtraction 

Finally, the Z-axis is analyzed, the one used for the Yaw computation. Figure 

6.28, shows the angular accelerations in Z-axis after subtracting the bias error of 

0.012 rad/s. In this case, the angular accelerations measured are significant and 

thus is the bias error calculated. This leads to the correction of the bias error to be 

more evident in the Z-axis than in the other two axis analyzed. 
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Figure 6.28 Angular acceleration in the Z-axis after bias subtraction 

6.3.5 Number of observables 

Finally, the number of observables for the analysed test in this scenario is going 

to be examined. In the case of the IMU, no acceleration measurements are 

exceeding the maximum accelerations accepted in the railway industry for 

passenger commodities and introduced in paragraph 2.2.1.1. The number of 

measurements done in this test is 6098 which is more or less 10 times the number 

of measurements for the GPS subsystem. This shows the usual operation of the IMU 

as it is programmed to work with a 10Hz frequency while the GPS is programmed to 

work with a 1Hz frequency. 
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6.4 UWB DATA ANALYSIS 

UWB is proposed in this thesis as a system used for conflictive spots in which 

the GPS accuracy and availability is not enough, or directly there is no GPS data. A 

good example would be for example a train station. Inside train stations, there is 

usually no proper GPS signal available, and so the use of UWB could give good 

accuracy maintaining the availability provided by IMU.  

UWB positioning system used provides us with a position estimation and some 

residuals with which some figures of merit have been calculated to fulfil this 

preliminary analysis and validate the UWB data recorded. 

6.4.1 Residuals 

First of all, the residuals given by the positioning system are analysed. This 

statistical gives the measure of how good is the position estimation given by the 

UWB system. This fact makes the residuals an important factor to take into account.  

 

Figure 6.29 Residuals of the positions 
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Figure 6.29 shows the residuals of the UWB system over the whole test. A big 

peak appears at the beginning of the test showing unacceptable residuals. The 

position estimation associated with the residuals in that part of the test could not be 

reliable. The decision to use a mask of residuals to filter bad measurements has 

been made, as explained and exposed here below. 

As UWB is wanted to be a very precise system used only in conflictive spots or 

spots without GPS coverage, only estimations with very low residuals, less than 

0.0001 are accepted as good estimations. Figure 6.30 shows the new residuals after 

applying the mask proposed. No outliers appear in this new figure. The position 

estimations given by these measurements should be of good confidence. 

 

Figure 6.30 Residuals of acceptable measurements 

6.4.2 Number of Observables 

The number of total UWB measurements for this test is 1570. However not all 

the measurements are good enough to use their positions. After applying the 

residuals mask, the number of available measurements is reduced to 1450. It can 
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be deduced that 120 measurements are not reliable enough for this application. 

However, a good rate of 2 measurements per second is obtained. 

6.4.3 Standard deviation of the position 

The standard deviation of the positions received that are going to be used for 

the fusion with the other positioning data are analysed. A small standard deviation 

will show us better confidence in the position estimation given in that axis. 

 

Figure 6.31 Standard deviation in X-axis 

Figure 6.31 shows the standard deviation of the position estimation in the X-

axis. The standard deviation is under 0.5m during the whole test, after the filtering of 

the first data. Moreover, the mean of the standard deviation is 0.02m. However, 

some high standard deviations can be found at the beginning of the test. Those high 

standard deviations could lead the system to give some bad position estimations.  

Similar behaviour happens in the Y-axis. Figure 6.32 shows the standard 

deviation for the Y-axis. There are some outliers at the beginning of the test and then 

the standard deviations are below 0.2m. The mean standard deviation for this axis 
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is 0.0039m what shows very good confidence in the position estimation given for the 

Y-axis. 

Analyzing the behaviour of the Z-axis ( see Figure 6.33 ), something very similar 

to the other two axes is found. Some outliers at the beginning of the test and standard 

deviations below 0.5m in the rest, with a low mean standard deviation of 0.018m.This 

means that the position estimation is also going to be good. 

 

Figure 6.32 Standard deviation in Y-axis 
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Figure 6.33 Standard deviation in Z-axis 

When analyzing the standard deviation of the position in the three-axis, some 

outliers have been spotted. As explained in subsection 6.4.1, not all the 

measurements have reliable information to position. So using the residuals mask 

introduced, only the reliable measurements have been taken into account. After 

doing it, new standard deviation curves have been graphed. 

Figure 6.34 shows the standard deviation in the X-axis after applying the 

residuals mask. The outliers have been deleted, and all the standard deviations are 

below 0.01m. The mean standard deviation has also been reduced to 0.0026m. Now 

all the chosen measurements are reliable and the position estimations will contribute 

the positioning algorithm. 
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Figure 6.34 Standard deviation in X-axis after using the residuals mask 

Similar behaviour happens in the Y-axis. Figure 6.35 shows the standard 

deviation for the Y-axis after applying the residuals mask. The outliers at the 

beginning have been deleted and the standard deviations are below 0.01m. The 

mean standard deviation for this axis is 0.0009m what shows very good confidence 

in the position estimation given for the Y-axis. 

Analyzing the behaviour of the Z-axis (see Figure 6.36), something very similar 

to the other two axes is found. The outliers have disappeared, and the standard 

deviations are always below 0.01m with a low mean standard deviation of 0.0019m. 

This means that the position estimation is also going to be good. 
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Figure 6.35 Standard deviation in Y-axis after using the residuals mask 

 

Figure 6.36 Standard deviation in Z-axis after using the residuals mask 



Chapter 6: Input Data Analysis 205 

6.4.4 HDOP 

The Horizontal Dilution of Precision, HDOP, specifies the navigation satellite 

geometry on a positional measurement precision. In other words, it says how good 

is the satellite geometry. In the UWB case, there are no satellites, but there are 

anchors that will act in the same way as satellites when positioning the rover. 

The HDOP has different ratings depending on its value and is marked a good 

when its value is below 5, and ideal when it is below 1 (GIS 2011). Figure 6.37 shows 

the HDOP of the anchors placed for the test. The HDOP for all the measurements is 

below 1, so it is ideal, except at the beginning of the test where some outliers are 

found. In that area, the HDOP is rated only as good. 

 

Figure 6.37 Horizontal Dilution of Precision 

As a very high accuracy is wanted in the UWB system, measurements with the 

highest possible HDOP are wanted. With that purpose, the residuals mask 

introduced in subsection 6.4.1 is also used here. The result is depicted in Figure 

6.38. After applying the mask, and taking into account only the measurements with 



206 Chapter 6: Input Data Analysis 

good residuals, all the computed HDOP for the measurements are below 1 and thus 

they are rated as ideal. 

 

Figure 6.38 Horizontal Dilution of Precision after residuals mask 
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Chapter 7 

Field-test results and 

performance evaluation 

This chapter shows and analyzes the results obtained by the positioning algorithm 
in the measurement campaigns explained in Chapter 5. Moreover, it analyzes the 
performance obtained by the algorithm in comparison with the ground truths of 
each of the scenarios.  



208 Chapter 7: Results and Performance Evaluation 

 

7.1 PERFORMANCE OF THE ALGORITHM 

This section shows the performance of the algorithm in the different tests 

defined in subsection 5.5.1. 

7.1.1 TS1_EUS_1100 

The results of this test show the performance of the algorithm when using a 

GPS and IMU fusion. Figure 7.1 shows the performance of the presented algorithm 

showing the error committed for each measurement.  

This scenario has a mean error of 9.88 meters and a maximum error peak that 

reaches 50 meters. During this peak, the train travels through a tunnel.  

 

 

Figure 7.1 Performance of the algorithm for test TS1_EUS_1100 

 

Figure 7.2 analyses the frequency of the different errors during this journey. The 

error is mainly spread at low error distances below twelve meters; however, there is 

a long tail with errors that reach the aforementioned value of 50 meters. 
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Figure 7.2 Histogram of the position error for test TS1_EUS_1100 

 

Analyzing the cumulative distribution function (CDF) it can be stated that the 

CDF(95%) is around 31 meters (see Figure 7.3). 

 

 

Figure 7.3 CDF of the test TS1_EUS_1100 
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The error obtained in the tunnel environment decreases the performance 

significantly and thus improving this section will have a great impact on the overall 

picture. 

7.1.2 TS1_EUS_1101 

The results of this test show the performance of the algorithm when using a 

GPS and IMU fusion along with KBS. Figure 7.4 shows the performance of the 

presented algorithm showing the error committed for each measurement. 

In this case, the accuracy is significantly better than in the test before in which 

KBS was not used, even if a certain peak can be seen with around 12 meters of 

maximum error. This improvement makes the mean error to be reduced down to 

5.54 meters.  

 

 

Figure 7.4 Performance of the algorithm for test TS1_EUS_1101 

In the same way, analyzing the frequencies of the errors shown by the 

histogram in Figure 7.5, the maximum error is set in 12 meters which are lower than 

the preceding case where the maximum error is set in 50 meters. 
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Figure 7.5 Histogram of the position error for test TS1_EUS_1101 

The CDF obtained from the error information bound the error at 95% in 9.27 

meters (see Figure 7.6). 

 

Figure 7.6 CDF of the test TS1_EUS_1101 

In tests TS1_EUS_1100and TS1_EUS_1101, the whole journey has been 

analyzed. However, the KBS is effective when used in singular places in which GPS 

signal is not available, such as tunnels. 
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However, to analyze the whole journey could blur the focus from the important 

part of the KBS enhancement. That is the reason to show the graphs in the area in 

which the KBS enters in operation. Figure 7.7 shows the KBS operation zone that is 

analyzed. 

 

Figure 7.7 Performance in KBS zone, Test TS1_EUS_1100 vs TS1_EUS_1101 

The accuracy results of the algorithm without the KBS show an error peak that 

reached 54.29 meters. The mean error of this section is 21.15 meters. 

On the other hand, when using KBS, accuracy is significantly better. The maximum 

error peak is lower than 7.96 meters and the main improvement is that the mean 

error is reduced to 5.07 meters  

7.1.3 TS2_NOT_1000 

The results of this test show the performance of the GPS stand-alone. Figure 

7.8 shows the performance of the presented algorithm using GPS (blue) against the 
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Ground Truth (GT) (red). The GPS gives a position estimation that draws a path 

similar to the one given by the GT. 

 

Figure 7.8 Performance of the algorithm for test TS2_NOT_1000 

The mean of the error is 0.95 meters. However, there are errors up to 5.05 

meters and the standard deviation of the error is 1.04 meters. Moreover, the number 

of measurements is small for some areas or applications in which one measurement 

per second could not be enough. 

When analyzing the error histogram (see Figure 7.9), the biggest part of the 

measurements have errors lower than a meter due to the good positioning accuracy 

of the algorithm when it uses GPS in static environments. Those static parts, at the 

beginning and at the end of the test, have accuracies below a meter which shift the 

overal results towards this low error. However, there are position estimations with 

accuracies under a meter also during the movement stages. However, the multipath 

errors in the middle part of the scenario due to the reflection of the signals in the 

different ventilation ducts lead some estimations to higher positioning errors.   
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Figure 7.9 Histogram of the position error for test TS2_NOT_1000 

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.10), shows 

that more than 95% of the position estimations have errors under four meters, and 

more than 90% of the position estimation errors are under 2.5 meters. 

 

Figure 7.10 CDF of the test TS2_NOT_1000 
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Table 7.1 shows a brief comparison of the results obtained by this algorithm and 

an open-source algorithm called RTKLib (presented in Chapter 2) in the present test.  

System Mean Error Mean std Measurements/s 

GPS (G. De Miguel) 0.9505m 1.0419m 1 

Table 7.1 Algorithm vs RTKLib comparison for test TS2_NOT_1000 

7.1.4 TS2_NOT_0100 

The results of this test show the performance of the IMU stand-alone. Figure 

7.11 shows the performance of the presented algorithm using IMU (black) against 

the Ground Truth (GT) (red). The algorithm gives a position estimation that starts 

drawing a path similar to the one given by the GT but displaced. Then, when time 

advances, the position estimation with IMU derives due to the cumulative errors 

introduced by this kind of sensors. In the end, the position estimation is out of the 

figure presented. 

 

Figure 7.11 Performance of the algorithm for test TS2_NOT_0100 
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The mean of the error is 107.27 meters. However, there are errors up to 469.88 

meters and the standard deviation of the error is 132.56 meters. The use of an IMU 

gives to the system a bigger number of position estimations. Fusion with other 

absolute positioning systems could take advantage of the mentioned  

When analyzing the error histogram (see Figure 7.12), the error grows 

exponentially. It is seen that IMU stand alone is not a valid positioning option.    

 

Figure 7.12 Histogram of the position error for test TS2_NOT_0100 

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.13), shows that 

95% of the position estimations have errors lower than 400 meters corroborating that 

IMU can not be used alone to position in big time-lapses. 
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Figure 7.13 CDF of the test TS2_NOT_0100 

Table 7.2 shows a brief comparison of the results obtained by this algorithm and 

an open-source algorithm called RTKLib in the present test.  

System Mean Error Mean std Measurements/s 

IMU (G. De Miguel) 107.2744m 132.5698m 9.99 

Table 7.2 Algorithm vs RTKLib comparison for test TS2_NOT_0100 

7.1.5 TS2_NOT_0010 

The results of this test show the performance of the UWB stand-alone. Figure 

7.14 shows the performance of the presented algorithm using UWB (green) against 

the Ground Truth (GT) (red). The UWB gives a position estimation that draws a path 

which nearly matches the one given by the GT. 
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Figure 7.14 Performance of the algorithm for test TS2_NOT_0010 

The mean of the error is 0.12 meters. However, there are errors up to 0.77 

meters and the standard deviation of the error is 0.07 meters. The number of 

measurements is also acceptable. 

When analyzing the error histogram (see Figure 7.15), most of the 

measurements have errors lower than half a meter due to the good positioning 

accuracy of the algorithm when using UWB. The accuracy of the measurements is 

stable during the whole test both in static and moving stages.   



Chapter 7: Results and Performance Evaluation 219 

 

 

Figure 7.15 Histogram of the position error for test TS2_NOT_0010 

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.16), shows 

that more than 95% of the position estimations have errors under thirty centimeters. 

 

 

Figure 7.16 CDF of the test TS2_NOT_0010 
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Table 7.3 shows a brief summary of the performance achieved by the algorithm.  

System Mean Error Mean std Measurements/s 

UWB (G. De Miguel) 0.1278m 0.0797m 2.21 

Table 7.3 Algorithm vs RTKLib comparison for test TS2_NOT_0010 

7.1.6 TS2_NOT_1100 

The results of this test show the performance of GPS and IMU fusion. Figure 

7.17 shows the performance of the presented algorithm using GPS (blue) and IMU 

(black) fusion against the Ground Truth (GT) (red). The algorithm gives a position 

estimation that draws a path in which the GT can be recognized. However, the 

obtained accuracy is not the best. 
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Figure 7.17 Performance of the algorithm for test TS2_NOT_1100 

The mean of the error is 2.33 meters. However, there are errors up to 18.50 

meters and the standard deviation of the error is 3.01 meters. The number of 

measurements is big due to the fusion of two systems. 

When analyzing the error histogram (see Figure 7.18), most of the 

measurements have errors lower than four meters. However, some position 

estimations are bigger due to long IMU stand-alone times or misleading GPS data. 

A misleading yaw angle calculated by the GPS can lead the next estimations done 

by the IMU to be of bad quality.  
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Figure 7.18 Histogram of the position error for test TS2_NOT_1100 

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.19), shows 

that more than 95% of the position estimations have errors under nine meters and 

more than 80% of the measurements have errors lower than four meters. 

 

Figure 7.19 CDF of the test TS2_NOT_1100 
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Table 7.4 shows a brief summary of the performance achieved by the algorithm.  

System Mean Error Mean std Measurements/s 

GPS+IMU (G. De Miguel) 2.3375m 3.0107m 10.99 

Table 7.4 Algorithm vs RTKLib comparison for test TS2_NOT_1100 

7.1.7 TS2_NOT_1101 

The results of this test show the performance of the GPS and IMU fusion along 

with KBS. Figure 7.20 shows the performance of the presented algorithm using 

GPS(blue) and IMU (black) fusion against the Ground Truth (GT) (red). The 

algorithm gives a position estimation that draws a path in which the GT can be 

recognized. However, the accuracy obtained is not optimal. 

 

Figure 7.20 Performance of the algorithm for test TS2_NOT_1101 
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The mean of the error is 2.30 meters. However, there are errors up to 16.90 

meters and the standard deviation of the error is 2.88 meters. The number of 

measurements is big due to the fusion of two systems. 

When analyzing the error histogram (see Figure 7.21), most of the 

measurements have errors lower than four meters. However, some position 

estimations are bigger due to long IMU stand-alone times. 

 

 

Figure 7.21 Histogram of the position error for test TS2_NOT_1101 

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.22), shows 

that more than 95% of the position estimations have errors under nine meters and 

more than 80% of the measurements have errors lower than four meters. 
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Figure 7.22 CDF of the test TS2_NOT_1101 

Table 7.5 shows a brief summary of the performance achieved by the algorithm.  

System Mean Error Mean std Measurements/s 

GPS+IMU+KBS (G. De 

Miguel) 

2.2991m 2.8813m 10.89 

Table 7.5 Algorithm vs RTKLib comparison for test TS2_NOT_1101 

7.1.8 TS2_NOT_1010 

The results of this test show the performance of GPS and UWB fusion. Figure 

7.23 shows the performance of the presented algorithm using GPS (blue) and UWB 

(green) fusion against the Ground Truth (GT) (red). The algorithm gives a position 

estimation that draws a path in which the GT and the position estimation are nearly 

the same in most of the time of the test. 
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Figure 7.23 Performance of the algorithm for test TS2_NOT_1010 

The mean of the error is 0.18 meters. However, there are errors up to 3.16 

meters and the standard deviation of the error is 0.23 meters. The number of 

measurements is average due to the fusion of two systems. 

When analyzing the error histogram (see Figure 7.24), most of the 

measurements have errors lower than half a meter. The accuracy of the 

measurements is stable during the whole test both in static and moving stages.   
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Figure 7.24 Histogram of the position error for test TS2_NOT_1010 

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.25), shows 

that more than 95% of the position estimations have errors under fifty centimeters. 

 

Figure 7.25 CDF of the test TS2_NOT_1010 
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Table 7.6 shows a brief summary of the performance achieved by the algorithm.  

System Mean 

Error 

Mean std Measurements/s 

GPS+UWB (G. De Miguel) 0.1862m 0.2376m 3.21 

Table 7.6 Algorithm vs RTKLib comparison for test TS2_NOT_1010 

7.1.9 TS2_NOT_1011 

The results of this test show the performance of the GPS and UWB fusion along 

with KBS. Figure 7.26 shows the performance of the presented algorithm using GPS 

(blue) and UWB (green) fusion against the Ground Truth (GT) (red). The algorithm 

gives a position estimation that draws a path in which the GT and the position 

estimation are nearly the same in most of the time of the test.   

 

Figure 7.26 Performance of the algorithm for test TS2_NOT_1011 
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The mean of the error is 0.18 meters. However, there are errors up to 3.16 

meters and the standard deviation of the error is 0.23 meters. The number of 

measurements is average due to the fusion of two systems. 

When analyzing the error histogram (see Figure 7.27), most of the 

measurements have errors lower than half a meter. The accuracy of the 

measurements is stable during the whole test both in static and moving stages.  

 

Figure 7.27 Histogram of the position error for test TS2_NOT_1011 

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.28), shows 

that more than 95% of the position estimations have errors under fifty centimeters.  
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Figure 7.28 CDF of the test TS2_NOT_1011 

Table 7.7 shows a brief summary of the performance achieved by the algorithm.  

System Mean 

Error 

Mean std Measurements/s 

GPS+UWB+KBS (G. De 

Miguel) 

0.1815m 0.2330m 3.1 

Table 7.7 Algorithm vs RTKLib comparison for test TS2_NOT_1011 

7.1.10 TS2_NOT_0110 

The results of this test show the performance of the IMU and UWB fusion. 

Figure 7.29 shows the performance of the presented algorithm using IMU (black) 

and UWB (green) fusion against the Ground Truth (GT) (red). The algorithm gives a 

position estimation that draws a path in which the GT and the position estimation are 

nearly the same in most of the time of the test. 
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Figure 7.29 Performance of the algorithm for test TS2_NOT_0110 

The mean of the error is 0.46 meters. However, there are errors up to 3.96 

meters and the standard deviation of the error is 0.59 meters. The number of 

measurements is high due to the fusion of two systems with a high frequency of data 

output. 

When analyzing the error histogram (see Figure 7.30), most of the 

measurements have errors lower than half a meter. However, there is a peak around 

1.5 meters due to the initial and final drift of the IMU position while UWB is not in 

use. 
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Figure 7.30 Histogram of the position error for test TS2_NOT_0110 

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.31), shows 

that the 95% of the position estimations have errors unde a meter and a half, and 

that more than 75% of the position estimations have errors under thirty centimeters.

 

Figure 7.31 CDF of the test TS2_NOT_0110 
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Table 7.8 shows a brief summary of the performance achieved by the algorithm.  

System Mean 

Error 

Mean std Measurements/s 

IMU+UWB (G. De Miguel) 0.4569m 0.5896m 12.2 

Table 7.8 Algorithm vs RTKLib comparison for test TS2_NOT_0110 

7.1.11 TS2_NOT_0111 

Due to the nature of the KBS, explained in chapter 4, it has no sense to use it 

without GPS measurements. This test even if it was one of the permutations in the 

test, is not done. 

7.1.12 TS2_NOT_1110 

The results of this test show the performance of GPS, IMU, and UWB fusion. 

Figure 7.32 shows the performance of the presented algorithm using GPS(blue), 

IMU (black), and UWB (green) fusion against the Ground Truth (GT) (red). The 

algorithm gives a position estimation that draws a path in which the GT and the 

position estimation are nearly the same in most of the time of the test. 
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Figure 7.32 Performance of the algorithm for test TS2_NOT_1110 

The mean of the error is 0.235 meters. However, there are errors up to 2.53 

meters and the standard deviation of the error is 0.29 meters. The number of 

measurements is high due to the fusion of three systems, two of them with a high 

frequency of data output. 

When analyzing the error histogram (see Figure 7.33), most of the 

measurements have errors lower than half a meter.  
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Figure 7.33 Histogram of the position error for test TS2_NOT_1110 

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.34), shows 

that more than 75% of the position estimations have errors under twenty-five 

centimeters. Moreover, more than 95% of the position estimation errors are below 

one meter. 

 

Figure 7.34 CDF of the test TS2_NOT_1110 
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Table 7.9 shows a brief summary of the performance achieved by the algorithm.  

System Mean 

Error 

Mean std Measurements/s 

GPS+IMU+UWB (G. De 

Miguel) 

0.2349m 0.2931m 13.2 

Table 7.9 Algorithm vs RTKLib comparison for test TS2_NOT_1110 

7.1.13 TS2_NOT_1111 

The results of this test show the performance of GPS, IMU, and UWB fusion 

along with KBS. Figure 7.35 shows the performance of the presented algorithm using 

GPS(blue), IMU (black), and UWB (green) fusion against the Ground Truth (GT) 

(red). The algorithm gives a position estimation that draws a path in which the GT 

and the position estimation are nearly the same in most of the time of the test. 

 

Figure 7.35 Performance of the algorithm for test TS2_NOT_1111 
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The mean of the error is 0.233 meters. However, there are errors up to 2.52 

meters and the standard deviation of the error is 0.29 meters. The number of 

measurements is high due to the fusion of three systems, two of them with a high 

frequency of data output. 

When analyzing the error histogram (see Figure 7.36), most of the 

measurements have errors lower than half a meter.  

 

Figure 7.36 Histogram of the position error for test TS2_NOT_1111 

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.37), shows 

that more than 75% of the position estimations have errors under twenty-five 

centimeters. Moreover, more than 95% of the position estimation errors are below 

one meter. 
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Figure 7.37 CDF of the test TS2_NOT_1111 

Table 7.10 shows a brief summary of the performance achieved by the 

algorithm.  

System Mean 

Error 

Mean std measurements/s 

GPS+IMU+UWB+KBS (G. 

De Miguel) 

0.2336m 0.2910m 13.1 

Table 7.10 Algorithm vs RTKLib comparison for test TS2_NOT_1111 

 



Chapter 7: Results and Performance Evaluation 239 

 

7.2 PERFORMANCE DISCUSSION 

After presenting the results of the tests and the performance of the algorithm in 

them, a brief discussion is done to analyze the strengths and weaknesses of the 

proposed algorithm. 

The algorithm uses three positioning subsystems and a software technique to 

enhance the performance of their fusion in certain situations. Each subsystem has 

pros and cons, also each of the different fusions have them. All the possible 

permutations have been done in order to analyze them: 

 GPS: 

o Pros: It is a global system; that makes it very useful as it has 

global coverage. It is cheap to implement and has reasonably 

good accuracy. 

o Cons: It has problems when positioning in areas in which the 

receiver has not an open sky view. Moreover, it is not available 

to use indoors or in tunnels. Output frequency could be not 

enough for some applications. 

 IMU: 

o Pros: It has high rate output frequencies. It can perform 

positioning estimations indoor. 

o Cons: It needs a reference position to perform the positioning 

estimation in global frames. Its accuracy in stand-alone is poor 

and needs to reset regularly in order not to accumulate big 

errors. 

 UWB: 

o Pros: It has accuracy with under meter errors with remarkably 

low error margins, with good output frequencies. Indoor 

positioning is possible maintaining the accuracies obtained 

outdoors. 
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o Cons: It is not a global system. Anchors have to be installed in 

order to obtain a position. Each anchor has a limited range in 

which it can position the rover (max of about 100m) what 

increments the cost of Hardware installation. 

 GPS+IMU: 

o Pros: This kind of fusion copes with the problem of having a 

low output frequency and also solves the problem of positioning 

where there is no open sky view. 

o Cons: The accuracy is not good enough for some environments 

of the railway operation such as the start of mission or track 

selectivity. 

 GPS+UWB: 

o Pros: This fusion provides good accuracies in indoor and 

outdoor environments while global coverage is provided. 

o Cons: The cost of the system as many anchors have to be 

placed to obtain good accuracies with good continuity during 

the journey. 

 IMU+UWB: 

o Pros: This fusión has a good accuracy along with a high output 

frequency and the possibility of indoor and outdoor positioning. 

o Cons: The positioning capability is available for small areas as 

anchors have to be placed. The big number of anchors needed 

can lead the resulting system to be expensive for some 

applications. 

 GPS+IMU+UWB: 

o Pros: This fusion collects the pros of the three systems and so 

has a good positioning accuracy with a high output frequency 

and global availability. 
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o Cons: Computational needs are higher than the other fusions 

as it uses more systems and more data are processed. More 

systems also imply a higher economic cost. 

 KBS: 

o Pros: To use the KBS is not necessary to have any extra 

hardware, it is a software technique. Moreover, it can be used 

in any environment. 

o Cons: It is necessary to create a database before the operation 

with KBS. 

 

In order to enhance the performance of the fusion alternatives introduced, KBS 

was developed. This software positioning enhancement uses map-aiding to obtain 

better performances when there are transitions into GNSS blocked spots. It has been 

created to be used in a railway environment taking into account its particularities. 

In the tests performed in Nottingham, the impact of the KBS is not remarkable 

because the environments in which the train travels are GNSS friendly and the KBS 

is not triggered. In the tests performed in Nottingham, the GPS outages introduced 

are small and the use of UWB reduces the impact of the KBS. However, in this 

scenario, an enhancement in the order of centimetres can be seen in the results 

presented. Moreover, the second scenario is a mock railway in which the turns are 

sharp. In real railways, the turns cannot be so sharp for security issues. Sharp turns 

lead the IMU to have misleading positioning estimations and not to use the KBS most 

efficiently. Moreover, the accelerations accepted in different railway operations are 

limited to ensure security and comfort (See paragraph 2.2.1.1). 

However, in scenario 1 (EuskoTren), the impact of the KBS is clear. A real 

railway is presented, there, with a tunnel. This kind of environment is the ideal 

environment to obtain the best performance for the KBS. The obtained results show 

that the performance of the KBS improves significantly the accuracy of the GNSS 
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and IMU fusion algorithm by detecting misleading information of the GNSS. The 

maximum error reached is five times lower and the mean error is improved by 50%. 

After the analysis presented, this research work proposes a system using GPS, 

IMU, and UWB fusion along with KBS for the railway domain. GPS and IMU with 

KBS would be suitable to position in most of the railway, including some tunnels as 

shown in the tests performed for scenario 1.  

For the start of mission and indoor positioning in stations, the use of UWB gives 

sufficient accuracy to be track selective, as shown in the tests done for scenario 2 in 

which all three systems are used. This strategy can also be useful for critical points 

in the railway in which high accuracies are needed such as track shifts or railway 

yards. 

In long tunnels in which the IMU working stand-alone could accumulate errors 

during a long time, the installation of some UWB anchors could improve significantly 

the performance of the system as it could restart the IMU position reference and the 

accumulated error. 
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Chapter 8 

 Conclusions and future 

guidelines 

This chapter summarizes the conclusions achieved in the presented dissertation. 
Moreover, it includes some open research areas that might be interesting to carry 
out future work on them.   
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8.1 CONCLUSIONS 

Along with this dissertation, different positioning systems available in the 

literature have been analyzed. The analysis of the state of the art has pointed out 

the need for a positioning system capable to be track selective at least in some 

specific areas of the railway operation. Moreover, the impossibility in terms of 

accuracy or cost of the available systems in the literature to cope with these 

requirements has shown the necessity of a new approach.  

Different fusion techniques have been studied to analyze if they could reach the 

requirements presented, but there was no record of accessible references for the 

railway domain. The open-source software with better performance found has been 

RTKLib (RTKLIB n.d.), which uses many enhancement techniques for GNSS 

positioning. 

This thesis work has proposed and implemented a positioning algorithm with 

three positioning technique fusion (GPS, IMU, and UWB), along with a map aided 

software positioning enhancement technique called KBS. It can be stated that it 

makes progress beyond the state of the art for medium-low end positioning 

algorithms as demonstrated in Table 8.1. Additionally, the proposed algorithm has 

been proven to: 

 Increase the number of positioning systems fused and has introduced 

a novel software technique to enhance the positioning under known 

blocked scenarios (KBS).  

 Increase the accuracy in comparison with an open-source positioning 

software widely used as RTKLib (Table 8.2). Moreover, when using the 

full system along with KBS it has been proved to be track selective as 

the total error made when positioning is below a meter. Table 8.2 shows 

the improvement in the accuracy of the systems against RTKLIB for 

different railway operations introduced afterwards. 
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 The use of KBS reduces the number of faulty measurements as it has 

a FDE like behaviour, that discards GNSS measurements with 

misleading information. 

 Be an affordable system to be used in many applications as the 

positioning hardware used is a medium-low-end.  

 

 U-Center 

(U-blox) 

RTKLib CargoTrac 

(SAVVY) 

G. De Miguel 

Systems: 

GPS 

IMU 

UWB 

KBS 

 

Yes 

No 

No 

No 

 

Yes 

No 

No 

No 

 

Yes 

No 

No 

No 

 

Yes 

Yes 

Yes 

Yes 

GPS multi-

frequency multi-

constellation 

Yes Yes Multi-

constellation 

No 

Accuracy 1-meter 2-3meter N/A Under a meter 

Availability 

indoor 

No No No Yes 

Open-Source No Yes No No 

Positioning 

engine 

Not 

available 

LS/Kalman Not available LS/Kalman 

Use sector General General Railway Railway 

Table 8.1 Comparison of different positioning systems available vs presented positioning 

algorithm 
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System Mean 

Error 

Mean std Measurements/s 

RTKLib 4.84m 3.77m 1 

U-Center 4.54m 1.90m 1 

GPS+IMU (G. De Miguel) 2.33m 3.01m 10.99 

GPS+IMU+KBS (G. De 

Miguel) 

2.29m 2.88m 10.89 

IMU+UWB (G. De Miguel) 0.45m 0.58m 12.2 

GPS+IMU+UWB+KBS (G. 

De Miguel) 

0.23m 0.29m 13.1 

Table 8.2 Performance of the algorithm vs RTKLib performance 

This research thesis has analyzed different combinations for fusion and their 

performance in Chapter 7. Taking into account the performance results obtained, a 

combination of different fusions for different railway operations in order to be cost-

effective and maintain its necessities has been proposed: 

 GPS and IMU fusion is proposed for common operation as it is suitable 

to provide a reliable position estimation in most of the railway, including 

some short tunnels. 

 For the start of mission and indoor positioning in stations, the use of 

UWB is proposed. It gives sufficient accuracy to be track selective. The 

cost of installing UWB anchors in stations is affordable within the retro-

fitting or evolution of a signalling system, and its fusion with IMU is 

appropriate for this kind of scenario. Moreover, the system could take 

advantage of the KBS in the transition from outdoor to indoor where 

GPS is not reliable enough for this requirements. This strategy can also 
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be useful for critical points in the railway in which high accuracies are 

needed such as track shifts or railway yards. 

 In long tunnels in which the IMU working stand-alone could accumulate 

errors during a long time, the installation of some UWB anchors is 

proposed to improve significantly the performance of the system as 

UWB anchors can be used to restart the IMU position reference and 

the accumulated error. 

Having a look back into Chapter 3, in which objectives were introduced, the 

presented thesis fulfils the objectives presented: 

 Introduction and analysis of the existing positioning systems. 

During chapter 2 the positioning systems existing and the possible fusion 

between them have been analyzed. 

 

 Design of a novel positioning system and algorithm. 

A novel system and algorithm has been implemented and explained in 

Chapter 4. Moreover, a novel techniques and the fusion of three different 

positioning systems has been done. 

 

 Improvement of the availability of the system. 

As three systems have been used to position, the availability of the resulting 

system has been increased in comparison with the availability of GPS stand-

alone positioning. In Table 8.2 the availability for each system for the same 

time length is shown. 

 

 Fusion of GNSS, IMU, and UWB technologies for transport systems. 

The three positioning systems introduced have been successfully fused. 
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 Improvement of the accuracy in harsh scenarios for GNSS systems. 

With the introduction of the KBS and a proper fusion of the three 

technologies, the accuracy has been significantly improved as shown in 

Chapter 7. 

 

 

 Test and validation of the proposed system and algorithms. 

The system has been tested in Chapter 7 and its results have been analyzed 

for diverse reasonable scenario for the railway operation and conditions. 

 

 Analysis of the difference between using snapshot and recursive 

algorithms in terms of accuracy. 

Taking into account the literature presented in Chapter 2, a recursive 

algorithm has appeared to be better in terms of positioning accuracy. 

 

 Analysis of the accuracy improvement when using a Fault Detection 

and Exclusion (FDE) method. 

Taking into account the literature presented in Chapter 2, the use of an FDE 

method helps to obtain a better accuracy as faulty satellites are discarded. 

 

 Analysis of the performance obtained by the system created. 

An analysis of the full system with the fusion of GPS, IMU, and UWB along 

with the KBS strategy has been presented in Chapter 7. 
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8.2 FUTURE GUIDELINES 

The main objective of this research work was to present and assess a multi-

sensor positioning algorithm for the railway industry.  

During this work, several topics have been found that deserve further research: 

 Extension of the compatible Input files 

The presented algorithm uses a proprietary format for the input files 

used. The adequation of the code to use standardized input files such 

as RINEX files would lead the algorithm to wider use possibilities. 

Moreover, the introduction of parsers for more hardware to use in real-

time would make the algorithm more flexible. 

 

 Multi-frequency and Multi-constellation positioning 

The algorithm introduced in the present investigation work uses GNSS 

technology in a single-frequency (L1) and single-constellation (GPS) 

mode. The use of a multi-frequency multi-constellation approach would 

lead the algorithm to better positioning accuracies for positioning 

estimations involving GNSS. Moreover, the use of multi-constellation 

GNSS positioning would improve the availability of the GNSS 

subsystem. 

 

 Implementation of a tighter Kalman filter 

The analysis of the state of the art has pointed out that the use of a 

tighter Kalman filter would lead the system to better accuracies. 

However, a higher computational effort would be required. 

 

 Use of machine learning for the selection of the technology used 

The proposed algorithm selects the weight given to each technology 

depending on the availability of them and the standard deviation of the 
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measurements. Moreover, the KBS software strategy is also taken into 

account. The use of machine learning could help to explore other 

weighting strategies that might provide better performance of the 

algorithm. 

 

 Implementation of antispoofing techniques   

With the generalization of the use of GNSS positioning techniques, 

spoofing strategies have appeared to be used by system crackers. 

Even if the presented algorithm has fused of more than one positioning 

system that could cope with a jamming attack, a spoofing attack could 

not be that easily overcome. That is the reason to recommend further 

work in antispoofing techniques to make the presented algorithm 

secure enough to be used in the railway environment. 

 Introduction of Integrity evaluation techniques 

During this dissertation, an analysis of the accuracy performance of the 

positioning estimation algorithm has been presented. However, the 

quality of a positioning system is not only measured in terms of 

accuracy but also in terms of integrity. A brief integrity analysis has 

been done by providing a horizontal protection level using 7-sigma 

factor for the system, with hopeful results. However, the analysis 

needed to validate the integrity of the system requires further work. 
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