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Summary

The European Union (EU) aims at making railway a more attractive transportation method by
improving its efficiency and reducing its costs. These achievements could be covered with the
migration from ETCS level 2 to ETCS level 3. Many projects related to new positioning systems
have been funded by The European Union. Most of these positioning systems are based on
GNSS, due to the key role that GNSS will play in the migration to ETCS level 3.

One of the problems on using only GNSS systems is the lack of availability of them. During
railway operation, there are areas with potential GNSS outages, such as urban canyons, woods
or other possible signal blockers and disturbances. Moreover, it is a fact that GNSS signals are
not reachable, nor reliable in tunnels or indoor environments. For GNSS to be able to have a key

role in the next years in railway security, the afore mentioned lack of availability has to be solved.

To cope with this issue, a multi-sensor approach with software enhancements is proposed in
this dissertation. The objective of this research work deals with fusing different sensors and
creating new software strategies to achieve a higher availability with the best possible accuracy.
The seamless position will benefit in all the operation modes, from the train station to a harsh

environment for satellites, during the train operation.

The scope of the dissertation is to create a multi-sensor positioning system including GNSS,
Inertial Measurement Unit (IMU), and Ultra Wide Band (UWB) with other software techniques to

obtain a position estimation with a 100% availability for railway systems.

This work shows the different steps from the study of the state of the art, going through the
implementation, and ending with the performance analysis of the algorithm developed. This
research work has been conducted under different European projects such as ERSAT-EAV,
FR8RAIL or X2Rail-2, in which CEIT has participated.
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Chapter 1

Introduction and context of the

research work

This chapter includes the current concerns of the railway sector regarding positioning. It
includes the description of the framework within this research work lies, ERSAT-EAV, FRSRAIL,

and X2R2 projects. Thereafter the research work motivation is discussed and finally, the outline
of the Thesis is presented.
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1.1 INTRODUCTION

The European Union (EU) aims at making railway a more attractive transportation method by

improving its efficiency and reducing its costs.

In this context, Shift2Rail, the main railway innovation initiative in EU, plans to increase the
attractiveness of the railway transportation by doubling the railway capacity, cutting the life-cycle
costs of railway transports by as much as 50% and increasing reliability and punctuality by as
much as 50% (Shift2Rail n.d.). Two of the Innovation Programs are concerned by the progresses
shown in this document: IP2 and IP5 of this initiative dealing with control and communication
systems and freight rail respectively. In the former, control, command and communication systems
will go beyond merely being a contributor to the control and safe separation of trains, and become
a flexible, real-time, intelligent traffic management and decision support system. And in the latter,
the main challenge is to acquire a new service-oriented profile for rail freight services based on
excellence in on-time delivery at competitive prices, interweaving its operations with other
transport modes, addressing end-user needs by incorporating innovative value-added services,
among others. In both cases, one of the enablers is the on-board Global Navigation Satellite
System (GNSS) based positioning system, the improvement of their performance and the
combination with other technologies to reach every business’ case requirements. For instance,
these new services resulting from IP2 and IP5 roadmap will have an important impact on the
migration from European Train Control System, ETCS level 2 to ETCS level 3. This migration will
allow a descent in the infrastructure costs up to 25% to regional and freight dedicated lines and

efficiency improvements of more than 50% (Ramdas et al. 2010).

As a base, the suitability of GNSS systems for railway applications is being or has been
analyzed by several European projects. The framework within this research work lies, includes
some of the above mentioned European projects, such as ERSAT-EAV, FR8RAIL and X2R2

projects.
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ERTMS on SATELLITE — Enabling Application & Validation (ERSAT-EAV)

ERSAT-EAV (ERSAT-EAV 2017) aimed to reuse the ETCS odometry and the virtual balise
concept to eliminate fixed balises. Augmentation networks such as EGNOS (European
Geostationary Navigation Overlay Service) are also assessed to verify and validate different
GNSS solutions to guarantee the positioning functions in areas in which the GNSS signal is not

accurate enough.

Development of Functional Requirements for Sustainable and Attractive European Rail
Freight (FR8RAIL)

The FR8RAIL project (FR8RAIL n.d.) is part of the Shift2Rail Research and Innovation Action.
The main aim of the project was the development of the functional requirements for a sustainable
European rail freight. Its objectives are the reduction the 10% of the cost, the reduction of 20% in
time variations during dwelling and the increase of the logistic chain information system to 100%.
The objectives of the project were achieved by developing six different areas (Business Analytics,
KPIs, Top Level Requirements; Condition Based and Predictive Maintenance; Telematics &
Electrification; Running Gear, Core and Extended Market Wagon; Automatic Coupling and High
level System Architecture and Integration.) in which positioning was included within the telematics

and electrification part.

Enhancing railway signalling systems based on train satellite positioning, on-board safe
train integrity, formal methods approach and standard interfaces, enhancing Traffic

Management System functions (X2RAIL-2)

X2RAIL-2 (X2RAIL-2 n.d.) aims to improve the performance at a railway system level by
introducing new functionalities that should revolutionize the signalling and automation concepts in
the future. The key technologies cover GNSS applications in railway and its combination with other

advanced technologies for implementing new signalling functionalities.



Chapter 1: Introduction and context of the research work

1.1 MOTIVATIONS

By 2030 mobility and business around it will be 20% of the worldwide Gross Domestic

Product (GDP), which more or less will be 26.6 billion dollars (Garcia 2020). Moreover, nowadays,

the sector is one of the pillars of the global economy with more or less 15 billion dollars and a sixth

of the global GDP. In this context, railways and trains plays a key role, and positioning systems

are going to become even more crucial.

The European Rail Research Advisory Council (ERRAC) has defined some goals in different

areas to increase the efficiency of the current railway infrastructure improving its capacity and

enhancing its competitiveness (ERRAC 2012):

Railway infrastructure should provide the technical capability to increase its traffic.
For that, product innovation in control command and in passenger and freight rolling
stock solutions should be done. Significant investment in research and development
would lead to innovation.

The performance of the railway infrastructure should be improved to absorb a bigger
share of traffic. New solutions should be developed to reduce the lifetime cost of the
infrastructure and target the new interoperability requirements approved in terms of
safety and security, reliability, maintainability, and interoperability.

To improve the information management systems with high-quality services and
implementation of intelligent mobility concepts involving customer information for
freight and passenger services for enhanced accessibility and availability.

To develop innovative and advanced rolling stock, signalling and infrastructure
solutions with cost-competitive technologies, including retrofitting solutions. To this
end, research and innovation will have to improve the performance of products,
production processes and reduced life cycle costs (benefiting from economies of
scale) to improve the economic attractiveness of the rail transport mode.

To reduce cost on product certification and validation, fleet operation and

maintenance costs; this being one of the most significant areas of expenditure for the
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railways. This will potentially release substantial capital for further investment that
supports a greater modal shift.

The points above presented could be covered with the migration from ETCS level 2 to ETCS
level 3. Many projects related to new positioning systems have been funded by the European
Union. And the most of these positioning systems are based on GNSS and its already deployed
infrastructure, due to the high potential of playing a key role that GNSS plays in the fulfilment of

ETCS level 3 requirements .

One of the problems on using only GNSS systems is the lack of availability. During railway
operation, there are areas with potential GNSS outages, such as urban canyons, woods or other
possible line of sight signal blockers and disturbances. Moreover, it is a fact that GNSS signals
are not reachable in tunnels or indoor environments, and if any data is received there are not
reliable at all. For GNSS to be able to have a key role in the next years in railway operation, the

before mentioned lack of availability has to be solved.

The scope of the dissertation is to create a multi-sensor positioning system including GNSS,
Inertial Measurement Unit (IMU), and Ultra Wide Band (UWB) with other software techniques to
obtain a position estimation with a 100% availability and to assess its results for the use into the

railway domain.

1.2 OUTLINE OF THE RESEARCH WORK

This subsection includes the outline followed in this dissertation:
Chapter 1: Introduction and context of the research work

This chapter includes the current concerns of the railway sector regarding positioning. It
includes the description of the framework within this research work lies, ERSAT-EAV, FR8RAIL,
and X2R2 projects. Thereafter the research work motivation is discussed and finally, the outline

of the Thesis is presented.
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Chapter 2: State of the art

This chapter presents the basic concepts of positioning systems and other technologies
and techniques that have been studied during the elaboration of this thesis. The aim is to provide
the reader with a basic overview of different positioning systems and their fusion. These definitions

would help the reader to understand the contribution of this research work.

Chapter 3: Objectives

Chapter 3 presents the objectives of this work. After analyzing the information introduced in
Chapter 1 and Chapter 2, the gaps identified in the literature have been analyzed and possible
solutions to them will be stated in pursuit of evolving the positioning strategies and adapting them

to the new challenges of the railway transport applications.

Chapter 4: Design and implementation of the algorithm

This chapter describes the design and implementation of the positioning algorithm created.
First, the whole architecture of the algorithm is introduced. Then, the implementation and

functionality of each of the modules included in the algorithm are detailed.

Chapter 5: Measurement campaigns for system validation and performance evaluation

This chapter describes the organization of the measurement campaigns that have been
done in order to evaluate the performance of the proposed system. The chapter describes the
different environments in which the system has been tested and the equipment used in each of
them. In this way, a good characterization of the areas in which the algorithms are tested is

introduced.
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Chapter 6: Preliminary data analysis

This chapter includes the data analysis of the input data obtained from the measurement
campaigns done and to be used in the algorithms. The objective is to check that the data obtained
are coherent and to show how each of the modules introduced in the algorithm affects the resulting

positioning function.

Chapter 7: Field-test results and performance evaluation

This chapter shows and analyzes the results obtained by the positioning algorithm in the
measurement campaigns explained in Chapter 5. Moreover, it analyzes the performance obtained

by the algorithm in comparison with the ground truths of each of the scenarios.

Chapter 8: Conclusions and future guidelines

This chapter summarizes the conclusions achieved in the presented dissertation. Moreover,

it includes some open research areas that might be interesting to carry out future work on them.
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Chapter 2

State of the Art

This chapter presents the basic concepts of positioning systems and other
technologies and techniques that have been studied during the elaboration of this
thesis. The aim is to provide the reader with a basic overview of different positioning
systems and their fusion. These definitions would help the reader to understand the
contribution of this research work.
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2.1 GNSS POSITIONING SYSTEMS

21.1 GPS

GPS is the simplified acronym of Global Positioning System and is the first
system of the Global Navigation Satellite Systems (GNSS) which was developed by
the Department of Defense (DoD), United States. The full name of GPS is
NAVigation Satellite Timing and Ranging/Global Navigation System
(NAVSTAR/GPS). GPS was originally designed as a navigation system for the U.S.
military users. However, later on, it was also available for civilians, and now is a dual-
use system for both military and civilian users. GPS is a one-way-ranging (passive)
system that provides worldwide, 24-hours real-time, continuous, accurate, three-
dimensional position, velocity and timing information to the users with appropriate
receivers. GPS consists of three segments, namely, the Space Segment, the Control
Segment, and the User Segment. The Space Segment deals with the launching of
satellites. The Control Segment monitors and manages the operation of the
satellites. The User Segment relates to both military and civil receiver equipment

development.

The baseline GPS constellation contains 24 Medium Earth Orbit (MEO) satellites
available 95% of the time in six Earth-centered orbital planes with a radius of 26,560
km (i.e. about 20,163 km above the Earth). To ensure this commitment, the Air Force
has been flying 31 operational GPS satellites. Each plane hosts four satellites. The
orbits are nearly circular and are separated by 600 around the equator with a 55°
inclination relative to the equatorial plane. The GPS satellites have an orbit period of
one-half of a sidereal day or 11 hours, 58 minutes. The first GPS satellite was
launched on 22nd February 1978 belonging to the first generation of GPS satellites,
indicated as Block I. Block | comprised 12 satellites: 11 were successfully launched

from 1978 to 1985, while one failed to be launched. The purpose of Block | was to
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build up the ground track network and test the GPS receiver performance and the

possibility of the GPS operation (GPS.gov: Space Segment n.d.).

The second generation of GPS satellites is known as Block II/lIA which was
developed for the first operational constellation. Block IIA (“*A” denotes “advance”) is
an advanced version of Block Il with an enhancement of the navigation message
storage. The first Block Il satellite was successfully launched on 14th February 1989
and the first Block IlA satellite was launched on 26th November 1990. From 1989 to
1997, a total of 28 Block II/IIA satellites were launched. The full operation

constellation of GPS was declared in April 1995.

A GPS satellite transmits navigation signals on two carrier frequencies (or sine
waves) called L1 (1575.42 MHz), the primary frequency, and L2 (1227.60 MHz), the
secondary frequency. These signals are generated synchronously, and if both
signals are received by a user, the ionospheric delay can be calibrated. Most civilian
users, however, for example in the railway and road domains, only used one
frequency (normally L1) due to the cost of the dual frequencies receivers, but this
has been changing in the 2010’s decade. The carrier frequencies are modulated by
spread spectrum codes with unique PRN sequences (or PRN codes) associated with
each Space Vehicle (SV), and navigation message data. All SVs translate into the

use of a CDMA (Code Division Multiple Access) technique.

As for the GPS modernization program development (Block IIR-M, Block IIF, and
GPS lll), a new civil code will be modulated on the L2 frequency (known as L2C). A
new military code (M-code) will also be broadcast on both L1 and L2 frequencies.
The availability of two civilian codes will allow a stand-alone GPS receiver to calibrate
the ionospheric delay. Furthzer, GPS Block IIF satellites provide a new third
frequency (L5, 1176.45 MHz), targeted primarily at safety-critical applications. GPS
Il satellites will also provide this signal as well as a fourth civil signal, L1C. L1C
features a Multiplexed Binary Offset Carrier (MBOC) modulation scheme that

enables international cooperation while protecting U.S. national security interests.
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The design will improve mobile GPS reception in cities and other challenging
environments(GPS.gov: New Civil Signals n.d.).

GPS provides two services separately. One is the Standard Positioning Service
(SPS) for the civil users. The other one is the Precise Positioning Service for the
DoD authorized military and government agency users which can provide better
accuracy than the SPS. The SPS is free of charge to all users worldwide. It provided
an accuracy of about 100m (95%) in the horizontal plane and 156m (95%) in the
vertical plane until May 2000 because selective availability (SA) technology
intentionally degraded performance. On 1st May 2000, SA was discontinued by U.S.
Currently, the performance of the SPS is about 3.8m (10) in the horizontal plane and
6.2m (10) in the vertical plane (P. D. Groves 2008).

The World Geodetic System 1984 (WGS84) is the earth model used for GPS
applications. In WGS84, the coordinate origin is located at the center of the mass of
Earth. It provides an ellipsoidal model of the Earth's shape in which the semi-major
axis “a” is 6,378.137 km and the semi-minor axis “b” is 6,356.7523142 km. The
position of a GPS receiver can be presented in WGS84 as the parameters of latitude,
longitude, and height (which are also called geodetic coordinates), or using the
Earth-centered Earth-fixed (ECEF) coordinate system. In ECEF the positive Z-axis
points to the North Pole and the X-Y plane is the equatorial plane in which the X-axis
is along the prime meridian (Kaplan and Hegarty 2006). The position of a receiver in
ECEF coordinates (x,y,z) can be converted from geodetic coordinates (A,$,h) by the

following equation.

a -cosi T
+h- cosd- cos¢
J1+ (1 —e?): tan2¢
x a -sinl t R sing p
= - sinld - cos 21
[i] J1+ (1 —e?): tan2¢ 21)
a - 1_ 2) . qj
d-e) Smd)+h~sin¢)
J1—e?-sin?¢



Chapter 2: State of the Art 13

Zero of longitude
(Z2-X plane)

Zero of latitude
(X-Y plane)

Figure 2.1 ECEF Coordinate frame

GPS uses its time reference frame, known as GPS time. It is expressed by the
GPS week number and seconds of the week. It is synchronized to Coordinated
Universal Time, U.S. Naval Observatory (UTC USNO) but with an offset due to leap
seconds. Currently, the leap seconds offset is 17 seconds. The difference between
GPS time and UTC is included in the GPS navigation message.

2.1.2 GLONASS

GLONASS is the Russian counterpart system to GPS. The Russian acronym
stands for GLObal'naya NAvigatsionnaya Sputnikovaya Sistema. GLONASS was
developed to provide position, velocity and timing determination. It was initially
developed by the former Soviet Union and currently is operated by the Russian
government. The development of GLONASS started in 1976 and the first GLONASS
satellite was launched on 12t October 1982. Originally, GLONASS was designed,
again, for Soviet Union military users, but now it also serves as a dual-use system
for both civil and military users. The nominal constellation is composed of 24 active
MEO satellites (21 active satellites + 3 active spares) in three orbital planes
separated by 120 degrees. The satellites operate in circular 19,100-km orbits at an
inclination of 64.8 degrees to the Earth’s surface. The GLONASS satellites have an

orbit period of about 11 hours and 15 minutes. GLONASS provides a continuous
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navigation service with global coverage(GLONASS Space Segment - Navipedia
n.d.).

GLONASS was declared fully operational in February 1996. However, due to the
financial problems of the Russian government, the system fell rapidly in the following
five years without sufficient constellation maintenance. By the end of 2001, it
operated with only eight satellites. On 20t August 2001, the Russian government
decided to rebuild GLONASS. In October 2011, the full 24 satellite constellation was

restored.

The time reference systems are different between GLONASS and other
GNSS. The GLONASS time system is linked to Coordinated Universal Time,
Soviet Union (UTC SU). GLONASS also uses its coordinate frame to express
the position of the satellites, namely the Earth Parameter System 1990 (PZ-
90). The maximum difference between PZ-90 and WGS84 could be 20m on
the Earth surface. These differences need to be considered for the
integration of GLONASS with other GNSS.

2.1.3 GALILEO

Galileo is a European GNSS, initially built by the European Union and European
Space Agency. It is an independent system from GPS and any other country’s
satellite-based positioning system. Unlike GPS and GLONASS, the Galileo system
is specifically designed for civilian use, providing high accuracy and globally
available positioning services. The idea of Galileo began in the early 1990s, and the
different concepts for Galileo were unified to one by the agreement of four EU
countries (the United Kingdom, German, Italy, and France) at the end of 1999. In the
year 2000, the feasibility and definition phases of the Galileo system were finally
completed. The Galileo system will consist of 30 MEO satellites, divided within three

operational orbital planes at an altitude of 23,616 km above the Earth’s surface and
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with an inclination of 56 degrees (Galileo General Introduction - Navipedia n.d.). The
orbit period for a Galileo satellite is about 14 hours and 22 minutes. Each orbital
plane will host nine operational satellites and one active spare satellite. Currently,
twenty-two satellites have been launched. Even if the system is nowadays operative,
the full operational constellation is expected to be ready by the end of 2020

(Constellation Information | European GNSS Service Centre n.d.).

The Galileo system has planned to provide five major services which are defined
as Open Service (OS), High Accuracy Service (HAS), Safety of Life (SOL),
Commercial Service (CS), Public Regulated Service (PRS), and the support to
Search and Rescue Service (SAR) (ESA - Galileo services n.d.). These services are
and will be provided worldwide and independently from other satellite navigation
systems by using the signals broadcast by the Galileo satellites when they will be
available. The OS is designed for mass-market users, to provide PVT information
that can be accessed free of direct charge, suitable for applications such as in-car
navigation and location system in mobile phones. The OS will be available for all the
users who have Galileo capable receivers. However, if the receivers are integrated
with other GNSS, navigation performances are improved especially in severe
environments, such as urban canyon areas and forests. The HAS is a service
complementing the OS with an additional navigation signal and added services in a
different frequency band to the OS. The SoL improves the OS performance giving
timely warnings to the user when it fails to meet some integrity margins. The CS
gives access to two additional signals to allow a higher data rate to improve
accuracy. Moreover, it uses encrypted signals. The PRS is restricted to authorized
users that need a high level of service continuity. It is encrypted and designed to be
robust against jamming mechanisms and it is intended to be used by security and
strategic infrastructures. The SAR is the worldwide search and rescue service

provided by GALILEO (Galileo General Introduction - Navipedia n.d.).

The geodetic coordinate reference frame for Galileo is called the Galileo

Terrestrial Reference System (GTRF), which is also an independent realization of
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the International Terrestrial Reference System (ITRS) (IERS - IERS - The
International Terrestrial Reference System (ITRS) n.d.). GTRF only differs from
WGS-84 (which is also a realization of the ITRS) by a few centimetres. Therefore,

GTRF and WGS-84 are compatible with this accuracy level for most users.

The time reference frame of the Galileo system is also different from the GPS
time system. Galileo uses Galileo System Time (GST) based on the international
atomic time (TAIl) while GPS time is based on UTC USNO. Currently, the Galileo
IOV satellites have begun broadcasting the difference between these two time
systems.

2.1.4 BeiDou Chinese COMPASS System

Compass Navigation Satellite System (CNSS) is the Chinese-developed GNSS.
BeiDou is the Chinese name for this system; therefore it is also known as BeiDou
navigation satellite system (BDS). BDS is a multistage program operated by the
China Satellite Navigation Project Centre (CSNPC). The first stage, called BeiDou-
1, is a navigation system at the test stage. This means that until June 2020 is only
going to be available for local operation (Directions 2020: BeiDou in the new era of
globalization - GPS World : GPS World n.d.) (Government 2012). Three prototype
BeiDou-1 satellites were launched between October 2000 and May 2003. BeiDou-1
was fully operational at the beginning of 2004 and provided services to users over
China and surrounding areas. Therefore, the BeiDou-1 system was originally a
regional satellite navigation system. Unlike GPS, GLONASS and Galileo, which are
passive-systems employing one-way TOA measurements, the BeiDou-1 system
provides a radio determination satellite service (RDSS) which requires two-way
range measurements to avoid synchronizing the receiver clock. With an estimated
user altitude, the RDSS requires only two satellites to locate the two-dimensional

user position at the operation center.
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In October 2006, the China National Space Administration decided to upgrade
and fully implement the BeiDou-1 system to the next stage, known as the BeiDou-2
system. The BeiDou-2 system is the fourth GNSS in the world (Beidou satellite
navigation system to cover whole world in 2020 2011). The current design for the
Beidou-2 system consists of a constellation of 27 MEO satellites, 3 Inclined
Geosynchronous (IGSO) satellites, and five Geostationary (GEO) satellites. The
MEO satellites will be equally split to six orbital planes at an altitude of about 21,500
km above the Earth’s surface and with an inclination of 55 degrees. The BeiDou-2
system, when fully operational, will provide two services: an open civilian service,
and one for military/government users. In December 2012, fourteen BeiDou-2
satellites were in service, providing regional GNSS PVT solutions to China and
surrounding areas. A second version of the BDS was released in December 2013,
covering two civilian signals namely B1l (centered at 1561.098 MHz) and B2l
(centered at 1207.140 MHz). A performance standard for the current regional

capability was also released.

The geodetic coordinate reference frame for BDS is the China Geodetic
Coordinate System 2000 (CGCS2000) which is based on the CGCS2000 ellipsoid

with @ =6378137.0m, f =1/298.257222101 being a the semi-major axis, and f
the flattening of the Earth.

BDS also uses its time reference system which is called BeiDou navigation
satellite system Time (BDT). The BDT uses the international system of units (SI)
seconds as the basic unit, and it is a continuous time scale. The start epoch of BDT
is 00:00:00 on 01/01/2006 (UTC). It is synchronized with UTC through UTC NTSC.
The difference is controlled within 100 nanoseconds. The leap seconds are
broadcasted in the navigation message (China Satellite Navigation Office 2012).

Table 2.1 gives a comparison of different GNSS types.
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Number of satellites
Orbital planes
Satellite per orbital plane
Inclination of orbital (deg)
Altitude (km)
Orbital period
Repeat ground path

Signal separation

technique
Satellite coordinate frame
Time reference

Carrier frequency

C/A Code rate

P-code rate

GPS
24
6
4
55
20163
11h58m
8 sidereal days

CDMA

WGS84
GPST
L1: 1575.42 MHz

L2: 1227.60 MHz

1.023 MHz

10.23 MHz

GLONASS
24
3
8
64.8
19100
11h15m
1 sidereal day

FDMA

PZ-90
GLONASST

L1: 1602.5625-1615.5
MHz

L2: 1246.4375-1256.5
MHz

0.511 MHz

5.11 MHz
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Number of satellites
Orbital planes
Satellite per orbital plane

Inclination of orbital (deg)

Altitude (km)

Orbital period
Repeat ground path

Signal separation technique

Satellite coordinate frame
Time reference

Carrier frequency

C/A Code rate

P-code rate

GALILEO
30
3
10

56

23222

14h
10 sidereal days

AItBOC

GTRF

GST
E1: 1575.42 MHz
E6: 1278.75 MHz
E5:1191.795 MHz
E5a: 1176.45 MHz
E5b: 1207.14 MHz

1.023MHz

10.23 MHz

BEIDOU
5 GEO, 3 IGSO and 27 MEO
6
5

55 for IGSO and MEO, 0 for
GEO

21528 for MEO and 35786 for
GEO and IGSO

12h 53 min24s

MBOC

CGCS2000
BDT
B1: 1575.42 MHz
B2: 1191.79 MHz

B3: 1268.52 MHz

1.023MHz

10.23 MHz

Table 2.1 Comparison between GPS, GLONASS, GALILEO and BEIDOU
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2.1.5 GNSS Observations

Standard GNSS receivers provide up to four observations per satellite and per

frequency at a specified rate, typically 1Hz, as described by the table below (Table

2.2):

Observable

Pseudorange

Carrier phase

Doppler

Signal
strength

Definition

Distance from receiver antenna to satellite
antenna including receiver and satellite clock

offsets, and other biases.

The carrier phase measurement is a measure
of the range between a satellite and receiver
expressed in units of cycles of the carrier

frequency.

Doppler shift with respect to nominal signal
frequency; positive for approaching satellites.

Used for calculation of user velocity.

Measurement of the strength of the received
signal, dependent on the degree of thermal,
background and intermodulation noise to

which the signal has been subjected

Table 2.2 GNSS observables

2.1.5.1 Pseudoranges

Units

Meters

Wavelengths
(cycles)

Hz

dB/Hz

A pseudorange is the distance measured between the satellite and the receiver

in a transmission epoch, obtained by multiplying the time of arrival of the signal with
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the speed of light. The time of flight is computed aligning the PRN sent by the satellite
and the one generated by the receiver. Using P-code, accuracies up to 30cm can be

obtained when positioning with pseudoranges (Wells et al. 1999).

Pseudoranges are basic GNSS observables used for navigation, time and
satellite movement solution. Pseudoranges are affected by tropospheric and

ionospheric delays (Leick, Rapoport, and Tatarnikov 2015).

The signal sent by the satellites travels across the atmosphere that will
introduce some delay in its reception. The environment near the receiver will produce
reflections that will make the distance from the satellite to the receiver larger, what
at the end is a larger travel time for the signal. All these effects should be then taken
into account when correlating the received signal with the replica generated in the
receiver. The functional model for pseudorange observables is introduced in the

following equation:

p= p+ c(dt —dT) + dyrmospuere + €p (2.2)

Where

p ... Pseudorange observable

p ... Real satellite-receiver distance

dt,dT ... Satellite and receiver corrections in the GNSS time scale

d ATMOSPHERE ... Effect in the distance due to the atmosphere

c ... Light speed in vacuum

€ .. Distance error correction produced by random effects

The coordinates of the receiver appear implicit in the real satellite to receiver

distance
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p = llps — pell =/ (xs — xp)? + (s — ¥£)? + (25 — 2g)? (2.3)

With (x5, ys,25) and (xg, yg, zz) being the ephemeris of the satellite and the

receiver position.

The satellite ephemeris required for the position computation is sent in the
navigation message. They can also be received via radio or IP from different
companies that perform precise satellite tracking. The satellite coordinates can be

easily computed using a mathematical model.
Using the following second-order polynomial,
dt = ag + a,(t — ty) + a,(t — to)? (2.4)

The existing time error between timestamps is minimized. The coefficients of
the polynomial are sent in the navigation message and are updated by GNSS control

stations.

The atmosphere affects pseudoranges in two parts of it; ionosphere and
troposphere. lonospheric effects can be reduced by using observables in frequency
band L1 and L2 or modeling the effects. On the other hand, tropospheric effects can

only be modeled.

The new mathematical model including the atmospheric effects is now given by

the following equation for each of the satellites.

ph= O = x)? + 04D — y)? + (GO — 20)2 + ¢ dT + ¢ (2-5)

Being the term e, the sum of all the random errors explained before that could

vary the time of arrival of the signal (Berrocoso, Ramirez, and Pérez-Pefia n.d.).

2.1.5.2 Carrier Phase

Carrier phase measurements are obtained comparing the phase of the received

signal with the phase generated by the receiver’s oscillator. The carrier has a higher
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frequency than the emitted codes which leads to better accuracy in the satellite-
receiver distance calculus than the one obtained using pseudorange measurements.
However, the phase measurement is affected by the uncertainty of the emitted cycles
from the satellite until the receiver does the signal acquisition. This concept is known
as ambiguity. The carrier phase measurement is composed of a certain number of
full cycles, a fractional part of the last cycle and the ambiguity recorded. The
recorded total phase multiplied by the wavelength of the signal, once ambiguity has
been solved, gives the position of the satellites (Langley 2008) (Teunissen 1998)
(Wells et al. 1999).

Phase measurements can also be done during a period instead of doing them
in a time instant. In that case, the Doppler frequency could be measured. The carrier
frequency received is variable depending on the distance between the satellites and
the receiver, and can be used to determine the position of the satellites (Berrocoso,

Ramirez, and Pérez-Pefna n.d.).

GNSS satellites emit a sinusoidal signal generated in their oscillators. The
frequency of these signals is the derivative of the phase, and so the phase of the
signal is the integral of the frequency, as represented by the following equation

(Teunissen and Kleusberg 1998).

d t
£ =20 40 = [ r@ar + gt 26

Where ¢(t,) is the number of cycles of the initial phase of the signal in time
instant t,. From the oscillator-measured phase, the time can be obtained using the

following function

MO:¢@;¢%) 2
0
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Where f, is the nominal frequency of the satellite’s oscillator, which is the

frequency not affected by the Doppler Effect or other effects generated by the

satellite translation movement.

If the oscillator’'s frequency is constant and equal to its nominal frequency we

have
d(©) — (L) = | fF(@Ddr = fo(t —to) (2.8)

Where

Y)=t—tyo t=9) +t, (2.9)

Being t the exact time in the GNSS scale and (t) the time obtained from the
measured phase. However, the oscillator's frequency is not always equal to the

nominal frequency, and so there will be a frequency drift Af comparing to the nominal

frequency.
f@®) =fo+bf(@®) (2.10)
And therefore,
1t 1t LAf(T)
YO ==| f@dr==| (fo+Af@))dr=t—t, + dt (2.11)
fO to fO to to fO
The frequency drift will also induce a time drift modeled in the following way,
CAf(T
AY(t) = @ dt (2.12)
to fO

So we can obtain a relationship between GNSS time and oscillator’s time.

PY(t) =t + MP(t) — tg (2.13)
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Summing up, the time obtained from the phase measurement, is the addition of
the real time scale, the frequency drift, and the initial phase drift. Naming the

oscillator’s error dy(t) we have,
P(t) =t +dy(o) (2.14)

Where, as before, Y (t) is the GNSS time scale, t is the exact time scale and
dy(t) is the oscillator’s error. For simplifying the notation, the oscillators allocated in

the satellites are going to be expressed as follows,
th(t) = t + dt*(t) (2.15)
And the oscillators allocated in the receivers in the following way,
t;(t) =t +dt; () (2.16)

As explained before, the total carrier phase is an integer number of cycles
Int(¢, ty, t), starting the count when the signal t, is received until the instant¢; a
fractional part Fr(¢), referred to the signal acquisition instant; and an unknown
integer number of cycles N(t,) corresponding to the time elapsed between the signal
emission and the reception in the receiver. These number of cycles are called initial

ambiguity and are different for each receiver and satellites.

brotar = Fr(d) + Int(, to, t) + N(to) (2.17)

The ambiguity value is not computable SO ¢,,cqsurement, the carrier observable

Pmeasurement = Fr (@) + Int(¢, to, t) (2.18)

And so

Drotal = Pmeasurement + N(to) (2.19)

The phase of the observed carrier ¢ = ¢)i.‘ is the difference between the

measured

phase generated by the receiver's oscillator ¢, and the phase generated by the

satellitek, ¢, .
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Pmeasurement = ()blk = ¢;(t) — ¢k(t - le) (2.20)

Being all the phases represented in cycles. Reformulating, we have the

following,

¢ (1) = fot;(©) + ¢i(te) = fo(t + dt; (D) + ¢i(to)

(2.21)
OK( =1 = fo (£ =7l + de¥(e 1)) + 94 (1)
And then the measured carrier phase is,
oF = folrk + dty(t) — de*(t — )] + [$i(to) — ¥ (%)) (2.22)

Multiplying the measured carrier phase with the wavelength, A:fi the
0

measured carrier phase equation is obtained in length units.
Apf = ctff + cdt;(t) — de* (¢ — )] + A (t0) — d*(to)] (2.23)

In an analog way to the pseudorange positioning, ctf and c[dt;(t) —
dt*(t — )] show the traveled distance from the satellite to the receiver and the
oscillator errors in the satellites and the receiver respectively. The term A[¢;(t,) —
¢*(t,)] is the distance term corresponding to the fractional part of the measured

phase in the reception time.

Moreover, the refraction index of the ionosphere is

D,
ng=1-—a— (2.24)
f
Where «a is a constant, D, is the electronic density, and f is the emission
frequency (Langley 1998).With the multiplication of the constants « and D, having

a value of 40,3.

Integrating the expression above during the traveled distance,

. D .
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And substituting the terms corresponding to the distance in the equation 25
introduced before for distance results in,
ApF = pf(t,t —TF) — dign + dirop + cdt; () — dt*(¢ — tf)]

(2.26)
+ A (o) — d*(to)]

And the observation equation for the carrier total phase can now be written in

the following way:
O () = pif(t,t = TF) = dign + dirop + c[dty(t) — dt*(t — 7f)]

(2.27)
+ i (to) — ¢*(to)] + AN/
Implementing the following considerations,
®=df), p=pf(tt—1f)
(2.28)

c(dt — dT) = c[dt,(t) — dt*(t — )]

The observation equation can be simplified to the following terms,(Wells et al.
1999)
®=p+c(dt—dT)+ AN —djon + dpyop + € (2.29)

The obtained equation is analog to the one obtained in pseudorange
positioning. p is the distance between the satellite and the receiver and dt and dT
are the errors introduced by the satellite and receiver oscillators. The parameter ¢
represents the random errors accumulated during the whole calculus. Finally, the
parameter N is the number of complete cycles counted until the receiver acquires
the signal. That is the only difference between the pseudorange and carrier phase

positioning.

Note that the ionosphere correction term is a substraction instead of an addition
in the pseudorange positioning model. That occurs due to the pseudorange
ionosphere refraction model,

D,
n,=1+ af—z (2.30)
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And so,
; D, .
Py = f (1 + af—z) ds = p'" + dy, (2.31)
Prior to being processed within a navigation engine, these observables must
undergo a certain amount of pre-processing. This usually involves the following
steps where a stand-alone solution (no augmentation source) is concerned (not

necessarily in this order):

e Application of elevation mask (removal of satellites below it from current
epoch calculations) — this requires an approximate user position which can
be based on the previous epoch solution when available to calculate satellite

elevations.
e Convert Doppler shift observations to range rates using the following

formula:

p;=—c — (2.32)

where,

p; = range-rate for Satellite i;

D; = Doppler observable for Satellite i;
f =frequency of signal;

¢ = speed of light.

e Correct pseudoranges for the ionospheric delay effect. This is typically done
using one of the following two methods:

o Single-frequency case: use of a model. The most common is the

Klobuchar model, for which parameters are broadcast in the GPS

navigation message. This model can be applied to any GNSS.
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GLONASS does not transmit such model parameters, however,
Galileo broadcasts parameters for its model, NeQuick.

o Dual-frequency case: formation of ionospheric-free observable.
When observations on a second frequency are available, they may
be used in combination with those of the first frequency to form
pseudoranges which are free from ionospheric delay:

fil fi

PIFi = 77 -2 Pui— 77 72 Py )
i f12_f22 1, 12—f22 2, (2.33)

where,

Pipi = ionosphere-free pseudorange for satellite i;

py; = pseudorange on the first frequency for satellite i;
Py = pseudorange on the second frequency for satellite i;
f, = first frequency (MHz);

f, = second frequency (MHz).

e Correct ionosphere-corrected pseudoranges for tropospheric effect, for
example, using the RTCA model described in (RTCA 2006).

¢ Inthe case of multi-constellation solutions, it may be chosen to apply system
time corrections to pseudoranges at this point to achieve synchronization.

e |f GLONASS is being used within a multi-constellation solution then a
correction for the leap seconds present in GLONASS system time may be
made here.

e Apply satellite clock offset and drift corrections obtained from navigation

data to pseudoranges.



30 Chapter 2: State of the art

e Calculate User Equivalent Range Error (UERE) budget based on internal
models (in the stand-alone case) and based on calculated satellite

elevations.

2.1.6 Computation methods for GNSS Positioning

As already presented in the last paragraphs, positioning with GNSS is based on
the Time-of-Arrival (TOA) concept which is used to calculate the ranges between the
user and satellites. The range is derived from measured time difference by

comparing the received PRN codes in the satellite signal and the receiver-generated
PRN code. In Figure 2.2, I represents the geometric range between the i” satellite
and the user. If the satellite time, at which the signal was transmitted, is designed as

ts , and the receiver time, at which the signal arrived at the receiver, is designed as

Z,, ; then for each range:

r=c-(t,—t)=c-At (2.34)

However, the receiver clock and the satellite atomic clock will have a bias error
concerning the true system time. The transmitted signal in space will also be delayed
by various other error components, such as ionospheric error, tropospheric error,
and multipath error. Therefore, the observed range, as opposed to the geometric

range, is called a pseudorange measurement, which is denoted as © and can be

expressed as:
pPi =T +c- (tu - ts) + dpl + I/Ji + T/Ji + S/Ji (235)

where,
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t is the receiver clock offset with respect to the system time
t is the satellite clock offset with respect to the system time

dpl- is the ephemeris error

Ipf is the ionospheric delay
T P is the tropospheric delay
8/3,- are the errors including multipath, hardware bias, and receiver noise.

. Satellite No.3 .
Satellite No. 2 Satellite No.4

Satellite No.1 Satellite No.5

(xq.¥1.21.4)

Figure 2.2 Satellite to user ranges

The receiver clock error is the offset of the receiver clock from the reference
GNSS time. Depending on the quality of the oscillator used in the GNSS receiver,
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the error could range from 200 ns up to a few ms, and the measured ranges could,
therefore, vary from a few meters to a few thousand kilometers. It is normally treated
as an unknown parameter in the position computations. Hence, equation (2.35) can

be expressed as

pi=ritc-t,+g (2.36)

where &; is the composite of errors produced by, e.g. atmospheric delays,

multipath, satellite ephemeris errors.

Two principal methods for the computation of a user position solution using
GNSS signals may be considered; namely the snapshot method and the Kalman

filter.

2.1.6.1 SnapShot method for position computation

2.1.6.1.1 Position Engine
This section outlines the principles of a snapshot least-squares algorithm. In

Figure 2.2, the satellites’ positions are expressed as (xi,yl-,z,.) and the user position
is denoted as (xu,yu,zu), for which X,),Z are the values in the Earth-Centered

Earth-Fixed (ECEF) coordinate system. Therefore, the geometric range, 7; , can be

computed by the following equation:
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T = J i—x) + @, —y) +(z—2)° (2.37)

Substituting Equation 2.36 into Equation 2.37, the pseudorange equation can

be expressed as

\/(xl _xu)z + (yl _yu)Z + (Zl _Zu)z te-tyt+g

J(xz —x )+, =y ) (- z) et g

Pi = 1 (2.38)

J(x3 —x )+ =y )+ (23— z) ot + s

\/(xi —x )+ =y )+ @ —z) et g

Where i depends on the number of satellites that have been tracked in the
view. Therefore, the GNSS navigation systems can compute a three-dimensional
(3D) position only when the GNSS antenna can receive at least four different satellite

signals to solve four unknowns, comprising three coordinates of the user position

(xu,yu,zu) and one receiver clock offset ( l‘u ). Normally, the GNSS solution can

be solved through an iterative least-squares (LS) method. This iterative process only
uses information for the instant of time in which data has been received. It does not
use any information from points in time before or after. This is the reason to call it a
SnapShot method for position estimation. To use the LS method, the nonlinear
mathematical model described by Equation 2.38 can be denoted by the following

expression:

fX)=1 (2.39)

where X =(x,,7,,2,,ct,) are the parameters and [=(p,p,,:p) are the

observations. If X, = (XO,yO,ZO,CtO)T is assumed as the approximate estimated
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coordinates for the user and the associated estimate predicted receiver clock offset,

then:

X =X, +AX (2.40)

where AX =(&,,0),,¢,,c-dt,)" . Therefore,
fX) = f(Xo + 8X) (2.41)

The right-hand function can be linearized around the approximate parameters

Xo by using Taylor series, giving:
AAX =B+v (2.42)

Where

ofi Ofi Ofi Of
ox, Oy, 6z, Ot
A=|sx, &y, 6z, 6ty (2.43)
Sfc Ofi Ofi Ok
16x,, Oy, 6z, 6t,]

Sfi _ Xp — Xy (2.44)
Oy [ —x)% + 0 —v)? + (2 — 2,.)?

Sfi _ Yi ~ Yu (2.45)
6yu \/(xi - xu)z + (Yi - yu)z + (Z - Zu)z
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6_fi _ Z; — Zy (2.46)
62“ \/(xi - xu)z + (yi - Yu)z + (Z - Zu)z

S _ (2.47)

5t

A is referred to as the design matrix, which contains the direction vectors
pointing from the approximate user position to the available satellites, and
B:[,Dl—ﬁl,pz—ﬁQ,---,pi—ﬁi]T. V represents residual pseudorange errors and is
assumed as normally distributed with zero mean and variance Cov(/), which is the
variance-covariance matrix of the observations. Generally, the Cov (/) is assumed

diagonal, which means the observations are uncorrelated. Therefore, the variance-

covariance matrix of the pseudoranges can be shown as:

% 0 . 0 (248)
2
covy=| 0 % D
0o 0 . o

A small standard error associated with an observation means that a high weight

is assigned to it. The weight matrix would be W= Cov(l)_l.

The least-squares method aims to minimize the functionv'Wv . Taking

Equation 2.42 to replace V gives:

vIWv = (AAX — B)TW (AAX — B) (2.49)
= (AXTAT — BT)(WAAX — WB)
= AXTATWAAX — BTWAAX
— AXTATWB + BTWB
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The minimum of v/ v must occur at a value of AX that gives a zero for the

gradient. Hence, setting the gradient to be zero and seeking a value that will

minimize v/ Wy gives:

viwy _ 2ATWAAX — 2ATWB = 0 (2.50)
SAX -

AX = (ATWA)"*ATWB (2.51)

The improved estimate AX should be used to iterate until the change in the

estimate is sufficiently small. Once the unknowns AX are obtained, the user

coordinates and the receiver clock offset can be computed by Equation 2.40.

2.1.6.2 Kalman Filter

The Kalman filter technique for GNSS stand-alone positioning provides
increased solution availability concerning snapshot positioning. This is achieved
through the use of a prediction component based on previous solutions, allowing a
solution to be formed when there are insufficient satellites available for an

instantaneous snapshot solution.

The Kalman filter method is presented in this section. The Kalman filter method
used in (EATS n.d.) has been taken as reference. This includes an innovation fault
detection and exclusion (FDE) technique and a comprehensive integrity algorithm,
to provide continuously accurate positioning and high integrity performance. The
algorithm is described in paragraph Position Engine (2.1.6.2.1) and Integrity Engine
(Subsection Error! Reference source not found.).
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2.1.6.2.1 Position Engine

The GNSS Kalman filter is used to continuously estimate the user position,
velocity, receiver clock offset and clock drift by using GNSS observations only. For

the position calculation, the 8 navigation states are considered at every epoch as:

X = [%,9,2 ty, vy, vy, vy ] (2.52)

Where

X is the Cartesian x coordinate of the vehicle position, in meters

Y is the Cartesian y coordinate of the vehicle position, in meters

z is the Cartesian z coordinate of the vehicle position, in meters

¢, is the receiver clock offset, in seconds
V. is vehicle velocity in the direction of the Cartesian x-axis, in m/s

Vv, is vehicle velocity in the direction of the Cartesian y-axis, in m/s

v_ is vehicle velocity in the direction of the Cartesian z-axis, in m/s

Z,, is receiver clock drift, in seconds/second.

The vehicle dynamic model used to update state estimates over Af (between
epochs t-1 and f) may be described at a basic level (prior to the consideration of

acceleration) using the following equations:
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(X = Xp—q + Vypq - AL (2.53)
Ve = Ye—1 T Uyeq - At

Zp = Zpq + Vg - AL

t=ty_q + ty_q - At

Uxt = Vxt—1
vyt = vyt—l
Uzt = Vze—1
\ Uy = Uyt

These equations can be rewritten in matrix form as:

Xt = q)t—lXt—l + W, Wt"“N(O, QW.t) (254)
Where,

X ; is the state vector at epoch ¢,

(D,_l is the state transition matrix which defines the state transition from epoch t-

1 to epoch t, given as

1 0 0 0 At 0 0 07
0100 0 At 0 0
0010 0 0 At 0
o 0001 0 0 0 a
=17fp 00 0 1 0 0 O (2.55)
0000 0 1 0 0
0000 0 0 1 0
o 0o 00 0 0o o 14

Qw’t is the state noise covariance matrix which is used to model the acceleration:
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Qw,t
(At - 62 0 0 0 At3 - g2 0 o 0
4 2
At* - o2 At3 - g2
0 0 0 0 0 0
4 2
0 = 0 o AMao
4 2
0 0 L 0 o Adf
= 4 2 (2.56)
At3 - o
5 = 0 0 0 At? - g2 0 0 0
At - o2 .
0 > 0 0 0 At? - 2 0 0
At3 - o2
0 0 5 2 0 0 0 At? . g? 0
At3 - o}
0 0 0 > d 0 0 0 At? - g2
Where,

O, is the standard deviation of vehicle acceleration.

0, is the standard deviation of the receiver clock.

Therefore, the GNSS Kalman Filter navigation engine is conducted using the

following steps:

State vector prediction:

Xy =@ X, (2.57)

Variance-covariance matrix prediction:

P = @i 1P 1 ®_1 + Que (2.58)

Kalman gain matrix calculation:
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K, = PrGT(G,PrGT + R~ (2.59)

State estimate update using measurements:

P, = (I—-K.G) Pf - (I—K:G)T + KR K[ (2.61)
Where,

Zt = vector of pseudorange and Doppler measurements at epoch ¢

& = function for computing measurement vector based on state estimates
Gt = measurement matrix at epoch ¢
R, = measurement noise covariance matrix at epoch t (obtained from the

t

measured noises)

Within the GNSS Kalman Filter navigation engine, measurement innovations
may be formed for each ranging source used. They are normalized and simply
compared to a threshold in order to detect potential faults. This process is performed
before the update of the state estimates using the measurements. Should a
normalized innovation exceed the threshold then the relevant measurements
(pseudorange and Doppler) are excluded from the solution computation process at

the epoch in question.

At epoch t the measurement innovation vector is formed as:
p; = pe — 9p(Xae) (2.62)

Where,
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D, = vector of pseudorange measurements at epoch t

g, = function for computing pseudorange measurement vector based on 4D state

estimates (3D position and receiver clock offset)

)A(;’t = 4D state estimates at epoch t (typically those of epoch -1 propagated
forward using the transition matrix), prior to update using measurements

These innovations may then be normalized using the innovation covariance
matrix. For measurement j, this is performed as follows at epoch ¢:

_ Op; (2.63)

Vei = =
“ VCiii

Where,

Ct_ = Gp,tPt_Gg;,t + Rp,t (264)

Gp’t = pseudorange (and 4 state) measurement matrix at epoch ¢

P,_= error covariance matrix at epoch t, before update, using measurements

Rpt = pseudorange measurement noise covariance matrix at epoch ¢

In practice this method may be applied within an iteration loop of a Kalman Filter

navigation engine, with the innovations formed at each iteration as follows:
Apt = ‘observed minus computed’ vector: the difference between pseudorange

observations at epoch t and computed pseudoranges based on the most recent

estimate of the receiver position
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AX 4, = difference between prediction (that of epoch ¢-7 propagated forward to

epoch f) and most recent iteration loop estimation of 4D state estimates

As the iteration loop progresses, the components of Apt should reduce as the state
estimates improve. However, any significant measurement errors will remain
apparent and should be easily detectable. GpJ and A)A(;, will also be updated upon

each iteration, reflecting the new position estimates.

2.1.6.3 Multi-Constellation GNSS Positioning

As already introduced before, all GNSS systems use the TOA concept to derive
the receiver position, but each of them has their geodetic reference system and
satellite clock system. Therefore, the alignment of coordinate systems and the

synchronization of time systems are needed when multi-GNSS are combined.

2.1.6.3.1 Terrestrial Reference System Alignment

The WGS84 (GPS), GTRF (Galileo) and CGCS2000 (BeiDou) are all based on
ITRF, differing from ITRF by only a few centimeters. Therefore, they are compatible

with most users with this accuracy level.

From 20t September 2007, GLONASS implemented the new version of PZ-90 (i.e.
PZ-90.02) as the terrestrial reference system. PZ-90.02 is aligned with ITRF2000,
but it contains an origin shift of about 0.4m. Therefore, PZ-90.02 can be transformed
to ITRF2000 by the following equation:
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X X —0.36
H = [y] + [ 0.08 ] (2.66)
ZJITRF2000 Z1pz-90.02 0.18

2.1.6.3.2 Time System Synchronization

Synchronization is necessary for multi-constellation GNSS solutions. There are
two options to achieve this; synchronization by the information from the navigation
message and extra state for inter-system clock bias. Both options are shown here

below.

2.1.6.3.3 Synchronization by the information from the navigation message

In the GPS navigation data messages, the GPS-UTC time corrections (i.e.
'GPUT' in navigation header) are included. Similarly, for Galileo, the GST-UTC time
corrections (i.e. 'GAUT') will be broadcast in the Galileo navigation messages. The
case is the same for GLONASS and BeiDou, with GLONASS-UTC (i.e. 'GLUT') and
BDT-UTC (i.e. 'COUT") being found in their navigation messages, respectively. By
applying the above corrections, the time systems can be synchronized to the same
UTC frame. This is a highly recommended option since there is no need to introduce
any extra state in the navigation engine for the combined GNSS system. The
availability of a solution is maximized since each extra state removes a degree of
freedom. Additionally, if GST-GPS, GLONASS-GPS and BDT-GPS time corrections
are available in the various navigation messages, the different GNSS measurements

can also be synchronized to GPS time.
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2.1.6.3.4 Extra State for Inter-system Clock Bias

If the time corrections from the navigation message are not available, the inter-
system clock biases have to be treated as an extra state in the navigation engine to

estimate the individual clock bias for each constellation (Liu et al. 2017).

2.1.6.4 Trade-Off Analysis for computation methodology

A choice must be made for the high-level approach to the GNSS PVT algorithm,
i.e. whether a snapshot or Kalman filter method will be used. The driver here is
integrity as this is the most demanding aspect in railway applications for positioning.
ERA Subset 088 (UNISIG 2008) defines the safety requirement as Safety Integrity
Level (SIL) 4. A SIL indicates the required degree of confidence that a system will
meet its specified safety functions with respect to systematic failures. SIL indicates
the probability of failure with the mission time. The THR (Tolerable Hazard Rate THR
per hour and per function) applicable to SIL4 is defined as 10™° < THR < 1078,

Standard ERTMS positioning (odometry-based) is designed against this
specification and for any alternative source of positioning it may reasonably be
assumed that the specification also applies. A tolerable hazard rate of 10-°/hour is
two orders of magnitude more demanding than that of GNSS-based aircraft
approach procedures which highlights the challenge involved in designing Smart

Train Positioning.

Table 2.3 presents the pros and cons of the two approaches with consideration

of the application to railway positioning.
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SnapShot Kalman Filter

PROs e Simple to implement ¢ High availability positioning
e Simple to model errors e Stable solution in difficult
¢ No initialization issues environments
e No issues regarding time to e Well suited to train motion
recover following outliers profile

o Existing fault detection
methods can handle multiple
simultaneous faults

CONs < No positioning when insufficient e More challenging to implement
satellites available e Requires tuning according to
o Existing fault detection methods application
for multiple simultaneous faults ' ¢ Harder to model errors
are computationally demanding | e Solution can take time to
initialize

e Solution can take time to

recover from outliers

Table 2.3 PROs and CONs of GNSS Algorithm options (EATS n.d.)

Figure 2.3 and Figure 2.4 below illustrate positioning results for GPS data
recorded on an operational passenger train in the UK using a basic snapshot
algorithm (including the RAIM algorithm described in Section Integrity Engine) and
the Kalman filter created by NSL (prior to any tuning for railway application)
respectively (EATS n.d.). Individual 1Hz solutions are overlaid on aerial
photography, shown as red and blue points for the snapshot and Kalman filter
respectively. It may be seen that the snapshot algorithm is not able to provide
solutions for the stretch of track in the middle of the image which corresponds to the
train traveling through a tunnel. There are also two outlier solutions to the right of the
image caused by only being four satellites available due to the train remerging from
the tunnel and requiring some time to require satellites. RAIM integrity is not
available on these occasions as it requires a minimum of five satellites. In contrast,
the Kalman filter can continuously provide a solution through the tunnel and does

not suffer from the outliers, with the solution remaining close to the track throughout.
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This is a good example of where a filtered solution is advantageous over a snapshot

solution, and such scenarios are not uncommon in the railway environment.

Figure 2.4 Example Kalman Filter Positioning for Real GPS Rail Data (EATS n.d.)
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Although in theory, a snapshot approach is more suitable for applications
requiring high integrity due to the lack of the potentially unstable prediction
component inherent in a Kalman filter, RAIM FDE methods for handling multiple
faults are not mature (EATS n.d.). The Kalman filter HPLs are however generally
larger and may require further tuning to meet the availability requirement of railway

applications.

The Kalman filter also provides a solution with high availability and when
properly tuned to the application can provide relatively stable solutions in challenging
environments. This should be of particular value in the rail domain since, even
though the number of satellites available should be high through the use of four
GNSS constellations, there are environments (tunnels, cuttings, covered stations,
etc) in which the number of satellites in view will be severely limited. A filter is also
well suited to the smooth characteristics of a rail track. Although it is extremely
challenging to provide integrity when a small number of satellites are available, there

are potential methods to be explored to handle this.
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2.2 IMU

An Inertial Measurement Unit (IMU) is a device that measures forces, angular
rates and sometimes the orientation of a body. In the case of this thesis, the IMU
has three gyroscopes and three accelerometers that are displaced along three
mutually orthogonal axes. The main idea of inertial navigation is Newton’s First Law:
“A body will continue in its state of rest, or of uniform motion in a straight line unless
an external force is applied to it". The accelerometers detect the acceleration
changes due to the gravity forces and the gyroscopes the changes in the rotational

attributes.

Using IMUs has some benefits for positioning; IMUs are autonomous and are
not dependent on other devices or visibility of signals. Moreover, it does not need an
antenna so it can be located in any place. However, the main problem of the IMUs
is their accumulative error. The sources of the errors are mainly two kinds of bias

errors and noises:

e Bias errors are constant errors suffered by the sensors in their
measurements. Knowing those errors beforehand could be a solution to
calibrate the IMU, but there are two types of bias errors, static and dynamic.

o The static bias is a constant error result of a wrong calibration of the
sensors.

o The dynamic bias is the in-run variation and changes over time.
However, the dynamic bias is of about 10% of the static bias, so its
influence in the total error is lower. Anyhow, static errors can be
compensated as they are always similar, and the dynamic ones are
going to be the ones with the biggest influence in the final
implementation.

o Noise is the unwanted signal generated from internal electronics that
interfere with the measurement of the desired signal. The accelerometer

noise will negatively affect the minimum pitch or roll angle resolvable and
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introduce velocity and position error caused by the misalignment of the
gravity vector. Gyro noise creates orientation angle errors for an INS (Inertial
Navigation System) or AHRS (Attitude and Heading Reference System),
which affect negatively the projection of the gravity vector and results in
velocity and position error (they introduce an error in yaw angles). As almost
all of it is random noise (white noise), it will not be possible to predict it in
advance. But the positive point is that in general, velocity, position, or pitch
or roll error from the accelerometer or gyroscope white noise will be smaller

than the other described noise sources for IMU (Raymond Chow 2011).

Dead reckoning is the method used by the Inertial Measurement Units to give a
position and velocity estimation on its own. This subsystem can give an accurate
trajectory estimation on position, but the information must be accurately known to be
reliable, as it suffers from cumulative error. If the information is not accurate enough,
the position will neither be accurate, and the next position calculation would be based
on an initial wrong position, making that second calculation to have even a higher

error.

The position estimation given has an error that will continuously increase due to

the accumulation of errors.

2.2.1 Clipping

State estimation is challenging in nonlinear systems based on first principles.
The introduction of constraints is a good approach to force the estimates to have
physical meaning. This approach is important to delimit the Kalman filter estimations
to reasonable limits according to the application in which is going to be used (Kolas,
Foss, and Schei 2009).

In this section, constraints in the UKF (Unscented Kalman Filter) are going to be
analyzed as it is the most suitable for the railway application. EKF (Extended Kalman

Filter) has limitations when using constraints. However, the existing literature
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discussing constraint implementation in UKF is limited and discussed clipping
techniques are not much. More detailed information about different Kalman filter has

been introduced in sections 2.5 and 2.6.

In 1960 Rudolph Kalman presented a recursive state estimation method, the
Kalman Filter. A recursive algorithm is used to compute the first and second-order
moments (mean and covariance). The system random variables can be consistently
estimated by updating the first and second-order moments sequentially by using a

linear form estimator (Kolas, Foss, and Schei 2009).

The Kalman filter consists of two parts; forward prediction and correction. The
first one computes a predicted estimate of the first (a prior estimation) and second-
order moment; and the correction computes the corrected estimates (a posterior
estimation). All the existing Kalman Filters follow this structure and need to be

initialized with the first and second-order moments before starting the computation.

The UKF (Unscented Kalman Filter) is based on the fact that it is easier to
approximate a probability distribution than a nonlinear function (Julier and Uhimann
n.d.). The use of the UKF avoids the Jacobians in the algorithm what could be a
computational difficulty. The probability function is approximated by a set of
deterministic points that capture the mean and covariance of the distribution, called
sigma points. These points are propagated, processing them through the non-linear
system model composed by a non-linear function. Some weights are given to these
propagated sigma points in order to obtain with them the mean and covariance of

the transformed distribution.

In the literature, a symmetric sigma point set is proposed, resulting in 2n+1 sigma
points (Julier and Uhimann n.d.). This approach is precise but demands a big effort
in computation as the sigma point generation step is the most computational
demanding step in the whole Kalman filter. Calculating the sigma points involves
computing the square root of the covariance matrix what may affect the convergence

performance.
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The estimates in a system should be constrained in order to force them to have
a physical meaning according to the field of application. The application of the

constraints can be done in one or more of the following processes:

e IMU data recording
e Kalman filter sigma point expansion

e Sigma points binding

2.2.1.1 Constraint methods

A common method for implementing constraints in the Kalman Filter is clipping.
The corrected state estimation is set inside some boundaries if it is outside their
limits. Other constraint methods such as QP problem solutions can also be

considered. However, clipping may produce a lower computational load.

Quadratic Programming (QP) is a special type of mathematical optimization
problem that optimizes several variables subject to linear constraints on these

variables. It is a type of nonlinear programming.

The general quadratic program can be stated as

1 2.67
min,q(x) = ExTGx +x7c ( )
(2.68)

subjectto al = b, ice
(2.69)

al >b, iel
Where:
G is a symmetric nxn matrix,

¢ and [ are finite sets of indices,
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c¢,x,and {q;},i € £ U I, are vectors in R".

Quadratic programs can always be solved in a finite amount of computation, but
the computation effort required depends on the characteristics of the function being
evaluated. If the Hessian matrix G is positive semidefinite, the problem computation
requirement is similar to a linear program. The Quadratic Program is called Strictly
Convex is this happens. On the other hand, if G is an indefinite matrix, the Quadratic
Program is called Nonconvex and the computation load is more challenging due to

several stationary points (Nocedal and Wright n.d.).

This procedure results in an improved estimate and the system eventually
converges to the true state. Usually, only the estimations are clipped and not the
covariance matrix, so the covariance matrix is not precise (Haseltine and Rawlings
2005).

After introducing the clipping strategy, possible limitations for the railway
environment are going to be analyzed. An IMU records accelerations, so a limit for
reasonable accelerations should be set in order to discard the measurements out of
the selected boundaries. For boundary selection, different trains and their maximum

accelerations have been examined.

e The first one has been a high-speed train, German ICE. This kind of trains
have an average acceleration of 0.3 m/s?, starting in 0.5 m/s? and reducing
it 0.1 m/s? every 1000m of track. Their maximum deceleration rate is 0.5
m/s? (Connor n.d.).

e Regarding to the Intercity Express trains used in the UK, their maximum
acceleration is 0.75 m/s? at the beginning of the operation and is reduced
continuously in a nonlinear way until the maximum speed of the train is
reached (Technical 2012).

e Finally, different underground, urban and suburban trains have been
analyzed as they are the railway vehicles with the highest acceleration and

decelerations. Manchester tram has maximum acceleration and
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decelerations of 1.3 m/s?; Nottingham trams have accelerations of 1.2
m/s? and decelerations of 1.4 m/s?> and the Sheffield Supertram has
accelerations of 1.3 m/s? and decelerations of 1.5 m/s? . This last train is
the one with the highest accelerations found in the literature that ensures
passenger security and comfort (Powell and Palacin 2015).

Having analyzed different acceleration values in different trains, the maximum
accelerations recorded are always less than 1.5 m/s? so it seems a good boundary
for clipping. Accelerations higher than this recorded by the IMU should be discarded
or constrained to the maximum permitted in order to have more accurate results.
This approach is valid for the general railway environment, but depending on the

train used it should be adapted to obtain better results.
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2.3 ULTRA WIDE BAND

The Federal Commission of Communications (FCC) defines Ultra Wide Band
(UWB) as any radio technology having at least, a bandwidth of 500MHz. Moreover,
technologies with a bandwidth larger than 20% of the central frequency are also
considered UBW technologies (FCC 2002). UWB systems employ very low power
spectral densities along with very short duration pulses (Duran et al. 2012). The main
feature of UWB signals is that they occupy a wider frequency band than conventional
signals (SahinoGlu, Gezici, and Guveng 2008). This is the reason to limit the
transmission power below certain values to avoid significant interferences in other
systems. The average Power Spectral Density (PSD) must be lower than -41.3
dBm/MHz in the frequency band going from 3.1 GHz to 10.6 GHz in the United States
according to the specifications of the Federal Commission of Communications from
the beginning. After this regulation appeared, many UWB systems were developed
and standardized as the ones introduced in (ECMA 2008) and (Standards
Committee of the IEEE Computer Society 2007).

Europe allowed the use of UWB later and under different regulations to the ones
ruling in the United States. The bands allowed in Europe are different from the ones
in the US and so the spectrum mask also changes. For positioning systems, two
bands are relevant; the band going from 3.2 GHz to 4.8 GHz and the band going
from 6 GHz to 8.5 GHz. The first band allows maximum Power Spectral Densities of
-70 dBm/MHz and the second one allows -41.3 dBm/MHz as maximum just like the
US standard (Union n.d.).

UWSB signals can be generated in two ways: Single Carrier or Impulse Radio
Ultra Wide Band (IR-UWB) and Multi-Band or Multi-Carrier Ultra Wide Band (MC-
UWB). The first one uses ultra-short pulses to transmit the information; these pulses
are usually shorter than nanoseconds. The second one uses multi-carrier techniques
such as Orthogonal Frequency Division Multiplexing (OFDM) based on multiple

sinusoids, modulated or not (Zamora Cadenas 2014).
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Most of the narrowband systems cannot perceive the UWB signals due to the
low energy level in which their signals are transmitted. This makes UWB systems

immune to jamming by narrowband systems.

The wide bandwidth of UWB improves the reliability of the information sending
process because having different frequency components increases the probabilities
of part of the signal avoiding attenuations that do not cover the full spectrum. A wide
bandwidth also gives very fine time resolution which allows to distinguish easily direct
path signals from reflected signals that have longer flight times and introduce bigger
errors when positioning. UWB is a very good tool for indoor positioning and indoor-
outdoor transitions or the other way round (Bocquet, Loyez, and Benlarbi-Delai

2005). This is definitively a good complementary positioning system to GNSS.

UWB systems have been widely used in different works under different
conditions and with different results. The positioning system described in (Zwirello et
al. 2012) uses UWB based technologies to obtain position estimations with an
average accuracy of 2.5cm. In (Zhang et al. 2010) and (Yu et al. 2012) UWB radars

have been developed with millimeter accuracies in small measurement areas.

However, not only prototypes or systems for research use are available
nowadays. There is a range of different UWB systems available in the market for
mass users. Sapphire DART system from Zebra Technologies can work in 2D
scenarios within a 200m range and its accuracy is about 30cm according to its
datasheet (Zebra n.d.). Ubisense Group sells another UWB system called
Dimension4, which claims to have accuracies of about 15cm but operation ranges
of 50-100m (Ubisense group n.d.). Finally, Decawave develops another system
called EVK1000 that claims to allow long ranges up to 290m and centimeter-level
accuracy along with high reliability and low latency. Moreover, it is a low-cost low
power system that allows a high tag density enabling lower infrastructure

implementation and maintenance costs (Decawave n.d.).
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2.4 MApP BASED METHODS

2.4.1 Map-Aiding

Positioning with GNSS in urban areas can have errors of tens of meters due to
shadowing, multipath effects or other effects affecting the GNSS signal. Map aiding
is a technique that combines traditional GNSS positioning with 3D mapping and
GNSS shadow matching. Shadow matching obtains a position comparing the
measured signal with a set of positions predicted using 3D mapping. In this case,
both pseudorange and signal to noise measurements are used to determine the
position (P. Groves et al. 2016).

Over the past years different techniques using 3D mapping have been
developed. The simplest form of map aiding is the terrain height aiding (Adjrad and
Groves 2017). For most applications the GNSS antenna are found at a certain height
above the ground. Using a Digital Elevation Model (DEM) the position can be
constrained to a surface. So the position estimation is done into a 2D space and then
the height is obtained using the Digital Elevation Model. Removing a dimension from
the position solution calculation can also improve the accuracy of the other
dimensions. Height aiding can improve not only vertical position components but
also horizontal ones in almost a factor of two as the solution estimation is done only

for 2 dimensions but using all the available satellites (Adjrad and Groves 2017).

Environmental 3D maps are constructed, usually in urban environments in order
to predict which signals are going to be blocked and which ones are going to be
visible (LOS and NLOS signals can also be predicted) (Bradbury et al. 2007).

In a first glance taking into account a complete city model when analyzing the
availability of the GNSS signals seems to be a great computation effort. However,

the computation load can be reduced considering some constraints. For example,
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buildings more far away than 300m from the receiver are not relevant or satellites
recently used by the user are the first in being analyzed (Wang, Groves, and Ziebart
2012b).

Position is determined comparing the available signals measured with the ones
predicted to be available using the 3D map of the environment. This has been
experimentally demonstrated in (Ben-Moshe et al. n.d.)(Wang, Groves, and Ziebart
2011)(Suzuki and Kubo 2012)(Wang, Groves, and Ziebart 2012a)(Isaacs et al.
2014)(Wang, Groves, and Ziebart 2015)(Wang n.d.)(Yozevitch and Moshe 2015).

Accuracies of around five-ten meters have been achieved in urban areas.

Another way of using 3D mapping is to use the building models to discard the
NLOS signals before doing the positioning calculus. Usually, when positioning in
urban environments, there is big uncertainty in position estimation. In this areas, the

obtained GNSS positions could be used as an area definition for map definition.

Researchers have also used 3D mapping to predict the delay of the NLOS
signals received. However, these techniques require a high computation engine
unless the area in which it is being used is very small (Suzuki and K. 2013)(Kumar
and Petovello 2014)(Hsu, Gu, and Kamijo 2016)(Kumar and Petovello 2016).

In summary, using as many techniques as possible of the ones introduced will
be the best solution to obtain an accurate position. Anyhow a trade-off between
position accuracy and computing load should be taken into account.

e 3D mapping is a technique useful for single epoch positioning, as for
multiple epoch positioning exist many other GNSS augmentation
methods that are more accurate and easier to implement (P. D. Groves
2008).
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e 3D mapping is intended to be important in multi-epoch positioning such
as navigation as it will enable position to be accurately initialized and

re-initialized in challenging urban environments (P. Groves et al. 2016).

3D mapping has a great potential to provide accurate positioning in dense urban
areas. However, it is not sufficiently reliable and efficient for deployment in
commercial products yet. For that it should work in a big range of different
environments, provide quality metrics of the data given, has to be able to work in
different user equipment with minor changes, be efficient in processing and to have

an easy access to 3D maps already constructed (P. D. Groves et al. 2015).

2.4.2 Map-Matching

Map matching enhances the availability for location in railway applications.
Applied at a centralized location, it can improve the consistency of the reported
locations (Hutchinson 2016). The basic idea of map-matching is to compare the
output of a positioning module with the shape of the nearest environment in order to
obtain a better position estimation. Two ways of map-matching are used nowadays;

Semi-deterministic and Probabilistic.

e Semi-Deterministic map-matching: It assumes that the vehicle is
travelling in a road (a railway track when using it for trains). The simplest
semi deterministic map-matching is to move the estimated position to
the nearest point in the road or railway.

e Probabilistic map-matching: It improves the performance of the semi
deterministic ones by incorporating the accuracy of the position
estimated to the map information available. Using the error models of
the sensors used for positioning, confidence regions are defined for the
estimation given. The regions appearing over roads or railways are more

likely to be the places in which the receptor is actually located.
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2.5 IMU AND GNSS DATA FUSION

Data fusion between IMU and GNSS can be done in many ways. In this section,

the most common ones are going to be introduced.

2.5.1 Loosely coupled integration

Each system (GNSS and IMU systems) obtains a position velocity and attitude
estimation independently. The information obtained is fused using an optimal

estimator in order to obtain a third solution.

RF Signa[ GPS Kalman GFS Pasition, Velocity
Processing ' Filter ‘
Integrated
Navigation
Optimal Solution
Estimator I

1

INS Position, Velocity
Attitude

Inertial Sensors P~ Mechanization

Figure 2.5 Loosely coupled integration scheme (Noureldin, Karamat, and Georgy 2013)

2.5.2 Tightly coupled integration

Pseudo-range and pseudo-range rate from GNSS and accelerations and
rotation rates from the IMU are mixed by a single estimator in order to achieve a

single position estimation.
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Figure 2.6 Tightly coupled integration scheme (Noureldin, Karamat, and Georgy 2013)

2.5.3 Deeply coupled integration

The main advantage of this method, also known as ultra-tightly coupled
integration, is that the dynamics of the host vehicle are compensated in the GNSS
tracking loops using the Doppler information. Various configurations for ultra-tightly
coupled integration exist. The estimator combines the pseudo-ranges or the In-
phase and Quadrature measurements from the GNSS with the navigation
parameters obtained from the IMU in order to render the estimated Doppler. This
Doppler is used to remove the dynamics from the GNSS signal entering the tracking
loops, reducing in this way the carrier tracking loop bandwidth. This integration is
more complex and requires access to the GNSS hardware, but it can improve the

quality of the raw measurements and the anti-jamming performance comparing with

the integrations presented before (Noureldin, Karamat, and Georgy 2013).
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Figure 2.7 Deeply coupled integration (Noureldin, Karamat, and Georgy 2013)

2.5.4 IMU and GNSS Fusion Algorithm

Several algorithms for optimal fusion between IMU and GNSS data exist; the
most used ones are the Kalman filter (KF), the particle filter (PF) and the artificial
intelligence (Al). Traditionally, the Kalman filter has been used to fuse navigational
data (Faragher 2012). Kalman Filter is an optimal recursive algorithm that processes
all the available measurements to optimally estimate the current value of the state of

interest and obtain the uncertainty of the estimation done.
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2.5.5 IMU/GNSS integration

2.5.5.1 Open-loop architecture

In this configuration, position, velocity, and attitude are performed external to
the IMU where the estimation errors are subtracted from the IMU solution in each
iteration. The errors are not sent back to the IMU. The advantage of this architecture
is that the raw IMU solution is capable to support integrity monitoring and continuing
service in the event of a problem with the Kalman Filter. However, the errors in the
IMU grow larger with time (Section 2.2), making the linearity assumption invalid. So,

open-loop architecture is more susceptible to Kalman Filter performance issues.
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Figure 2.8 Open-loop architecture (Noureldin, Karamat, and Georgy 2013)

2.5.5.2 Closed-loop architecture

In this architecture, based on a Loosely coupled integration, the error estimates
from the Kalman filter are fed back in order to correct the IMU eliminating the biases
and giving a reference position to the mechanization. The output of the IMU would
be the output of the integrated solution. Kalman Filter is reset to zero after the error

estimates are fed back. Kalman Filter estimated accelerometer and gyroscope errors
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are also fed back to correct the IMU measurements before they are used in
mechanization. The errors are applied in every iteration of mechanization and

acceleration and gyroscope errors are updated periodically.
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Figure 2.9 Closed-loop architecture (Noureldin, Karamat, and Georgy 2013)

2.5.5.3 Tightly coupled IMU/GNSS Integration

This architecture is based on the tightly coupled integration and has only a
common master filter. The difference between the pseudo-range measurements of
the GNSS and the corresponding values predicted by the IMU is fed to the Kalman
Filter to estimate the errors made by the IMU. The output of the IMU is then corrected
with these errors to obtain the integrated navigation solution. Pseudo-range or
pseudo-range rate measurements can be used, but usually, both are used as they
are complementary to each other. This architecture eliminates the problem of the
correlated measurements that appears in loosely coupled approaches due to the
cascaded Kalman Filters. This integration can give a GNSS update even if fewer
than four satellites are visible. However, it is more difficult to implement as the
algorithm implies processing raw GNSS data and there is no standalone GPS
solution. Using the same hardware a tightly coupled integration almost always

performs better than a loosely coupled one (Petovello n.d.).
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Figure 2.10 Tightly coupled IMU/GNSS integration (Noureldin, Karamat, and Georgy 2013)

The overall implementation of a tightly coupled IMU/GNSS integration is shown

in the picture below (Figure 2.11).
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Figure 2.11 Overall implementation of a tightly coupled IMU/GNSS integration (Noureldin,
Karamat, and Georgy 2013)
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Now, every block shown in Figure 2.11 is going to be explained in order to

introduce how to perform a complete integration.

2.5.5.3.1 IMU part

The system model for continuous INS KF is

(2.70)
ox = Fi6x; + Gyw;
Where,
x, the state vector of the IMU;
F; dynamic coefficient matrix of the IMU model;
G, noise distribution matrix;
w; white noise.
(2.71)
8xi5x1 = [0Tdx1, SVxr, E4x1) W31, Of3a]”
Where,
ort = [6¢, 54, 8R]" is the position error vector
svt = [6ve,6vn,6vu]T is the Earth-referenced velocity error vector
et = [6p, 61, 8A]T is the attitude error vector
ow = [wa, dwy, Swz]T is the gyroscope error vector (consisting of drifts)
8f = |8, 8f,, 6fZ]T is accelerometer error vector (consisting of biases)

w is the unit-variance white Gaussian noise,
the term G is the noise distribution vector (including the variances associated with

the state vector)
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G= (2.72)
= |97 1432 Ov1x32 O 153 Ow 1432 0f1x3

The term F is the dynamic coefficient matrix that contains the IMU error models
for the position, velocity and attitude and the inertial sensors (Noureldin, Karamat,
and Georgy 2013).

03x3 F;” 03x3 03x3 03x3
03x3 03x3 Fv 03x3 RllJ

2.73
F=10305 F Oz Rf; 033 ( )
O3x3 O3x3 O3x3  F,  Osy3
03x3 03x3 03x3 03x3 Ff
2.5.5.3.2 GNSS part
The equation for the Kalman Filter system model for the GNSS is:
(2.74)

83&0 = F66x6 + G(:;WG

It can also be written as:

5b] 10 1 (Sbr] op (2.75)
[Sdr] “lo o [6dr + g we
Where, 6b, is the bias of the GNSS receiver clock and é&d, is its drift. g, is the

standard deviation of the white noise for the clock bias and o, is the standard

deviation of the noise for the clock drift.

Combining IMU and GNSS system models:
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6x = Féx + Gw
(2.76)
6x;1 _[Fr O 6x,] [G,]
oo g et | A KR A I
Inserting the parameters from the IMU and the GNSS we obtain:
Y
57.”?;961 (1323 B O3y3 033 03x3 0 0 (57‘31,51'
61;3961 O3x3 I3z 033 R} 0 Off8vi
g?’“ Osxs  Fe Igxs R 033 0 0]f e
6(93961 =103x3 O3x3 O3z I3x3 + Fy 0343 0 Of|6wsy
8f3x1 O3x3  Ozxz  Osys 0343 iz +Fr 0 0| 6fape
6b, O1x3 O1xs Ops 013 013 0 1}f 6b,
[ 5d, | 101x3 Ouxz Oixs 0143 01x3 o oll éd, | (2.77)
(07143 ]
JV1x3
051x3
+ Jw1x3 w
6f1x3
Op
L 04
The discrete equation can also be written as:
(2.78)

6xk = (I + FAt)Sxk_l + GAth_l
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And the expanded one in discrete form as:

[ 67351 ]
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The completely expanded equation can be seen in the following equation

(Noureldin, Karamat, and Georgy 2013):
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2.5.5.4 Measurement model

The measurement model in the discrete-time domain is expressed as:

6Zk = Hk6xk + Nk (281)

Where,

1, is a vector of measurement noise which is zero-mean with covariance R,
H, is the measurement design matrix and describes the linear combinations of
state variables that comprise z,in the absence of noise.

In tightly coupled implementation the available observations are pseudo-ranges
and pseudo-range rate measurements. The measurement vector is composed of
the difference between these two values predicted by the IMU and the GNSS

(2.80)
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P 8z, _ [Pins — pGPS] (2.82)
6z, Pins — Peps
For M satellites:
_6 1 4 ) i
(SZZ Pins — Péps
?p Pins — Péps
» :

6z, _ Pins = Péps (2.83)
52; Pins — Péps
523 Pins — Péps
62} pins — Péps]

2.5.5.4.1 Pseudo-range measurements:

The pseudo-range measurement vector to implement an error state Kalman

Filter has the following form:

2.84
5Zp = Pins — Pgps ( )

The pseudo-range for the m™ satellite to the GNSS receiver can be modeled in

the following way:

peps = 1™ + cbt,. — cbts + cI™ + cT™ + & (2.85)

Where

pm.  is the measured pseudo-range from the m" satellite to the GNSS

receiver (meters)

rm is the actual distance between the receiver antenna at the reception

time t, and the satellite’s antenna at the transmit time t* (meters)

ot, is the receiver’s clock offset (sec)
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c is the speed of light (meters/sec)

Ot is the satellite’s clock offset (sec)

m is the ionospheric delay (sec)

™ is the tropospheric delay (sec)

g is the error due to inexact modelling, receiver noise and multipath

Satellite clock bias and ionospheric errors can be calculated from the satellite’s
navigation message, and tropospheric can also be estimated. After correcting all

errors except receiver errors (noise and clock bias), the corrected pseudo-range is:

pgps =1 + cbt, + & (2.86)

Where the last term is the total effect of residual errors. The true geometric

range from the m™ satellite to the receiver is

2.87
P = G =TT =y G 7 = = (280
Where
x=[x,y,2z]" is the true receiver position in the e-frame
x™ = [x™,y™ z™T is the mt" satellite’s position in the e-frame
So the equation (2.86) above can be now written as:
(2.88)

Pips = (x —x™)?2 + (y —y™)?2 + (z — 2™)? + 6b, + &

Where 8b, = c¢ét, is the error in range (meters) due to the receiver’s clock bias.

The corrected position of the receiver is defined as,

X xINS - 6x

2.89
[}’] = IyINS - 53’] ( )
z Ziys — 0z
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Where
Xins = [Xins) y,NS,z,NS]T is the output of the mechanization
Sx = [6x,6y,62]" is the estimated position error

The pseudo-range equation is not linear, so it must be linearized to use the
Kalman Filter by applying a Taylor series aroundx,ys. So linearizing the equation

(2.88), we obtain the following expression.

m
Pgps

= Ctns — X™2 + (Vins — Y™)? + (zys — 2™)?

2.90
(s —x™)(x = x1n5) + ivs — Y™ — Yins) + (Zivs — 2™) (2 — zpys) ( )
Vs = x™)2 + s — Y™)? + (Ziys — 2™)?
+6b, + &
By defining the pseudo-range for the output of the IMU to be,
(2.91)

Pins = \/(xuvs —x™)2 4+ (Yivs —Y™)?% + (zins — 2™)?
We obtain,
Pins — PGps

_ (xvs = x™)(x = xv5) + ivs — Y™ — yivs) + (Zins — 2™) (2 — zyns) (2.92)
VGins = X™?2 + iws — Y™)? + (Zins — 2™)?

— &b, + £
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(s —x™)
im Vs —x™? + (Yins — y™)? + (ziys — 2™)?
m = 1,Jf,;IN5 _ Yvs =™ (2.93)
s 1fr'lms Vs = x™2 + ivs — Y™? + (Zins — 2™)?
ZINS (zins —2™)
[ Ctns — ™2 + s — Y™? + (zns — 2™)?]

Is the line of sight unit vector from the m" satellite to the receiver’s position

based upon the output of mechanization. And therefore,

N 2.94
pins — Pops = LxunsOx + 13 ns0y + 174ys02 — 8b, + & ( )
With
Xins — X
[ l [)’11\15 ]
ZiNs —Z (2.95)

X
zt = [1¥ns Whns 1ws) [5}’] — &b, + &
0z
When M satellites are visible, the equation (2.95) can be expressed as

1 1 -

Pins — Pgps
2 2

8z, = Pins — Pcps
M M

Pins — PepsH

r11 1 1
1x,IN.S‘ 1y INS 1Z,INS

2 2
— | Lxans 1y11vs 1Zns (2.96)

1M 1 ' 1 62 3x1

LLx,INS ¥,INS ZINSdypn by Mx1

- a1

&

52
+
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By defining a geometry matrix Y, we get

6x
6Zp = Yz |:5Y] — 8Dy iy + gp,Mxl (2.97)
6zl3x

The position in the equation (2.97) above is in ECEF geodetic coordinates, to
be able to use it

ox
6z (2.98)
—(Ry + h)singpcosA  —(Ry + h)cosgpsind  cos ¢ cos | [5¢p
—(Ry + h)singsinl (Ry+h)cos@pcosd cosesind||sa
{Ry(1—e?)+ h)}cosg 0 sin @ Sh
(2.99)
Sx
6Zp = YuxsTaxs [6}’] — 8br px1 + gp,Mxl
6z1351
Where,
H74x3 = GuyxsT3x3 (2.100)

Pseudo-range rate measurements:

The measurement vector for the pseudo-range rate is the difference between
the pseudo-range rate predicted by the INS and the value measured by the GPS.

5Zp = Pins — Peps (2.101)

The Doppler shift produced by satellite and receiver motion is the projection of
the relative velocities onto the line of sight, scaled by the transmission frequency and
divided by speed of light

_ @™ —v) 1L (2.102)
Cc

Dm
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Where,
v = [v;", vy, vy ’ is the velocity of the m*" satellite in the e-frame
v = [vy, vy, vZ]T is the true receiver velocity in the e-frame
Ly is the satellite transmission frequency
c speed of light
1 line of sight unit vector from the m™ satellite to the

GNSS receiver

Pseudo-range can be computed as,
D™c¢
Ly

The pseudo-range can be modeled as

pm =

pg},sz1xm-(vx—v,§”)+1;”-(vy—v}’,”)+1’Z”-(vz—vzm)+c6tu+sg1

pg}gsz1;”-(vx—v,§”)+1;,”‘(vy—v}’,”)+1’zn‘(vz—vzm)+5dr+£,§n

(2.103)

(2.104)

Where 4d, is the receiver's clock drift in meters/sec and &' is the error in

observation. The IMU estimated pseudo-range is:

Pis = 10ns - (Veans — V) + 10ns - (Vyvs — Vi) + 10ns - (Vzns —vpt)  (2.105)

Where v, ys, V), ys » Vzvs @re the receiver’s velocities in the e-frame estimated

by the IMU. Taking the difference of the IMU-estimated pseudo-range rate and

GNSS-measured pseudo-range rate, we get:
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Pis = Pbs = =1 - (Vx = Viaws) = Wins - (vy = vyws) = 1iws (2.106)

(v, = Vons) — 0dy + €5

Pins — Pops = Liuns (Vx,uvs - Ux) + 130ns (Vy,INs - Vy) + 170N (2.107)
N (UZ,INS - Vz) - Sdr + E;;n
62;;1 = 1;2'”\/5 . 6vx + 1;?”\]5 . 6vy + 12}”\15 . 6172 - 6dr + E;n (2108)
Where
Uxins — Ux
875" = pis — Péps and vy | = [UJ’JNS - vyl
VzinNs — Uz
Changing this equation to state-space form,
6V,
620t = [Lms  1ynvs  17ws] |60y [ — 8d, + &5 (2.109)
ov,

Making it general for M satellites the pseudo-range rate measurement model is
pIINS - pcl;PS-
6z, = Pins - Péps

M M
PINs — PgpsH

Levs 13ns zINS
e 12 l ] l \
— [txvs  lyins zINS
[ 1¥ins Liws zINS Arlpges (2.110)
_spl
2
+| %
1y
_Ep Mx1
Svy (2.111)
62}3 = Gux3 61]3’ - 6‘dr Mx1 T gp Mx1
ov.

ZIMx1
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The relationship between velocity in I-frame and e-frame is

6V, —sinA sin@cosA cos @ cosA][ov,
Svy| = [ cosA sing@sind cos¢@sini (Svnl (2.112)
v, 0 cos @ sin ¢ Sy

Where the matrix can be written as Rj. And the pseudo-range rate

measurement model becomes

Ovg
6le = 8y pux1 + £ (2.113)
Svy

6Zp = GMx3Rle

2.5.5.5 Overall measurement model

The measurement model for pseudo-range errors and pseudo-range rate errors

can be combined to create an overall measurement model as

— 1 1 -

Pins — Pgps
2 _ .2

Pins — PGps

M M
PiNs — Pgps
.1 -1
Pins — Pgps
2 a2
Pins — Péps

(2.114)

M M
LPINS — P6Psdaprx1
p
_[HMx3 0Mx3 0Mx9 _1Mx1 OMxl
- p
0Mx3 Hst 0Mx‘) 0Mx1 _1Mx1 2Mx17

gp,Mxl

: 6x17x1 [ ]
&
PMx11 58101
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2.5.5.5.1 IMU part

After explaining how to create the Kalman filter and the pseudo-range/pseudo-
range rate measurements, now the mechanization of the IMU measurements is

going to be introduced.

First of all, the gyroscope measurement model is the following one

&)V?b = (Ug)b +bg+5a)f’b +N0)f’b +£g (2115)
Where,
vab is the gyroscope measurement vector (deg/h)
wh, is the true angular rate velocity vector (deg/h)
b, is the gyroscope instrument bias vector (deg/h)
S is a matrix representing the gyro scale factor
N is a matrix representing non-orthogonality of the gyro triad
&g is a vector representing the gyro sensor noise (deg/h)

The matrices N, and S, are given as

1 Ogxy Ygxz
Ny=|0gyx 1 gy,
Ogox Ogzy 1 (2.116)
Sgx O 0
Sg = 0 s50 O
0 0 s

Where 6/, are the small angles defining the misalignments between the

different gyroscope axes i and s, ; are the scale factors for the different gyroscope

axes i.
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And the accelerometer measurement model is similar to the gyroscope one.

fP=f+b,+S.f+S,f2+N,f+8g+¢e, (2.117)

Where,

is the accelerometer measurement vector (m/s?)

is the true specific force vector (i.e. observable) (m/s?)

is the specific force (m/s?)

is the accelerometer instrument bias vector (m/s?)

is a matrix of the linear scale factor error

is a matrix of the non-linear scale factor error

is a matrix representing non-orthogonality of the accelerometer triad

is the anomalous gravity vector (i.e. deviation from the theoretical

gravity value) (m/s?)

is a vector representing the accelerometer sensor noise (m/s?)

The matrices N, S; and S, are

1 Qa,xy 6 axz

Ny=|0ayx 1  Oay, (2.118)
ea ZX ea,zy 1
S 0 0 (2.119)
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S 0 0 (2.120)
SZ = 0 Sz'y 0
0 0 s,

Where 6,; are the small angles defining the misalignments between the
different accelerometer axes i and S;; and S,; are the scale factors for the three

accelerometers.

For both inertial sensors, the scale factors are considered to be constant but
unknown quantities that are uncorrelated between the different sensors. This error

can be eliminated using calibration techniques.

2.5.5.5.1.1 IMU mechanization

The output of an accelerometer is the specific force and is given as
fizai_g-i (2121)

If a' = #' it can be rewritten as

Fl=fl4+ gt (2.122)
Where,
7 is the second derivative of the position vector measured from the
origin of the inertial frame to the moving platform
f is the specific force

is the gravitational vector

The second-order equations can be transformed to a set of first-order equations

as follows
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o= pi (2.123)
vi=fl+ gt
The measurements are usually made in the body frame that is assumed to
coincide with the sensor triad frame. This measurements can be transformed into
the inertial frame using the transformation matrixR},.
fi=Rifb (2.124)

Where R. is a 3x3 rotation matrix that transforms the measurements from the
b-frame to the i-frame. The same transformation has to be done with the gravitational
vector but that is usually represented in the e-frame or the I-frame.

gt =R.Lg® (2.125)

And so we have
v' = RLfP + RLg® (2.126)

The rate of change of a transformation matrix is

Rl = R0, (2.127)
With
0 —-w, w (2.128)
Q=lw, 0 —w
—Wy Wy 0

Where w,, w,and w, are the gyroscope measurements in the b-frame. Finally,

the mechanization of the i-frame can be summarized as

7 v (2.129)
v | = |Rpf” + RLg°
Ry, R, Q%

r' = [x' y' Z'] is a 3D position vector in the i-frame
v' = [v, v}, vi]is a 3D velocity vector in the i-frame

R is a 3x3 matrix containing the information for the three Euler angles

The following block diagram shows the mechanization of the IMU in the inertial

frame.
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Figure 2.12 Mechanization of the IMU in the inertial frame (Noureldin, Karamat, and Georgy 2013)

2.5.5.5.1.1.1 Mechanization in ECEF frame

A position vector in the e-frame can be transformed to the i-frame by using the
rotation matrix R,
ri = Rire (2.130)
After differentiating twice and rearranging the terms,
#t = RL(#® + 205 7¢ + QL 1r¢ + Q0% 1¢) (2.131)
And substituting in the specific force equation,
RL(7® 4+ 205,7¢ + Q%,r° + Q5,05,7°) = f1 + g (2.132)
Substituting the right hand with their equivalents in the i-frame we get
RL(7#¢ + 2057 + Q%Lre + Q5,05 1°) = RLf? + RLG® (2.133)
The equation can be simplified by letting R, = RLRS and Q;,r° = 0 due to the

approximately constant value of the Earth’s rotation rate w;,
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RL(7 +208,7° + O%r° + OF,0f,r°) = RLREf° + RLg® (2.134)
7e = Rgfb - 2Q‘ieef'e + g—e - Q'ieeﬂ‘igere
The gravity vector is defined as g° = g° — Q,Q5,r°, so it can be reduced to

e = Rgfb _ 29;—’61;-9 + ge (2135)

The second-order equation can be separated into two first-order equations

e —
= (2.136)
Y, = REfP — 2Q08,v° + g°
The rate of change of the rotation can be given as
Rf = REQL, (2.137)

We use the following relationships to write the above expression in terms of
angular rate monitored by the gyroscopes.
Qf, = O, + Qg
02, = —0f, + 0 (2:138)
02 = Qg + 0
And substituting the relationships,
Rf = RE(Q5, + Qb (2.139)

The e-frame equations can be summarized as

e

; ve (2.140)
ve| = |REFP — 208 v° + g©
Ry R5(Q2; + Q)

Which represent the mechanization equations in the e-frame where the inputs
are the sensed acceleration f” from the accelerometers and rotation rates w?,from
the gyroscopes. The outputs are the position vector r, the velocity vector v, and the

Euler angles, all expressed in the e-frame. The figure below is the block diagram of

the mechanization explained before.
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Figure 2.13 Mechanization in the e-frame (Noureldin, Karamat, and Georgy 2013)

2.5.5.5.1.1.2 Mechanization in local-level frame

In many cases to make the mechanization in LLF (Local Level Frame) has

advantages:

e It gives a more intuitive navigation solution to the user near the Earth’s

surface.

e The |-frame axes are aligned with the ENU directions and the attitude

angles can be obtained directly at the output of the mechanization

equations.

e The computational errors in the navigation parameter on the horizontal

plane (E-N) are bounded by the Schuler effect.

e This effect stipulates that the inertial system errors of the horizontal

plane components are coupled to produce the Schuler loop and that

these errors oscillate at the Schuler frequency 1/5000Hz.

>
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The position vector of a moving plane is expressed in geodetic coordinates in
the ECEF frame as
rl=[p A AT (2.141)

Where ¢ is the latitude, A is the longitude and h is the altitude. The rate of
change of its position is expressed in terms of the velocity in ENU directions because
the platform travels near to the surface of the Earth. The rate of change of the

latitude, longitude, and altitude are

, Un

$ =R +h

i Ve (2.142)

(Ry + h)cosg
h =,
Where,

v, is the component of the velocity in the east direction
v, is the component of the velocity in the north direction
v, is the component of the velocity in the up direction
Ry is the meridian radius of the ellipsoid
Ry is the normal radius of the ellipsoid

Those last equations can be written in matrix notation in the following way

1
(p 0 RM + h 0 vn t
Al=__ 1t 0 L’jl (2.143)
h (Ry + h)cosg u
0 0 1
‘f'l — D—lvl

In which D! transforms the velocity vector from rectangular coordinates into

curvilinear coordinates in the ECEF frame.
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2.5.5.5.1.1.3 Velocity Mechanization equations in ECEF frame

The acceleration of the moving body is measured in three mutually orthogonal
directions in the b-frame by a three-axis accelerometer. These measurements are

the specific force measurements and are given in the b-frame as

fx
o =|f, (2.144)
fz
They can be transformed to the local-level frame using the rotation matrix
fe fx
f'=|f"| = Rbf* = R |y (2.145)
f* fz

The acceleration components expressed in the LLF cannot directly yield the
velocity components of the moving body. That happens due to the following reasons:
e The rotation of the Earth about its spin axis is interpreted in the LLF as

the angular velocity w/,

0
ot = Iwe cos @ (2.146)

e
w® sin @

e A change of the LLF with respect to the earth arises from the definition
of the local north and vertical directions. The north direction is tangent
to the meridian. The vertical direction is normal to the Earth’s surface.

This effect is interpreted by the angular velocity w,

vn
e v,
Asing v, tan @

e The Earth’s gravity field is

0
gl = [ 0 } (2.148)
-g
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Taking these three factors into consideration, the expression of the time rate of
change of the velocity components in the moving body can be derived. The Earth
referenced velocity vector can be transformed into the LLF by using the rotation
matrix

vt = RLre (2.149)

Where,v! = [v,,v,,1,]7, and the time derivative is
vl = RLFe + RL7® (2.150)

Substituting the rate of change of the transformation matrix, R}, = RLQE,

vt = RLOS, 7¢ + RL#*®

(2.151)
vt = RL(QE, 7 + )
We know that Qf, = —Q¢, and ¢ = v°¢
vl = RL(#¢ — Q& v°) (2.152)

We can transform the position vector r from the ECEF frame into the inertial
frame by
rl = Rire (2.153)
Taking the time derivative and using the following relationship, R: = R.Q¢,
it = Rir® + RL7®
= Réﬂfere + Réf‘e (2154)
it = RL(QS,T° +7°)
Where Qf, is the skew-symmetric matrix corresponding to wf,. Taking the
second time derivative and rearranging terms, we obtain
#t = RL(#€ + 2087 + Q&,r® + Q8,08 7r°) (2.155)
We know that the Earth’s rotation rate is approximately constant, so Q¢, =
it = RL(F® + 205,7° + QF,Q5,1°) (2.156)
Due to Newton’s laws, we have the relationship between the second time

derivative, the specific force, and the gravitational field vector,



88 Chapter 2: State of the art

Fl=fl4 gt (2.157)

And substituting the value of #
F 4 g' = R + 2067 + 04,05,7)
REGF+g0) = G + 20 +05,05r) (2.158)
fe+ G = (74 20077 + 0057)
e = f¢ 4+ g° — 08,08 e — 208,79)
The gravitational field vector (g¢) and the gravity field vector (g¢) are related;

g¢ = g¢ — Q5,08 e (2.159)

Substituting in the previous equation and using the fact that 7¢ = v®
#e = fe 4 g — 208, v° (2.160)
Substituting this expression in the equation for the velocity derivative in the LLF
v! = RL(FE + g° — 205,v° — 0§ v°)
o' = RYF® + g° — (205, + 0%)v°)
vl = RLFe + RLg® — RL(20, + Qg)v° 2.161)
vt = f'+ g' — RL(2R{ QL R. + R{ QL RL)v®
o = RLF? + g — (2RLR A, + RLRFOL, )RLv

vt = RpfP — (20, + 0L)v! + ¢t
With RL the transformation matrix from the b-frame to the I-frame, f? the specific
force measured by the accelerometers in the b-frame and g' the gravity vector in the

I-frame. Q!, and Q.; are the skew-symmetric matrices of w), and w},.

0 0 —wfsing wfcos@

w}, = [a)e cos@| - Ql, =| wsing 0 0

w® sin @ —w® cos @ 0 0
vy, —v, tan @ Ve

- 0 .
Ry +h Ry+h Ry+h (2.162)

Ve v, tan @ v

1 _ Lo_|Ze n

Wer =| Ry+h |7 0= Ry+h 0 Ry +h

v, tan ¢ -0, —v, 0

Ry +h Ry+h Ry+h
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2.5.5.5.1.1.4 Attitude (orientation) mechanization equations

The attitude of the moving body is determined by solving the time derivative
equation of the rotation matrix that relates the body frame with the LLF. For local-
level mechanization, the following time derivative equation of the transformation
matrix should be considered.

Rl = RLO, (2.163)

And the angular velocity matrix can be expressed as

Qp, = QO +
0f = -0 +0p, (2.164)
‘Q?b = ‘Q?b - ‘Q?I
If we substitute
Rl = RL(Qb, — b (2.165)

The rotation matrix can be obtained by solving this equation for the attitude
angles. Qb,, the rate of rotation with respect to the i-frame, is measured by the
gyroscopes. In addition to the angular velocities, the gyroscopes contain the Earth’s
rotation and the change of orientation of the LLF. So Q} must be subtracted from Q5
to remove these effects. Qf has two parts; the Earth’s rotation rate with respect to
the i-frame but represented in the body frame (Q%,) and the change of orientation of

the LLF with respect to the ECEF frame as expressed in body frame (Q5)).

of =0l + 0l
Qf, = R QR}
le = RlbﬂilellJ

(2.166)
Of = R) QiR + RPQYR),

Qf = RY (24 + Qe)R)
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And substituting these relationships in the equation introduced before,
R) = Rb[f, — RY (2, + LR} (2:167)

Where QF) is the skew-symmetric matrix corresponding to the gyroscopic

measurement vector.

The previous results can be summarized in the following matrix which shows

the mechanization in the local-level frame.

‘f‘l D—lvl
vl | = |Rbf® — (20, + Q)v' + ¢ (2.168)
Rj Ry (Q7 + Q7

The position output is in ECEF curvilinear coordinates, the velocity is in I-frame
coordinates (ENU) and the attitude angles (yaw, roll, and pitch) are measured with

respect to the I-frame.

Gravity
Model

/'7 Transformation

Accelerometers -—b from body

VI i
- — e §

frame to ECEF
frame
R, 1 Coriolis v r
Q”h " Correction — !
h ttitude
Y Attitud
Gyroscopes = Computation [ p = P Attitude
«;:, — * S :
~ Initial
I Attitude

Figure 2.14 Mechanization in ECEF coordinates (Noureldin, Karamat, and Georgy 2013)
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2.6 GNSS AND UWB DATA FUSION

Data fusion between GNSS and UWB can be done in multiple ways as
explained in Section 2.5 for GNSS and IMU fusion. In the last times, some fusion
algorithms have been presented in order to enhance the performance of positioning

systems in GNSS compromised environments.

Lack of GNSS signals it's a challenge for implementing positioning systems in
urban canyons or tunnels. Nowadays new options have been presented for
positioning in GNSS denied areas. (Gao et al. n.d.), introduces a cooperative

positioning solution using integrated Ultra Wideband (UWB) and GNSS.

Other works (Macgougan and Klukas 2009) instead of using GNSS stand-
alone, use RTK (Real Time Kinematics) GNSS to fuse with UWB. This technique is
common in the industry, but limited in application due to signal masking, attenuation
and multipath in hostile environments. That is the reason why RTK systems are not
useful in urban canyons, forests and congested construction environments. For the
case of this thesis, this kind of GNSS is not a good option to do a fusion with UWB
as the railway industry has usually operations in this kind of environments. Moreover,
RTK systems need more data than the one obtained by a single GNSS receiver. The

fusion presented is mostly used in surveying applications.

Another application in which GNSS and UWB data fusion has been presented
is the emergency system positioning (Han et al. 2019) (AIOSAT n.d.). For emergency
systems such as firefighters, police or security services, indoor/outdoor coordinated
positioning systems are needed, and the fusion presented in this section can fulfil
those requirements. Those indoor/outdoor transitions could be performed by the

presented fusion maintaining a high-accuracy positioning.

After analysing the publications introduced, the use of UWB seems a good
solution to maintain high accuracy positioning in environments in which GNSS signal
reception is not good or it is denied. However, for the use of UWB some anchors

have to be placed in the area in which positioning is performed. This fact makes the
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use of UWB not suitable for large areas as a big number of anchors are needed to
make the system work. That leads us to the use of UWB fused with GNSS to
demanding areas in a railway, or for train stations in which high accuracy is needed

due to the high number of trains in a small area.

Moreover, a brief analysis of the state of the art in GNSS and UWB fusion has
shown us, that there are not applications with GNSS and UWB for railway available
in the literature. That opens a good opportunity in order to analyse if the performance
of this kind of fusion in terms of field test could be useful for the railway industry.
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2.7 RAIM

Receiver Autonomous Integrity Monitoring (RAIM) is defined as an algorithm
that determines the integrity of the GNSS solution. It compares pseudorange
measurements to ensure that they are consistent. RAIM algorithms make use of
measurement redundancy to check the relative consistency among them and

satellite failure detection.

2.7.1 Fault Detection and Exclusion

e Fault Detection: This process checks the reliability of the
measurements, using statistical hypothesis or least-squares position
estimation (RAIM - Navipedia n.d.).

e Fault Exclusion: This process is only activated if a fault is detected in the
process explained before. Its function is to detect the measurements
responsible for the fault detected before. In this way, it would be
discarded from the navigation solution calculus (RAIM - Navipedia n.d.).

Fault detection and fault exclusion processes should be called iteratively until

no faultier measurements are detected.

The enhanced version of RAIM (eRAIM) is also known as Fault Detection and
Exclusion (FDE). It uses at least six satellites to detect and exclude a possible faulty
satellite without stopping the navigation function. The eRAIM algorithms are derived
from the least-squares estimators of the state parameters in a Gauss-Markov KF
(WANG 1999) and are used to assess GNSS/INS (see Subsection 2.5.5 for more
information about the integration) RAIM performance for a tightly coupled simulation
scenario (Hewitson and Wang n.d.). For more information about FDE methods and

their strengths and weaknesses, see Appendix A.1.
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2.7.2 Integrity Engine

Receiver Autonomous Integrity Monitoring algorithms have been developed for
use with GPS positioning and now are extended to all GNSS. The development has
principally targeted the field of aviation due to the associated integrity requirements
for aviation applications. In this transport area, multipath and NLOS effects are small
and RAIM techniques focus on providing a barrier to faults arising at a GNSS system
level. RAIM algorithms are designed with the assumption that only one fault may
occur at any one time. Multiple-fault algorithms are in development with a view to

multi-constellation use, but they tend to be computationally demanding.

Application of RAIM to the rail environment must take into account that the
probability of multiple simultaneous faults is orders of magnitude higher than in the
aviation case due to the dominance of multipath and NLOS. As no proven snapshot
RAIM method exists for dealing with this threat, the implementation considered for
trading off position engine options is that of the well-known weighted least-squares
method (Hillenbrand and Hofestadt n.d.).

Horizontal Protection Level (HPL) is based on the assumption that Fault
Detection and Exclusion process excluded any faulty satellite in the processing. It
combines horizontal components of the P matrix into a standard deviation term and

multiples it by a safety factor based on the integrity requirement of the application.
Different RAIM algorithms have been investigated in the last few years:

e Least-Square-Residuals (LS) RAIM: It compares the size of the least-square
residuals of redundant pseudorange measurements. If a measurement is
faulty the residual becomes large.

e Solution Separation RAIM: If more than the minimum 4 satellite signals are
received at a time, the position determination can be split into satellite
subsets. That supposes that at least one healthy subset is available each
time (RAIM - Navipedia n.d.).
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e Multiple Hypothesis Solution Separation (MHSS) RAIM: It is a Solution
Separation RAIM extension that admits multiple simultaneous faulty
measurements (RAIM - Navipedia n.d.).

o Relative RAIM: RRAIM uses carrier phase measurements to propagate
older position solutions in time. RAIM is performed in the carrier trajectory to
ensure integrity and then protection levels are calculated with the new
parameters (RAIM - Navipedia n.d.).

e Absolute RAIM: It is a RAIM extension based on MHSS RAIM. It focuses on
the receiver autonomy instead of in the ground segment (RAIM - Navipedia
n.d.).

e |Isotropy Based Protection Level: It computes the protection level based on
the error isotropy considering multiple fault conditions (RAIM - Navipedia
n.d.).

2.7.2.1 Snapshot Integrity Engine

Numerous Receiver Autonomous Integrity Monitoring (RAIM) algorithms have
been developed in academia and industry for use with GNSS snapshot positioning.
Development has principally targeted the field of aviation due to the associated
integrity requirements for aviation applications. Since aviation involves a clear-sky
antenna view, multipath and NLOS effects are small and RAIM techniques focus on
providing a barrier to faults arising ata GNSS system level. As these kinds of multiple
faults are very rare, traditional techniques are designed with the assumption that only
one fault may occur at any one time. Although snapshot RAIM methods for handling
multiple-faults are in development with a view to multi-constellation use, they tend to

be computationally demanding.

Application of RAIM to the rail environment must take into account that the

probability of multiple simultaneous faults is orders of magnitude higher than in the
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aviation case due to the dominance of multipath and NLOS. As no proven snapshot
RAIM method exists for dealing with this threat, the implementation considered for
trading off position engine options is that of the well-known weighted least-squares
method (Hillenbrand and Hofestadt n.d.).

2.7.2.2 Kalman Filter Integrity Engine

Following the actions of the FDE process, a new estimate of the state vector X;"
is computed using the remaining (not excluded) measurements. Correspondingly the
state covariance matrix is updated to form P . In order to form a Horizontal Protection

Level (HPLgysskr) HPLoxciuge @Nd HP L omqin Need to be generated.

HPL,ycuqe 1S based on the assumption that the FDE process excluded any faulty
satellites in the processing. Therefore, it combines the horizontal components of the
P/ matrix into a single standard deviation term and multiplies by a ‘safety factor’
based on the integrity risk requirement of the application. It is calculated as:

2.169
HPLeyciuge = Koy ( )

Where,

Kis defined as K(p) = Q~'(1 — p), where Q is the cumulative distribution function
of a Rayleigh-distributed random variable with unit standard deviation and p is

the probability of missed detection requirement of the application

oy = \of + of where gy and oy are the standard deviations of the updated state

solution Northing and Easting position components as contained in P}*.

However, the FDE approach used can only remove the faulty measurements
which exceed the threshold. Therefore, there may still be large undetectable biases

remaining on the measurements. Additionally, in order to guarantee the maximum
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availability of integrity, FDE does not exclude any faulty satellites if at any point there
are less than five satellites available. For instance, suppose there are five or fewer
satellites in view for 2 consecutive seconds; if there is at least one satellite with a
large NLOS effect, and this is detected, the FDE would not exclude any satellites.
Therefore, HPL,omain 1S Used to help account for non-Gaussian behavior in the
underlying range errors. HPL,..m.n 1S mainly dependent on the maximum
undetectable bias, the measurement residuals and the safety factor K. It is computed
as:

. 2.170
HPLyemain = K- Biasy - bresigual ( )

Where Biasy, the horizontal maximum, is undetectable bias and b, .44 iS the

measurement residuals.

Thus, we can derive:

2171
HPLgnsskr = Max(HPLexciuger HPLremain) ( )
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2.8 COMMERTIAL POSITIONING SYSTEMS AVAILABLE
FOR DIFFERENT LEVEL OF USERS

The positioning systems existing in the literature, can be grouped in three
macrosegments (GSA 2018).

e Mass market: presenting high-volume receivers for consumer devices.
Automotive (not safety critical), consumer drones, smartphones, and
specialised loT devices from Health to robotics are all covered.

e Transport safety and liability-critical solutions: presenting receivers built
in accordance with standards to deliver such solutions. Automotive,
aviation, professional drones, maritime, search and rescue and, new to
this issue of the TR, space-borne GNSS applications are all covered.

e High precision and timing solutions: presenting receivers designed to
deliver the highest accuracy (position or time) possible. Agriculture,
GIS, Surveying and Timing and Synchronisation applications are all
covered.

In the first macrosegment, different manufacturers lead the market. Within them,
Broadcom in America, or U-blox and STMicroelectronics in Europe fight for that
leadership. In the smartphone market, Qualcomm, Broadcom and MediaTek are the
most important manufacturers. As an example, Broadcom introduced the
BCM47755, a dual-frequency receiver for mobile phones, tablets and wearables with
good impact in the market and brands like Xiaomi using it for their devices (World
2017). U-blox and STMicroelectronics in the other hand lead the market in
automotive, transportation and Internet of the Things (IoT). U-blox sells different
receivers divided in P and T models inside the different updates. U-blox m6T and
m6P, m8T and m8P and the new z9P are some of the most sold receivers of the
brand. Inside the same generation the hardware is quite similar and the firmware is

the one that changes from one model to the other (Explorer 2018).
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The second macrosegment repeats some of the most important manufacturers.
In aviation Garmin, Thales or Rockwell are well positioned in the market. In maritime
environment the receivers are sometimes integrated on the on-board equipment and
on automotive, STMicroelectronics and U-blox are in front of the market. In railway
not many market projects are developed yet and so regarding the common points

that could appear with automotive industry, the research line could be similar.

The third macrosegment is the most complex and expensive. High-end
professional receivers appear here and most of them are out of the budget for many
projects implementation. However, some of the manufacturers for the low-end
receivers also create high-end receivers such as U-blox for precise timing. New
companies as Hexagon with their Leica and Novatel brand appear here and also

Septentrio is in the top of the market in Europe.

The kind of receiver that is going to be used in the this dissertation will be

discussed after presenting the objectives.

Apart from the receivers/systems explained before, some receiver-algorithm
combinations are introduced afterwards due to their interest in different ways such
as open-source systems, there are only a few available for the mass user to buy. In

that way, a brief analysis of other existing systems has been done.

U-blox, besides GNSS receivers, also provides an application called U-center
(U-blox n.d.), that is available for free in their website. This application performs
positioning for data received from devices created by the firma. It gives plenty of data
about the GNSS parameters and the position obtained along with performance
indicators. However, the code is not open source and it is not possible for the user

to know the algorithm performed inside.

Moreover, one of the most well known is RTKLIB (RTKLIB n.d.). It shows plenty
of data about the GNSS signal received along with the obtained position and some
performance indicators about it. The code is open and different algorithms can be

used to obtain a position estimation, such as least-squares or Kalman filter.
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Moreover, the post processing of the data can be performed to obtain better
positioning results. The useful point of this open-source application is that the user

is totally aware of the algorithms used for positioning and the data treatment done.

The last step related to positioning systems is to analyse a commertial
positioning device created specifically for the railway industry. Savvy telematics
created a stand-alone telematics device with a running life up to 15 years called
SAVVY CargoTrac (SAVVY n.d.). The device is optimized for the railway industry
and has a location system using GPS and GLONASS signals. However, its accuracy
and positioning algorithm is not open for the user and its performance is not shown

by the company.

Some of the presented applications have been tested during the current work
and a comparison between the created algorithm within the system and the

applications presented has been done in Chapter 7.
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Chapter 3

Objectives

Chapter 3 presents the objectives of this work. After analyzing the
information introduced in Chapter 1 and Chapter 2, the gaps identified in the
literature have been analyzed and possible solutions to them will be stated in pursuit
of evolving the positioning strategies and adapting them to the new challenges of the
railway transport applications.
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3.1 INTRODUCTION

In the literature, different positioning systems can be found to improve
transport systems by means of reducing the operation cost and improving the safety
of them. These systems involve GNSS, IMU or UWB among others. Some of them
have been fused to perform better accuracies along with a bigger availability of the
whole system. However, a fusion of the three technologies presented (GNSS, IMU,
and UWB) for railway nor other transport systems has not been found in the

literature.

One of the main problems when facing positioning for transport applications
is the lack of availability in the position estimation availability that appears in certain
areas. To cope with this issue, a multi-sensor approach with software enhancements
is proposed. The objective of this research work deals with fusing different sensors
and creating novel software strategies to achieve a higher availability with the best
possible accuracy. The seamless position will benefit in all the operation modes,

from the train station to a harsh environment for satellites, during the train operation
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3.2 OBJECTIVES

The main objective of this research work is to study the current status of the

existing positioning systems for railway systems and to develop and assess a novel

solution combining different positioning technologies to obtain a low-cost system

improving the features presented by the currently used systems in the transport

industry. The system should be able to position the vehicle during the whole journey.

Moreover, the accuracy of the system is determined by the operation mode and the

transport system in which it is going to be used. Finally, the system is wanted to be

low-cost for the state of the art systems in order to be affordable for different transport

systems besides the railway industry.

The global objective of this research work has been split in the following partial

objectives:

Introduction and analysis of the existing positioning systems.

A deep analysis of the positioning technologies and algorithms existing to
understand the singularities of each of them and face a suitable strategy
when doing their fusion. Moreover, different data fusion techniques are also

analyzed.

Design of a novel positioning system and algorithm.

Having understood the different systems, a novel positioning system should
be created using the ones that best fit the needs. A proper algorithm has to
be developed and assessed to compute positions and fuse the data

obtained by the different positioning systems.

Improvement of the availability of the system.

One of the problems that face positioning systems in transportation
nowadays, is the lack of availability in some areas. This can happen when
going through tall buildings, canyons (urban or not) and tunnels. A solution

to this problem should be given by the presented system and algorithms.
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Improvement of the accuracy in harsh scenarios for GNSS systems.
In addition to the improvement of the availability of the system, progress in
terms of accuracy should be done in some harsh scenarios. For that, a novel

software technique would be used, based on map aiding.

Fusion of GNSS, IMU and UWB technologies for transport systems.
A solution for the fusion of the three systems stated should be given to
improve the accuracy and availability of the systems existing in the industry

from the train station to the normal operation.

Test and validation of the proposed system and algorithms.
To validate and check the system and algorithm created, some tests need
to be performed. These tests are done in different scenarios; harsh

environments in which the real potential of the system will be shown.

Implementation of a recursive algorithm in terms of accuracy
improvement.
A recursive algorithm has been implemented to improve the accuracy of the

presented system as read in the literature.

Implemetation of a Fault Detection and Exclusion (FDE) method in
terms of accuracy improvement.

Following the same idea, a Fault Detection and Exclusion method (OLOO)
has been implemented to improve the accuracy as presented in appendix
A1,

Analysis of the performance obtained by the system created.
Finally, a deep analysis of the results obtained with the created system
should be done. The performance in terms of accuracy and availability

should be studied in the different scenarios introduced.
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Chapter 4

Design and implementation

of the algorithm

This chapter describes the design and implementation of the positioning algorithm
created. First, the whole architecture of the algorithm is introduced. Then, the
implementation and functionality of each of the modules included in the algorithm
are detailed.
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4.1 PRELIMINARY DECISIONS

First of all, the decisions made before starting the creation of the algorithm are
introduced. The three different positioning subsystems presented in Chapter 2 need

to be fused to build the whole positioning algorithm.

The first technology chosen is GNSS and its data are obtained by a low-cost
receiver. It is a basic technology used in this algorithm due to its mass deployment,
the possibility of low-cost, and wide-range. In this aspect, this thesis wants to present
an output usable for all kind of GNSS receivers from the simplest to more complex
ones and make it affordable for many applications and industries. Taking into
account that, GPS is the GNSS system used in this thesis. GPS has the advantage
that is fully deployed and it is the positioning system most used nowadays. The
algorithm is wanted to be used with as many different hardware as possible and
some of the low-cost hardwares are only compatible with GPS even if nowadays
some include Galileo and / or GLONASS constellations. Also thinking in the
possibility of more compatible hardware, only L1 frequency has been used. In order
to be independent of the receiver software or the processing made by the receiver,
pseudoranges and ephemerides data have been used. In any case, the upgrade to
multi-frequency and/or multi-constellation alternatives will only benefit the results

present in this dissertation in terms of availability and precision obtained.

When using the IMU, also the same options have been taken into account for
the algorithm presented in this thesis work: simplicity, and compatibility with different
hardware. This is the reason to use only accelerometers and gyroscopes and not
using magnetometers. The big metal masses existing in the railway environment
imply difficult calibrations in each use of the magnetometers. Most of the low-end
IMUs have six degrees of freedom and it is not that usual to find some with nine
degrees of freedom. The measurements used are the raw linear and angular
accelerations.
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Finally, the UWB system used can give the ranges from the tag to the anchors
and those have been used to calculate the UWB position estimate. The UWB system
chosen is in the same line as the other systems. It is a commertial low-cost kit

suitable to evaluate the technology.

The algorithm has been programmed to be used in two different ways, directly
connected to the hardware receiving data in real-time, or using data previously
recorded in the reference scenarios. In any case, when the raw data are recorded ,

then many different tests could be performed using that data.
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4.2 POSITIONING ALGORITHM

This section introduces the complete algorithm with, first, the main positioning

functions, and afterwards the details for those.

Figure 4.1 shows the flow of the algorithm in a summarized way. Six different
modules can be seen there; check of data availability, read of the data, data

treatment, application of the Kalman filter, use of the KBS, and data output.

110/[:> “

< _Data available? »
Yes

Read data '

GPS MU 2 UWB
ves ves ves

nothin

(GPS data Treatment) (IMU data Treatment) (UWB data treatment)

Kalman filter

Data Output }

Figure 4.1 Overview of the positioning algorithm

The algorithm first checks if there is any data available. If there is no data

available, the behaviour is different depending on the mode of use of the algorithm.



Chapter 4: Design and Implementation of the Algorithm 109

If there is data available, data is read. The data is read from a file with an Input
File format created by CEIT that has been used for measuring data from different
systems with the same timestamp. A parser to obtain the data available in the input

file has been programmed.

Once data is read, a different treatment is given to every line depending on the
data available: GPS, IMU or UWB.

Afterwards, a Kalman filter is performed to the input data in order to provide a
position estimation. A Kalman filter has been chosen to be performed by the
positioning algorithm to fuse the different sensors following the information
presented in sections 2.5 and 2.6. Once a position estimation is available, the Known
Blocked Scenarios (KBS) part of the algorithm is used. A deep explanation of it is

also available in this chapter.

Finally, the data output process is completed. For that, the position estimation
obtained through the steps explained before is written in the Output file. The output
file created by the algorithm is nowadays a file with a proprietary format created by

CEIT to cover the necessities of its performance computation algorithms.

4.2.1 Check Data Availability

The first block of the algorithm is the one that checks if there is some data
available or not. As explained before, in this work, data from prerecorded files are

used. So the first step is to check if the necessary files are available.

When the files needed are received, their format is checked. If they fulfil the

format required, the first part of data availability checking is finished.

The second part of the data availability checking implies the verification of new
data available in the data input file. The input files are read line by line, data by data
until the end of the file. When the end of the file is reached, no more data will be

available and the positioning algorithm will finish the execution.
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Figure 4.2 Overview of the data availability check

The format used in the input files is different depending on the technology used.
The input files for ephemerides have also a different format. However, all the files

have been created respecting the .csv (comma-separated value) format.

4211 GPS

This section introduces the format of the GPS data included in the input files.

The data of all the columns introduced are not used in the final positioning algorithm.
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Column number

10

11

Name

Time

Identifier

A of Time

Time (s)

X(m)

Y(m)

Z(m)

Velocity(m/s)

Yaw(rad)

Vx(m/s)

Vy(m/s)

Description

Time of the measurement. Time is given
in the following format: hh:mm:ss.fff/
GPS_week/GPS_second_of week

A number to identify the technology
used. 0 is the identifier for GPS

Time elapsed since the last data

measurement in seconds.

Time in seconds transcurred since the

beginning of the measurement.

Position calculated by the GPS receiver
in ECEF (meters) for the X-axis.

Position calculated by the GPS receiver
in ECEF (meters) for the Y-axis.

Position calculated by the GPS receiver
in ECEF (meters) for the Z-axis.

Velocity calculated by the GPS receiver

in the driving direction in m/s.

Yaw calculated by the GPS receiver in

radians

Velocity calculated by the GPS receiver
in ECEF (meters) for the X-axis.

Velocity calculated by the GPS receiver
in ECEF (meters) for the Y-axis.
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12 Vz(m/s)

13 GPS Time

14 GPS Date

15 StdDevX(m)

16 StdDevY(m)

17 StdDevZ(m)

18 NumSatUsed

19 HPL

20 SNR
Average(dB)

21-24-27-...- Number of

21+(NumSatUsed*3) Satellite

22-25-28-...- Pseudorange

22+(NumSatUsed*3)

Velocity calculated by the GPS receiver
in ECEF (meters) for the Z-axis.

Time given by GPS receiver in the

following format: hhmmss

Date given by the GPS receiver in the

following format: ddmmyy

Standard Deviation of the position in the
X-axis given by the GPS receiver in

meters.

Standard Deviation of the position in the
Y-axis given by the GPS receiver in
meters.

Standard Deviation of the position in the
Z-axis given by the GPS receiver in

meters.

Number of satellites from which data has

been received.

7-sigma Horizontal Protection Level
calculated from the Standard Deviations

given by the GPS receiver.

Average of the SNR value given by all
the satellites with data available

Number of the satellite from which data

is going to be given in the next columns

Pseudorange of the satellite in meters
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23-26-29-...- SNR SNR of the satellite in dB
23+(NumSatUsed*3)

Table 4.1 Format of GPS data in the input files

4.2.1.2 IMU
Column number Name Description
1 Time Time of the measurement. Time is
given in the following format:
hh:mm:ss.fff
2 Identifier A number to identify the technology
used. 1 is the identifier for IMU
3 A of Time Time elapsed since the last data
measurement in seconds.
4 Time (s) Time in seconds transcurred since the
beginning of the measurement.
5 X(m) Position calculated by the IMU in
ECEF (meters) for the X-axis with
GPS as reference.
6 Y(m) Position calculated by the IMU in

ECEF (meters) for the Y-axis with

GPS as reference.
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7 Z(m) Position calculated by the IMU in
ECEF (meters) for the Z-axis with
GPS as reference.
8 Velocity(m/s) Velocity calculated by the IMU in the
driving direction in m/s.
9 Yaw(rad) Yaw angle calculated by the IMU in
radians
10 Pitch(rad) Pitch angle calculated by the IMU in
radians
11 Roll(rad) Roll angle calculated by the IMU in
radians
12 AccX(G) Linear acceleration in the X-axis in Gs
13 AccY(G) Linear acceleration in the Y-axis in Gs
14 AccZ(G) Linear acceleration in the Z-axis in Gs
15 GyroX(degree/s) Angular acceleration in the X-axis in
degree/second
16 GyroY(degree/s) = Angular acceleration in the Y-axis in
degree/second
17 GyroZ(degree/s) Angular acceleration in the Z-axis in
degree/second
18 MagX(mG) Magnetic field in the X-axis in
milliGauss
19 MagY(mG) Magnetic field in the Y-axis in

milliGauss
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20 MagZ(mG)

21 Temp(C)

Magnetic field in the Z-axis in

milliGauss

Temperature of the sensor

Table 4.2 Format of IMU data in the input files

4.21.3 UWB
Column number Name

1 Time

2 Identifier

3 A of Time
4 Time (s)

5 X(m)

6 Y(m)

7 Z(m)

Description

Time of the measurement. Time is
given in the following format:

hh:mm:ss.fff

A number to identify the technology
used. 2 is the identifier for UNB

Time elapsed since the last data

measurement in seconds.

Time in seconds transcurred since the

beginning of the measurement.

Position calculated by the UWB in
ECEF (meters) for the X-axis.

Position calculated by the IMU in
ECEF (meters) for the Y-axis.

Position calculated by the IMU in
ECEF (meters) for the Z-axis.
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10

11

StdX(m)

StdY(m)

Stdz(m)

Residual

4.2.1.4 Ephemerides File

Column number

Name

Time

Time(s)

Svprn

Af2

MO

Standard Deviation of the position in
the X-axis calculated from UWB

measurements.

Standard Deviation of the position in
the Y-axis calculated from UWB

measurements.

Standard Deviation of the position in
the Z-axis calculated from UWB

measurements.

Residual of the position calculated
from UWB measurements.

Table 4.3 Format of UWB data in the input files

Description

Time of validation for ephemerides.
Time is given in the following format:

hh:mm:ss.mmm

Time in seconds transcurred since the

first ephemerides received.
Satellite number

Space vehicle clock drift rate

correction coefficient

Mean anomaly at the reference time
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10

11

12

13

14

15

16

17

18

Roota

Deltan

Ecc
Omega

Cuc

Cus

Crc

Crs

IDOT

Cic

Cis

Omegal

Square root of the semi-major axis

Mean motion difference from the

computed value
Eccentricity
Argument of perigee

Amplitude of the cosine harmonic
correction term to the argument of

latitude

Amplitude of the sine harmonic
correction term to the argument of

latitude

Amplitude of the cosine harmonic

correction term to the orbit radius

Amplitude of the sine harmonic

correction term to the orbit radius
Inclination angle at the reference time
Rate of the inclination angle

Amplitude of the cosine harmonic
correction term to the angle of

inclination

Amplitude of the sine harmonic
correction term to the angle of

inclination

Longitude of ascending node of orbit

plane at the weekly epoch
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19 Omegadot Rate of right ascension

20 Toe Reference time ephemeris

21 AfO SV Clock Bias Correction Coefficient
22 Af1 SV Clock Drift Correction Coefficient
23 Toc Time of clock

24 IODE Issue of data (Ephemeris)

25 Code on_L2 Code on L2 frequency

26 Weekno Week number

27 L2 flag Flag for L2 frequency

28 Svaccur Space vehicle accuracy

29 Svhealth Space vehicle health

30 Tgd Group delay differential

31 Fit_init Fit interval flag

Table 4.4 Format of Ephemerides File data

4.2.2 Read Data

After checking the data received, is time to read and store it in different
structures. First, the ephemeris file is read and the data for that timestamp is stored
in a structure. Then, and only during the first iteration, the data from the KBS file is
read and stored. As it is only a database and does not change during the time,
reading it once is enough. More information about it is introduced in the KBS section
(Subsection 4.2.7)

Then, and every execution until the end of the file, data is collected from the

input file, one line every single execution. The second column of the line obtained is
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read in order to know the type of technology to which belongs the data. Then, taking

into account the type of data it is stored in different structures to use the data in the

(read ephemeris data)

¥

(store in ephemeris structures)

read KBS data |

yes ; >
\end of frle?r
no

subsequent steps.

> / UWB?\ nothing

Yes

(stcre in GPS structure ) (stcre in IMU structure ) ( store in UWB structure )

<ephernens data out of cate?)l‘l

Ves

(read ephemeris data )

Y

(store in ephemeris structures)

Figure 4.3 Overview of the read data functionality

Once the data available in each timestamp is stored in a structure. A different
treatment is given to the data depending on its measuring technology.
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4.2.3 GPS Data Treatment

One of the systems used for positioning is GPS. To obtain a GPS position
estimation, many steps have to be made. The steps are explained in this section.
The objective of this part of the code is to obtain a GPS preliminary position
estimation (before performing the Kalman filter) and the necessary statistical to

perform the Kalman filter positioning estimation.

A complete diagram of the main steps of the algorithm is presented in Figure

4.4, Then the most important parts are explained one by one.

(Satellite postions )

Least squares

SNR and elevation cutoff
-Tropospheric error correction

¥

(Ionospheri-: error correcu'on)

Least squares

Figure 4.4 GPS data treatment overview flowchart
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4.2.3.1 Satellite positions

To obtain a GPS position estimation is necessary to calculate the positions of
the satellites to then estimate the position of the rover. First of all, if the signal
transmission time is computed. For that, the travel time obtained from the
pseudorange is subtracted to the reception time. To that transmission time obtained,
different time corrections are made such as the relativistic error correction or the
satellite clock error correction along with the Timing Group Delay (TGD). The
relativistic error correction is an error that takes into account the eccentric anomaly
of the orbit. The satellite clock error correction includes the satellite clock drifts and
offsets received in the ephemeris, and the TGD includes delays caused by antennas,

cables and/or filters in the satellite, and also is included in the ephemeris data.

Then the following calculus is performed in order to obtain the position of the

jGT/I 4.1)
ng = F

Where GM is the WGS-84 value for the product of gravitational constant G and

satellites (Managers n.d.).

Computed mean motion:

the mass of the Earth M and A is the semi-major axis of the orbit.
Corrected mean motion:

n=ny+4n (4.2)

Where An is the mean motion difference from the computed value.

Time elapsed since the reference epoch:
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ty =t —toe (4.3)

Where t,, is the reference time for the ephemeris parameters
Mean anomaly:

Mk = MO - ntk (44)

Where M, is the mean anomaly at the reference time.
Then, Kepler's equation of eccentric anomaly is solved by iteration:

Ek :Mk+esinEk (45)

Where e is the eccentricity.

True anomaly:

_ CosEp—e (4.6)
COSVk =1 e cos Ey,
The argument of latitude:
q)k = Vg + w (47)

Where w is the argument of the perigee.
The argument of latitude correction:

ouy = Cyocos2®y, + C s sin 20, (4.8)
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Where C,. is the amplitude of the cosine harmonic correction term to the
argument of latitude and C,, is the amplitude of the sine harmonic correction term to

the argument of latitude.
Radius correction:

61, = Cpe €OS 2y, + (s SIN 20, (4.9)

Where C,.. is the amplitude of the cosine harmonic correction term to the orbit
radius and C,, is the amplitude of the sine harmonic correction term to the orbit

radius.
Inclination correction:

6ik = Cic Cos 2¢)k + CiS sin Z(Dk (410)

Where C;, is the amplitude of the cosine harmonic correction term to the angle
of inclination, and C; is the amplitude of the sine harmonic correction term to the

angle of inclination.

Corrected argument of latitude:

uk=¢k+6uk (411)

Corrected radius:

1, = A(1 — ecosEy) + 6y, (4.12)

Corrected inclination:
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Where i, is the inclination angle at reference time and i is the rate of change of

inclination.
Position in the orbital plane:
X'y =1 cosuy (4.14)

Y'), =1, sinuy, (4.15)

Corrected longitude of ascending node:

Qk = QO + (Q - (l.)e)tk - a)etoe (416)

Where (, is the longitude of the ascending node at reference time, Q is the rate

of change of right ascension and w, is the WGS-84 value of the Earth’s rotation rate.

Earth-fixed geocentric satellite coordinate:

X = X'j cosQy — Y’y sin Q; cos iy, (4.17)
Yy = X' sinQy + Y’ cos Qy cos i (4.18)
Zk = Y’k sin ik (419)

Once the satellite positions have been obtained, the earth rotation correction is
applied in order to have the definitive satellite positions with which is going to

calculate the position estimation. The whole flowchart can be seen in Figure 4.5.
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Figure 4.5 Overview of Satellite Position computation flowchart

4.2.3.2 Least-Squares

After obtaining the satellite positions, a preliminary GPS position estimation is
done using a least-squares approximation. That part of the algorithm is explained in
this section.

The relation between the user's position and the satellites information is
represented by the following equation:
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pi = |ls; + ull + cty, (4.20)

where p; is the pseudorange for the satellite i, the satellite position is
represented by s;, the user’s position by u, t, represents the advance of the receiver

clock concerning the system time and c the speed of the light.

Equation 4.20 can be expanded and expressed by the following equation:

pi = G — )2+ i — w)? + (2 — )% + ¢ty (4.21)

where x;, y; and z; denotes the position of the satellite and x,, y,, and z,, denotes

the user’s position.

As can be seen, the obtained equation is not linear. Since the WLS method is
used to solve linear equations, the equation must be linearized. For that, an
approximate position of the user (%, ¥, Z,,) is used and a receiver clock offset £, is

considered to obtain an approximated pseudorange.

pi= N = %)% + 0 = 9u)? + (2 — 2,)% + ¢t (4.22)

Based on this approach, all the presented unknowns in equation 4.21 can be

denoted as:
X, =X, + Axy,
Yu =P + Dy
(4.23)
Zy = 2y + Az,

t, = t, + Aty

Where Ax,, Ay,, Az, and At, are the difference between the approximate

position and time to the PVT solution to be obtained.

Using Taylor series and truncating after the first-order partial derivative to

eliminate nonlinear terms the following equation is obtained:
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X, — X =¥ z;— 2
P = P ——— ”Axu—yl — yuAyu— LY Az, + cAt, (4.24)
Ti T T

where f;is the following:

fi= O =22+ 01— 92 + (5 — 2)? (4.25)

The system that is now linearized based on the Ax,, Ay,, Az, and At,, can be re-

arranged expressed as the following system of linear equations:

o PN N

X —X P — z; — 2
pi—pi = — quu+ylAyuAyu+ - quu—cAtu
T Ti T
Ax = bA
Xy — Xy V1~ yu Z1 — 2u 1_ (4 26)
7 7 7 :
! s ' Axy P1—p1
Xo =Xy Yo—VYu Z2—2y 1 Ay ﬁz —p,
_ > > > _ u _
- T2 T2 T2 XY= Az b= :
. : . 1 u :
Y P —cAt D —
Xn—RXy Z—2, 2Zp—72y L u P = Pr
7 Ty T |

Then, this linear equation system is solved in order to minimize the mean

square error (MSE).

The least-squares method aims to produce an approximation for an
overdetermined linear system of equations. This means having more equations than
unknowns, in which the elements are perturbed by errors, where it does not exist a
unique solution that fulfil all the equations. Least-square method solve algebraic

problems defined as the following:

A11Xy + o F AupXy = Dyj o Ay Xy + -+ AppXy = by (4.27)
Ax=b
s UGG
ni = Onnlyyey x.n nx1 ) b.n nx1
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As mentioned, the system is perturbed by errors, thus the equation 4.27 can be

denoted either way by:

Ax—b=cor e= b— Ax

[all alnl le] Ibl] [gll
n1 = Aanlpyy Xnlyy bn nx1 Enlpyr

where ¢, states the residuals of the error.

(4.28)

What is intended by the least-square method is to minimize the means square
error (MSE).

MSE(e) = XL, (Ax; — b;)? (4.29)
eTe = (Ax — b)T(Ax — b)
eTe = (xTAT — bT)(Ax — b)
eTe=(xTAT — bT)(Ax — b)
eTe= b"h—bTAx + xTATAx — xTATh
where T denotes the transpose of the matrix and n the number of equations.

Note that b and x are column vectors of dimension mx7. This means that b Ax =
xTATh are equal and symmetric (1x7). Thus, equation 4.29 can be denoted as

follows:
Te — 3T T AT _ 9,T AT
ee=Db'b+x"A"Ax —2x"A"b (4.30)

As mentioned, the least-square method aims to minimize the sum of the

squared residuals. This means to get the derivate of the sum of squares residual

. . afeT
based on the unknowns x, in this case %=0, as follows:
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a T
[e7¢] = 24TAx —2A4Th
ox
[ ¢] = ATAx— ATb (4-31)
ox
ATAx = ATh

Just by pre-multiplying by the inverse of (ATA)™!, the equations will be solved

as denoted as follows:
— T =1 AT
x=(ATA)tA"h (4.32)

In this method, all the residuals have the same weight when obtaining the MSE

of the residuals.

There are circumstances where the cost function can be modified by other
parameters providing more importance to certain conditions (this means higher
weights for the residuals). Let's use equation 4.29, including different weights (w;)

to each of the residuals.

MSE(e) = Iy w;(Ax; — b;)? (4.33)

This can be solved using linear algebra by expressing the different w;, as a
diagonal matrix and zeros on the rest of the matrix. The same way the aim is to
express the errors as a sum of square errors to minimize this cost function.

TWe — A & —
e"We = (Ax — b)"'W(Ax — b) (4.34)
e™We = (xTAT — bYW (Ax — b)
e™We = (xTAT — bYW (Ax — b)

eTWe = b"TWb — b"TWAx + xTATWAx — xTA"Wbh
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As mentioned before, the aim is to minimize the sum of the squared residuals.

This means to get the derivate of the sum of squares residual based on the

. . oleTw
unknowns X, in this case %w, as follows:

[eTWe]

= 24TWAx — 2ATWb (4.35)
0x
[eTWe]
a—x = ATWAX - ATWb

ATWAx = ATWbh
Just by pre-multiplying by the inverse of (ATWA)™?, the equations will be solved

as denoted as follows:

— T =1AT
x=[A"WA) A" Wb (4.36)
As it can be seen from equation 4.36, the LS square method is a WLS
particularized when the weight matrix W is the identity matrix. In the case of the

presented work, the LS method has been weighted using the SNR and elevation of
the satellites.

The algorithm can be also expressed as an activity diagram (see Figure 4.6):
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Figure 4.6 Least-squares flowchart

4.2.3.3 OLOO

After the Least-squares solution, when using GPS, also a fault detection and

exclusion method has been introduced, the Only Leave One Out (OLOO) method.

It is the only method that assumes one single faulty satellite and cannot be
extended to multiple failure cases. During the execution of the test, the maximum
value of the test statistic is found and compared with a user-defined threshold value.

In case the statistic exceeds the threshold, a rejection of this faulty observation is
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done. In any case (exclusion or not), the solution is considered to be reliable, as a
maximum of one fault is considered. This method has been chosen as it provides
100% availability; it can be performed every time a GPS measurement has been

received.

The flowchart of the part of the algorithm including this method can be found in
Figure 4.7.

Enough redundancy?)rm—¢
(soluﬁon unreliabie)

(reject satellite )
1
[solution reliabie)

Figure 4.7 Flowchart of the Only Leave One Out method
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4.2.3.4 SNR and elevation cutoff

After performing the OLOO method, satellites that are not complying with the
SNR and elevation masks imposed are also discarded. For that, the topocentric
coordinates of the satellites are calculated in order to obtain their elevation. Then the
satellites that do not have an elevation higher than 10 degrees and an SNR higher
than 25 dB are discarded. The discrimination of the satellites can be done using only
one of the masks, SNR or elevation, or using both. This is chosen depending on the
configuration of the algorithm in the same way that the WLS algorithm can be
weighted with the elevation, the SNR or with both at the same time. The flowchart of

this part of the algorithm can be seen in Figure 4.8.

:

Calculate topocentric coordinates )

SNR mask? Elevation and SNR mask?)—
ves ' yes yes

Elevation mask? )

<e|~:10 &6 5~R-=25>@

yes

reject satellite

reject satellite

Figure 4.8 Flowchart of the SNR and Elevation cutoff
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4.2.3.5 Tropospheric error correction

Afterwards, the pseudorange correction is done to mitigate the errors created
by the tropospheric refraction. For that, the Saastamoinen algorithm is used. This
algorithm is an algorithm reproducing an a priori tropospheric model, that requires
some input parameters. Those inputs can be real meteorological observations, or as
it happens, in this case, the parameters have been derived from a standard model

of the atmosphere.

The Saastamoinen model (Saastamoinen 2013) assumes that the dry
atmosphere is in hydrostatic equilibrium. And so its Zenith Hydrostatic delay in
meters can be written as

Py

9(é, H)

DpEyaro = (0.0022768 + 5 + 1077) (4.37)

Where P, is the total ground pressure, and the function g(¢,H) = (1—
0.00266 cos(2¢) — 2.8 x 1077 = H) with ¢ the latitude and H the altitude.

This computed correction is directly made to the pseudoranges by subtracting

its value in meters.

4.2.3.6 lonospheric error correction

Then, another pseudorange correction is done to mitigate the ionospheric delay.
For that, the Klobuchar model is used. GPS satellites end the parameters of the
ionospheric model created by Klobuchard for single-frequency users. This model is
estimated to reduce the 50% RMS ionospheric range error worldwide (Navipedia-

Klobuchar n.d.). The correction is calculated by the following equations.

Calculate the earth-centered angle:
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Y=————0022 (4.38)

Where E is the elevation in semicircles.

Compute the latitude of the lonospheric Pierce Point (IPP):

¢ =¢,+YPcosA (4.39)

Where A is the azimuth angle and ¢,, the geodetic latitude

Compute the longitude of the IPP:

PsinA

= 4.40
AI Au + cos ¢I ( )
Where 1, is the longitude
Find the geomagnetic latitude of the IPP:
Gm = ¢; + 0.064 cos(1; — 1.617) (4.41)
Find the local time at the IPP:
Where t;ps is the GPS time
Compute the amplitude of ionospheric delay:
3
A = Z a,dn (4.43)

n=0
Where «,, are the coefficients broadcasted in the GPS message

Compute the period of ionospheric delay:
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3
P=) B (4.44)
n=0

Where g, are the coefficients broadcasted in the GPS message
Compute the phase of ionospheric delay:

2m(t — 50400
x, = 27t~ 50400)

4.45
! ; (4.45)

Compute the slant factor (the line of sight distance along a slant

direction between two points which are not at the same level relative to a specific

datum):
F=1+16(0.53—-E)3 (4.46)
Compute the ionospheric time delay:
1L16PS
PR Xt X (4.47)
5*109+Z Apl x[1——+—])|+F ; |X;] <157 :
= n=0 2 24

5x107°*F ; |X;| = 1.57

All this part of the algorithm can be seen in the flowchart depicted in Figure 4.9.
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Figure 4.9 Flowchart of the Klobuchar model algorithm

To finish the subsection 4.2.3, the last part of the GPS data treatment, before
performing the Kalman filter is introduced. After performing all the corrections
explained, and taking as starting point the position computed in paragraph 4.2.3.2,
the Least-squares algorithm is performed again with the satellites remaining after
the masks applied. This position is the starting point for the Kalman filter of the fusion.
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4.2.4 IMU Data Treatment

The second system used for positioning is the IMU. To obtain an IMU position
estimation, mechanization is needed. The steps are explained in this section. The
objective of this part of the code is to obtain an IMU preliminary position estimation
(before performing the Kalman filter of the fusion) and the necessary statistical to
perform the Kalman filter positioning estimation. In order to have a position in a global
frame, a GPS position calculated before is needed as a reference for the relative

movement.

First of all, it is checked if there is movement or not in order to calculate the bias
error of the accelerometers and gyroscopes in the three-axis. If the data measured
is below some threshold, that acceleration (linear or angular) is used to calculate the
bias and then becomes equal to zero as will be explained practically in chapter 6.
This step is done until the accelerations overcome the threshold or a set of thousand

measurements is used to calculate the bias error.

When the movement starts, the bias error is applied to the accelerations
obtained and the accelerations are changed from ‘G's to m/s?. Then, the yaw angle
is calculated using the data obtained from the gyroscope in the Z-axis. The same is

done to obtain the pitch and roll angles with the y-axis and x-axis respectively.

Once the angles have been calculated, the measured accelerations are
changed from the body frame to the ENU coordinate system. With these

accelerations, an integration scheme is performed in the ENU system.

The velocity in each of the axis is calculated in the following way (Woodman
2007):

v(t + 8t) = v(t) + 8t = (a(t + 6t) — G) (4.48)

Where v(t + 6t) is the velocity in the time instant t + 8t, v(t) is the velocity in

the time instant ¢, §t the time elapsed since the last measurement, a(t + 6t) is the
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acceleration in the instant t + 6t, and G is the gravitational component in the axis in

which the velocity is being calculated.

And the position in each of the axis is calculated in the following way (Woodman
2007):

s(t + 6t) = s(t) + 6t = v(t + 8t) (4.49)

Where s(t + &t) is the position in the time instant t + &t, s(t) is the position in
the time instant t, 8t the time elapsed since the last measurement, v(t + 6t) is the

velocity in the instant t + &t calculated before.

Then the position estimation obtained in ENU is changed to the ECEF
coordinate system using the reference position. That reference position is the last
position estimation made by the algorithm. Afterwards, the standard deviation of the
position estimation obtained is calculated for each of the axes in ECEF coordinates
from the data obtained from the datasheet of the IMU used for the measurements.
Reached this point, all the necessary data to perform the Kalman filter has been
calculated from the IMU side. Figure 4.10 shows a brief overview of the IMU data

treatment presented in this section.
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Figure 4.10 IMU data treatment flowchart

4.2.5 UWB Data Treatment

The last data used for positioning is the position and the errors estimation from
the UWB system. To obtain these estimations, the ranges from the tag to the anchors

are needed. Performing a least-squares algorithm as the one introduced in section
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4.2.3.2 a position estimation and its residuals are obtained. In order to omit

unnecessary repetitions, the least-squares algorithm is not repeated in this section.

4.2.6 Kalman Filter

After obtaining all the data needed to perform the Kalman filter from the three
positioning systems used, the Kalman filter is introduced in this section. The Kalman
filter presented is performed in two steps. First, the variables for the Kalman filter are

initialized and the Kalman filter itself is executed.

4.2.6.1 Kalman Filter initialization

In the filter initialization, first, the dynamic model of the Kalman filter is initialized,
also the same is done for the position and velocity equations of the system dynamics.
Then the Kalman filter initial state is computed. The algorithm continues calculating
the initial state covariance matrix and the dilution of precision. Afterwards, the model
error for the covariance matrix is calculated and propagated in the global
coordinates. The flowchart of this Kalman filter initialization can be seen in Figure
4.11.
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Figure 4.11 Kalman Filter Initialization flowchart

4.2.6.2 Kalman Filter execution

The next step is to perform the Kalman filter itself. The Kalman filter and its
different integrations have been explained in Chapter 2. In this dissertation, semi-

tightly integration has been done.
Innovation covariance is:

K=Tx*Cp*T'+Cp (4.50)
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Where T is the system dynamics matrix, C,, is the state covariance matrix and

C,, is the covariance of the model error.
The gain matrix is:

G:K*H'*(H*K*H’+Cnn)_1 (451)

Where H is the observation model and C,, is the receiver position error

covariance matrix.

The Kalman state estimation is:

Where I is the identity matrix, X, is the Kalman prediction made from the state
before by means of propagation and y, is the measurement done by the technology

in use.

The propagation for the next timestamp is calculated as follows:

Kee =T * Kee (4.53)

And the state covariance matrix update is:

Coe =(I—G*+H)*K (4.54)

This Kalman filter estimation can be seen in the flowchart depicted in Figure 4.12.
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Figure 4.12 Kalman filter execution flowchart

4.2.7 Known Blocked Scenarios (KBS)

Known Blocked Scenarios (KBS) is a software enhancement that uses the

knowledge of the zone in which the positioning system is working to forecast areas

in which GNSS signals are not available or could give misleading information. With

this map-based algorithm, a better choice of the available positioning technologies

leads to an enhanced data management and by hence to a system with a better

position estimation (de Miguel et al. 2019).

The KBS is a novel map aided positioning enhancement proposed by this

dissertation. It helps the positioning algorithm in terms of anticipating blocking

scenarios and minimizing the use of GPS misleading information.
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Having a reliable heading and position of the train is important before entering
a GPS blocked area because this is the absolute reference that is useful for the
relative movement brought from the IMU. The orientation of the train is computed
before entering blocked scenarios in order to perform an accurate positioning
operation. With a non-redundant system, the heading angle is obtained from the last
“a priori” reliable position of the positioning algorithm. Thus, detecting erroneous

information improves the performance of the solution in GPS blocked areas.

Regarding the use of the KBS, two main steps are defined. The first step is the
determination of known block scenarios for the determination of the KBS threshold
and the second step is the KBS operation mode to enhance the position estimate in

which real-time positioning operation is performed.

4.2.7.1 Determination of the GNSS blocked scenarios and KBS

threshold determination

The KBS aims to improve the positioning and it is done under map located
known blocked scenarios. Thus, for the KBS to be available, before starting its
operation, it is necessary to first detect and create a database with these spots and

sections with known blocked scenarios.

In this case, for the determination of a degraded GNSS area, the received signal
to noise ratio of the GNSS signal strengths is analyzed. Having a lower SNR
increases the probability of having an error in the received information (De Miguel et
al. 2017).

Every scenario produces an attenuation based on the surrounding environment.
So in the first phase, an analysis of this environment needs to be done. With that
purpose, maps are consulted and the trackside is inspected to identify the possible
GNSS blockers such as urban canyons, tunnels, woods, or other artificial blockers
and constructions. A database with all the areas where possible GNSS outages are

expected is constructed and proper position and heading values are introduced
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based on reliable track database information. A good example of that kind of
databases is b5m in Gipuzkoa where maps with high precision can be found (B5m
2020).

To reduce the computation time for the enhancement of the position estimate,
the KBS is only triggered under certain conditions. Thus, based on the analysis of
the SNR along with these known block scenarios campaign detection, the sensibility
and the KBS threshold is calculated (Arrizabalaga et al. 2016). This threshold is
highly dependent on the antenna positioning and the trackside environment. If the
antenna has a full view of the sky, the threshold will be higher as the difference
between blocked and non-blocked scenarios will be more elevated due to the good
health of the received signal in non-blocked scenarios. This is why this dissertation
proposes to perform trips at different times of the day, with different satellite
constellations in view and different weather to have a reliable threshold

configuration.

In a railway with very differentiated parts, in which the train has a line of sight
with the satellites every moment apart from the blocked scenarios, two runs will be
enough to build an accurate database as the satellite architecture and the
surrounding environment will not have a big influence (Miguel et al. 2019). In the
case in which the surroundings of the blocked scenarios are GNSS challenging
areas, more runs are needed in order to differentiate between blocked and no-
blocked areas as the SNR decreases are lower and the threshold must be calculated
more carefully. Runs at different times of the day are recommended to evaluate the

performance with different satellite architectures.

The sensibility of the KBS is triggered based on the SNR decreases. This
means that an SNR fall down compared with the previous epoch determines that
GNSS signals are not trustful anymore unless the SNR shortfall is recovered. This
allows IMU to have a trustful position once GNSS signals are not available, which
improves the position estimation results. The KBS system allows detecting the

entrance of the tunnels or other blocking structures where the complementary
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positioning sensors take the key role regarding the position estimation. Summing up,

the KBS threshold is set-up based on the SNR decreases.

A threshold with a 10% probability of being triggered is chosen using a

Cumulative Distribution Function (CDF).

4.2.7.2 KBS operation

Once the KBS threshold is properly selected, the positioning algorithm can
enhance the positioning in these blocked scenarios. Figure 4.13 shows the KBS
algorithm method which relies on having a more accurate starting point which leads

to a more accurate position estimate.

GPS measurement

=2 (GNSS SNR below threshold? )7

distance to blocked scenario < HPL? >‘i (Compute GPS position )

(Cumpute position with IMUIUWB)

Start KBS

Use KBS Yaw

(Do not use GPS until SNR>threshold )

=

PVT estimation

Figure 4.13 Known Blocked Scenarios flowchart
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The KBS determines not the valid GNSS, but the degraded GNSS information
based on the strong SNR decreases between epochs. The KBS takes advantage of
the detection of strong blocking areas, which are mainly tunnels. Tunnels are the
main blocking areas, due to their strong effect and their limitation to a defined area.
At this point, apart from detecting and discarding the GNSS information a “database”
is set up to reduce the errors of the next time epochs where GNSS is not available

by resetting the yaw information of the algorithm.

The positioning system proceeds, in the same manner, every time that it
receives GPS information. First of all, it compares if the selected triggering option is
reached. If not, the GNSS is considered reliable and the algorithm computes the
position estimate. If the KBS is triggered, the KBS takes a lookup into the KBS
database, and based on the information of the previous reliable estimate and the
distance to the different known blocked scenarios entries, it uses the stored
information to correct it. The distance to use an entry from the database is, as
maximum, the HPL. The HPL is the statistical error bound obtained during the real-

time operation of the positioning algorithm.
This methodology is repeated until the KBS detects a valid GPS.
The format of the database mentioned can be seen in Table 4.5.
Column number Name Description

1 ID Identification number for the Known

Blocked Scenario

2 LAT Latitude of the Known Blocked
Scenario

3 LON Longitude of the Known Blocked
Scenario

4 ALT Altitude of the Known Blocked

Scenario
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5 X_ECEF Position of the Known Blocked
Scenario in ECEF (meters) for the X-
axis.

6 Y_ECEF Position of the Known Blocked
Scenario in ECEF (meters) for the Y-
axis.

7 Z ECEF Position of the Known Blocked
Scenario in ECEF (meters) for the Z-
axis.

8 Flag Flag that determines if the point is the

entry or exit of a Known Blocked
Scenario. 1 is used for entry and 0 for

the exit.

9 Description Description with extra information

about the Known Blocked Scenario

Table 4.5 Format of the Known Blocked Scenarios database

4.2.8 Data Output

Finally, the position estimation obtained and other statistics related to it are
written in an output file. That output file has a proprietary format created by CEIT and
used for many projects. The format and the content of each of the columns are

explained in Table 4.6.
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Column number

Name

UTC-Date

UTC-Time

Algorithm ID

SolStatus

EGNOSStatus

ECEFx

ECEFy

ECEFz

ECEFvx

Description

Date of the measurement. Date is
given in the following format:

yyyy/mm/dd

Time of the measurement. Time is
given in the following format:

hh:mm:ss.fff/weekno/towinseconds

Shows the technology with which the

position estimation has been done

0 for solution OK, 1 for the solution by

system dynamics

1 for EGNOS data used, 0 when not
used

Position calculated by the positioning
algorithm in ECEF (meters) for the X-

axis.

Position calculated by the positioning
algorithm in ECEF (meters) for the Y-

axis.

Position calculated by the positioning
algorithm in ECEF (meters) for the Z-

axis.

Velocity calculated by the positioning
algorithm in ECEF (meters) for the X-

axis.
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10

11

12

13

14

15

16

17

18

19

20

21

22

ECEFvy

ECEFvz

HPL

NoSatUsed

NoSatExclude

HDOP
PDC
PDC
PDC
PDC

STD_x

STD y

STD _z

Velocity calculated by the positioning
algorithm in ECEF (meters) for the Y-

axis.

Velocity calculated by the positioning
algorithm in ECEF (meters) for the Z-

axis.

Horizontal protection level calculated
from the standard deviations obtained
by the positioning algorithm using a 7-

sigma approximation

Number of satellites used for the

position computation

Number of satellites excluded from the

position computation
Horizontal Dilution of Precision
Reserved column

Reserved column

Reserved column

Reserved column

Standard deviation calculated by the

positioning algorithm in the X-axis

Standard deviation calculated by the

positioning algorithm in the Y-axis

Standard deviation calculated by the

positioning algorithm in the Z-axis
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Table 4.6 Format of the Data Output file
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Chapter 5

Measurement Campaigns for
the System Validation and

Performance Evaluation

This chapter describes the organization of the measurement campaigns that
have been done in order to evaluate the performance of the proposed system. The
chapter describes the different environments in which the system has been tested
and the equipment used in each of them. In this way, a good characterization of the
areas in which the algorithms are tested is introduced.
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5.1 SCENARIO 1: EUSKOTREN LINE

The scenario presented in this section is a demanding environment near
Donostia / San Sebastian. The chosen railway is placed between Hendaia and
Donostia, in a regional train
that puts together France and
Spain operated by Eusko
Trenbide Sarea (ETS). This
railway has a difficult
orography  since  GNSS
blockers appear in more than
50% of the track analyzed.
Most of the journey is done
inside tunnels or canyons;
both urban or natural (see
Figure 5.1).

Figure 5.1 General environment in EuskoTren Lane

The trial track is mostly
set in an urban environment
inside the city of Donostia and the villages near it. However, there are also suburban
and rural areas in more than 20km of track. The rural areas are mountainous areas
in which the signal reception is not direct in all the cases. The environment in which
the algorithm was tested can be considered a GNSS demanding zone in which long

periods of lack of signal were recorded.

The tests took place in service for approximately 30 days, in which the full
operation of the trains during their usual journeys were recorded. In this way,
different satellite constellations in view were tested, and the collected data are

meaningful.
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The route going from Fanderia station to Errenteria station was chosen for the
tests as it is a
representative part of the
journey because the
track is surrounded by
buildings and the train
travels through a tunnel
(see Figure 5.2 (green
area)). The degradation

of the signal before the
entrance to the tunnel
affects the performance
of the positioning
system. The
surroundings and the
fact that the tunnel is
preceded by a curve also

also has influence.

The vehicle used
was an electric

locomotive Serie 900

from Euskotren. (See

Figure 5.3). Figure 5.3 EuskoTren Serie 900 Locomotive

5.1.1 Measuring Equipment

The hardware subsystems used in this test scenario are low-cost sensors since
a good cost-effectiveness for an attractive business case was wanted. The GNSS
receiver could be a low-medium end subsystem, which is not usual on the railway

applications analyzed. In case a high-end GNSS system is mounted on board, a
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better performance would be expected by the algorithm. Physically, the equipment
used in the measurements done in the first scenario, includes a multisensor
equipment for location estimation that consists of the subsystems presented in the

following paragraphs.

5.1.1.1 GPS Receiver

U-Blox EVK-6T-0-001 is the GPS receiver used during the measurements. The
two main objectives of the receiver are the following: to record the raw data and to
perform a standalone positioning operation. This low-cost device allows GPS and
QZSS signals, it has several interfaces such as UART USB or SPI and it is classified
as professional-grade in the use in spite of its low-cost. It has raw pseudorange data
output and an onboard RTC crystal to have faster warm and hot starts. The receiver
claims to have accuracies of 2.5m in position what seems to be fair for this kind of

single constellation single frequency low-cost system (U-blox 2015).

The GPS antenna used for this measurement was an u-Blox ANN-MS-0-005
antenna. It is an active antenna with a low noise figure and high gain coverage. Its
integration is easy and a background in antenna mounting is not necessary to make

it work properly (U-blox 2017).

5.1.1.2 Inertial Measurement Unit (IMU)

The Inertial Measurement Unit (IMU) used was the AIMS Navigation
0817111411 (AIMS n.d.). Its objective is to provide linear accelerations and angular
velocities. The IMU employed in this case has 6 degrees of freedom, the
manufacturer claims to have a high performance for autonomous and remote
operate vehicle systems and it has multiple output interfaces such as CAN 2.0B, RS-

232, RS-422 or RS-485. The accelerometer and gyro data provided is fully



Chapter 5: Measurement Campaigns 157

temperature compensated. It has a high output rate that reaches the 200Hz. The

different performances can be seen in Table 5.1 and Table 5.2.

Accelerometers Performance

Range +-2g

Bias Error 0.6 mg
In-Run Bias Stability 8 ug

Scale Factor Error@ 1 g 0.25mg
Non-linearity 0.5% of FS
Noise 0.3 mg RMS
Bandwidth 15 Hz
Misalignment 2 mrad

Table 5.1 Accelerometers Performance

Angular Rate (gyroscope) Performance

Range 120 °/s

Bias Error 0.06 °/s
In-Run Bias Stability 5°h

Scale Factor Error 0.06%
Non-linearity 0.25% of FS

Noise 0.3 °/s RMS
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Bandwidth 15 Hz

Misalignment 2 mrad

Table 5.2 Angular Rate (gyroscope) Performance

5.1.1.3 Microprocessor

The sensors used to obtain the data for positioning are connected to a
microprocessor. In this case, a Raspberry Pi 3B model has been used. Within its
specifications the most important ones are the following ones; 1.4 GHz 64-bit ARM
8 Cortex-A53 microprocessor, 1 GB SDRAM, wireless LAN and Bluetooth
connectivity, 4 USB ports and 40 GPIO pins among others (Raspberry n.d.).

5.1.2 Ground Truth Generation Equipment

The ground truth for scenario 2 was generated by EuskoTren and Eusko Trenbide
Sareak (ETS). It has been generated using the onboard odometer and the track

maps in property of EuskoTren and Eusko Trenbide Sareak..
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5.2 SCENARIO 2: NOTTINGHAM GEOSPATIAL

INSTITUTE ROOF

TRIAL SITE

The second scenario presented in this chapter is located in the Nottingham

Geospatial Institute. To be more
specific in the roof of the
Nottingham Geospatial Institute
building. Here there is a trial site
in which controlled
measurements can be done to
check systems and/or validate.
The environment is known, and
so the possible problems can
be foretold and known in

advance.

The measurements in this
They were performed using an
electrical train and a railway
simulating the shape of an 8
(see Figure 5.4), but without
crossing the rails. The train
placed in the roof is a small train
that models the behavior of a
real one in terms of movement
and dynamics. It travels through
a track that models the
vibrations that the train would

suffer in a real one.

|

Figure 5.4 Nottingham Geospatial Institute Roof Trial Site

environment were performed during August 2018.

Figure 5.5 Antenna placement in the mock train
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Figure 5.6 Nottingham Geospatial Institute Trial Site Top View

5.2.1 Measuring Equipment

The hardware subsystems used are low-cost sensors since a good cost-
effectiveness for an attractive business case was wanted. However, in this case, for
the obtaining of the ground truth high-end systems were used. Physically, the
equipment used in the measurements done in the third scenario, includes a

multisensor equipment for location estimation that consists of the following:

5.2.1.1 GPS Receiver

The GPS receiver is the same one that was used in the first scenarios. More

information about it can be found in paragraph 5.1.1.1.



Chapter 5: Measurement Campaigns 161

5.2.1.2 Inertial Measurement Unit (IMU)

The Inertial Measurement Unit (IMU) used was the Advanced Navigation
Orientus (Navigation n.d.). lts objective was to provide linear accelerations and
angular velocities. The IMU employed in this case has 9 degrees of freedom, the
manufacturer claims to have a high versatibility. The accelerometer and gyro data
provided is fully temperature compensated. It has a high output rate for this work that
reaches the 1000Hz. The different performances can be seen in Table 5.3 and Table
5.4.

Accelerometers Performance

Range +-29

Initial Bias Error <5 mg
In-Run Bias Stability 20 ug
Scale Factor Stability <0.06%
Non-linearity <0.05%
Noise 100 pug/VHZ
Bandwidth 400 Hz
Misalignment <0.05°

Table 5.3 Accelerometers Performance
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Angular Rate (gyroscope) Performance

Range 250 °/s

Initial Bias Error <0.2%s
In-Run Bias Stability 3°h

Scale Factor Error 0.05%
Non-linearity 0.05%

Noise 0.004 °/s VHZ
Bandwidth 400 Hz
Misalignment <0.05°

Table 5.4 Angular Rate (gyroscope) Performance

5.2.1.3 Microprocessor

The microprocessor used for the measurements performed in this environment
was not changed from the environments before. More information about its features

can be found in paragraph 5.1.1.3.

5.2.1.4 Ultra Wide Band (UWB)

The Ultra Wide Band system used during the measurements in the second
environment is a DecaWave TREK 1000 system. It is a Two-Way-Ranging Real-
Time Location System, easy and quick to set up. Itis the ideal system to build a proof
of concept in hours (Decawave n.d.). As 4 boards are included and the navigation
mode was used, 3 boards acted as anchors and the last one as a tag. Connected to
the tag, the necessary information of the ranges from the tag to the anchors was

stored. It has centimeter-level accuracy, it is reliable against multipath and
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interferences, and has low latency, usually faster than GNSS systems. Moreover, it

has a long-range while having a low energy consumption and it is a low-cost system.

5.2.1.5 Measuring Equipment installation

Two GNSS antennas were installed on the train (see Figure 5.5) to obtain

GNSS measurements and a Ground truth using a high-end GNSS receiver and an

RTK rover-base system. Both antennas were installed maintaining the same

reference position.

The equipment was placed inside the train (see Figure 5.7). Both IMU, GNSS

receivers and the
processing  unit  were

placed there.

For Ultra Wide Band
(UWB), the tag for the rover
was placed in the roof of the
train (see Figure 5.8).
Moreover, the uwB
anchors were also placed
in the limits of the roof, to
cover all the areas in which

the train can travel.

Figure 5.7 Equipment placement in the mock train
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Once the anchors were
placed (see Figure 5.9),
their exact points were
measured using a Leica
Nova MS60 MultiStation.
This kind of instrument has
a high precision that
ensures the correct
measurement of the points
in which the anchors were
placed, and so no extra
errors are introduced in the

UwB measurements

Figure 5.8 UWB Antenna placement

derived from the placement of the anchors. In this case, the position of the anchors

was measured with errors below the centimeters.

The environment is not a harsh environment for GNSS or UWB. However, it has

a couple of areas in which the signals could suffer multipath effects due to big metal

masses (see Figure 5.6). The south limit of the railway is near to the ventilation ducts.

These ducts are over 2m in
height and the train is not bigger
than 1m tall. This fact can block
the signals of some of the
satellites and create multipath in
others. A smaller mass of metal
appears in the south wall in
which some of the machines
used for the air conditioning
appear. They are not as tall as
the ones on the other side, and

they do not cover the full wall

Figure 5.9 UWB anchor placement example
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from side to side but could generate multipath in some signals when the train travels
near them. They are placed in the middle of the eight when both parts of the railway

appear one near the other.

5.2.2 Ground Truth generation equipment

The ground truth for environment 2 was generated by the Nottingham
Geospatial Institute (NGI). The ground truth was generated using a Leica Viva GS10
GNSS receiver placed in the same mock train that the measuring system, along with
an RTK base station place in the trial site. The antenna provided by the Leica Viva
measuring system was used and placed in the same place in which the antenna of
the measuring system was. RTK measurements with corrections were done to obtain
the Ground truth.

When doing UWB measurements, it is of high importance if you want to do
absolute positioning, to know precisely the position of the anchors placed. For that
purpose, a Leica Nova MS60 has been used (Leica n.d.). This is an instrument,
mainly used by topographers that can give exact positions of places or objects with
accuracies of millimeters. With this instrument along with a known position in the trial

site, the exact positions of the anchors have been calculated.
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5.3 SCENARIO COMPARISON

Finally, a table comparing the introduced scenarios, the hardware used and the

complexity of the scenarios in terms of accuracy in positioning systems is presented.

Name Complexity = Ground Truth

Scenario 1 ETS Trial Site High Odometer

Scenario 2 NGI Roof Trial Site Medium RTK  measurements
with high end GNSS

Table 5.5 Scenario Comparison

GNSS IMU uUwB Microprocessor
Scenario 1 U-blox AIMS Navigation = Not Raspberry Pi 3 B+
NEO 6T included
Scenario 2 U-blox Advanced Decawave | Raspberry Pi 3 B+
NEO 6T | Navigation EVK-1000
Orientus

Table 5.6 Scenario Comparison
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5.4 TESTING METHODOLOGY

This section describes the methodology employed during the tests. The
methodology includes the identification of tests to be carried on and the definition of

a strategy to name the list of tests to be performed.

5.4.1 Tests performed

This section describes the different tests that will be performed by the created

algorithm inside the system, following the next testing procedure:

1. The algorithm runs each test with the different systems selected for the

test case.
2. The obtained result is compared with the ground truth.

3. Differences are analyzed in order to face conclusions and validate the

algorithm.

5.4.2 Test template

A common template for naming the different tests to be performed is defined.

The description of all the test cases is based on this template.

TS_SCENARIO_ZZZZ | Test code. TS represents the Test scenario used from
the ones introduced in this chapter. SCENARIO
represents the short name of the scenario (EUS for
EuskoTren and NOT for Nottingham) and 27277
represents the technologies used in a binary way in the
following order; GNSS, IMU, UWB, KBS (1 if it is used
and 0 if not).

Table 5.7 Description of the test cases' naming template
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5.5 TESTING PLAN FOR REFERENCE JOURNEYS

This section describes the testing plan by introducing the test template

employed to describe the tests, the test list, and the definition of the tests.

5.5.1 Test list

The test cases that have been identified in order to test the performance of the

positioning algorithm created appear in Table 5.8.

Test Code Scenario GNSS IMU uwB KBS
TS1_EUS_1100 EuskoTren v 4

TS1_EUS_1101 EuskoTren v 4 v
TS2_NOT_1000 Nottingham v

TS2_NOT_0100 Nottingham 4

TS2_NOT_0010 Nottingham v
TS2_NOT_1100 Nottingham v v

TS2_NOT_1101 Nottingham v v v
TS2_NOT_1010 Nottingham v v
TS2_NOT_1011 Nottingham v v v
TS2_NOT_0110 Nottingham v v
TS2_NOT_0111 Nottingham v v v
TS2_NOT_1110 Nottingham v v v
TS2_NOT_1111 Nottingham v v v v

Table 5.8 List of test cases
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5.5.2 Test definitions

In this subsection, the definition of the test methodology is going to be detailed.
Only one dataset is shown for each test in order not to lengthen the chapter.
However, more datasets have been tested and the results led to the same
conclusions. For this reason, the dataset shown presents the performance of the

algorithm in a representative way.

These tests are oriented to evaluate the performance of the algorithm in the
scenarios presented before. For this, an embedded system, GNSS Pseudorange,
IMU and UWB measurement IF files are needed along with the GNSS Ephemeris

measurement file. To perform the test, the following steps have to be taken:

1) Format files to the latest version using EdittMUandGPSFormat.m

2) Perform UWB LS positioning (In the case LS measurements are available).
3) Switch on Raspberry Pi

4) Send files to Raspberry.

5) Give permissions to the uploaded files.

6) Execute test.

7) Download obtained OF files from Raspberry Pi.

8) Compare obtained OF file with the Ground Truth.
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Chapter 6

Input Data Analysis

This chapter includes the data analysis of the input data obtained from the
measurement campaigns done and to be used in the algorithms. The objective is to
check that the data obtained are coherent and to show how each of the modules
introduced in the algorithm affects the resulting positioning function.
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6.1 INTRODUCTION

This chapter shows the data analysis done to validate the data measured in the
different scenarios. To fulfil that verification, data obtained from GNSS, IMU and

UWB sensors are analysed.

In Chapter 5, two different scenarios have been introduced. The methodology
for data acquisition has been the same in the different scenarios and most of the
subsystems have also been the same. The only change has been a change in the
IMU sensor that does not affect as it behaves similarly as it will be explained in
section 6.3. Taking into account these facts presented, the decision of presenting
only one of the analysed scenarios has been taken. Because, the presentation of
the analysis of all the data recorded in the different scenarios could lead this chapter
to unnecessary repetition and tedious length as there has not been detected any

relevant change due to the different runs.

The scenario chosen for the raw data analysis has been the scenario 2 located
on the roof of the Nottingham Geospatial Institute. This scenario is the chosen one
due to its controlled environment. It is a scenario in which the ground truth can be
measured and the possible sources of multipath or GNSS misleading signals can be
spottable. Moreover, the movement of the rover is performed also in a controlled way
and has no interferences of possible train traffic as in other scenarios performed in
real railways. Another important fact to take into account in the selection of the
scenario is that Scenario 2 is the only one that includes GPS, IMU and UWB

positioning systems that are the ones possible to use in the system.

The aim of this chapter is to verify the three different data sources that are used
as inputs for the positioning algorithm. Moreover, this analysis shows that the data
received is coherent. To fulfil this aim, different data such as the number of available
satellites, the behaviour of the accelerations measured or residuals of the position

estimation obtained by UWB are analysed.
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6.2 GPS DATA ANALYSIS

First of all, data recorded with the GPS is going to be analysed. The GPS is the
more obvious and affordable source when it comes to positioning and the better
accuracy and availability is desirable from it. Different statistics of the data received
are going to be analysed to assess the GPS data received and afterwards perform

the positioning algorithm using them.

6.2.1 Available satellites

One of the statistics that are important to analyse the GPS suitability and quality
is the number of satellites available. A satellite is available when data from that
satellite has been received. It is well known that to obtain a position estimation in 3D,
at least data from four satellites is necessary, however, a higher number of satellites
is desirable to improve the algorithms. More satellites mean more information, and

this is helpful to discard faulty ones and use more reliable data.

Number of satellites with data

Number of satellites
=
|

200 300 400 500
number of measurement

Figure 6.1 Number of Satellites received in each measurement for GPS
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Figure 6.1 shows the number of satellites with data available received in each
of the measurements computed in the test scenario considered for this chapter.
There are no measurements with less than four satellites available. On the contrary,
all the measurements have data from nine to fifteen satellites which shows that the
scenario has good sky visibility. In conclusion, with this data, there should be no
problems to perform the positioning algorithm and obtain a positioning estimation

with GPS data in means of the number of available satellites.

6.2.2 Elevation of the satellites

Good availability of satellites does not ensure a good position estimation. It is
important to see the elevation of those satellites in order to discard satellites. A
satellite with a low elevation is going to introduce misleading data to the positioning
algorithm, as there are higher possibilities of receiving its data in non-line-of-sight.
An NLOS reception could imply multipath that affects the accuracy of the position
estimation. That is the reason to analyse the availability of the satellites by means of
their elevation. Reflections in the signal also impact the positioning accuracy and so

a good elevation reduces the possibility of reflections in the way.

As a first step, the mean elevation of the satellites available in each of the
measurements has been calculated (Figure 6.2). It shows that the values of elevation
go from 22 to 31 degrees and its mean value is 27.31 degrees. This is acceptable
as the typical elevation masks used for GPS satellites stand between 10 and 15

degrees (Lee n.d.).
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Mean elevation for received satellites
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Figure 6.2 Mean elevation for the satellites with data available

However, what seems to be a good elevation, when analysing the data more in
deep, can turn into some satellites with a bad elevation that can provide misleading
information to the positioning algorithm. As GPS is the basic global positioning
system used in the positioning algorithm, a conservative elevation mask of 10
degrees has been used. Therefore, the number of satellites not fulfilling the mask for
each measurement can be seen in Figure 6.3. It shows a maximum of 6 and a
minimum of 0 satellites with bad elevation can be found. A mean of 4.19 satellites is

discarded every measurement.

To see the impact of applying an elevation mask, Figure 6.4, shows the
satellites able to be used in the positioning algorithm after performing the elevation
mask. It shows that now there are measurements with just 5 available satellites only
one more than the minimum necessary to perform the positioning estimation with the
GPS. On the other hand, we can see measurements with a maximum of 10 satellites
and that usually the data in the scenario analysed has between 7 and 9 satellites.

To be more precise, a mean of 8.66 satellites is used in each measurement. This
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number of available satellites is enough to perform the positioning estimation but

shows a reality with less satellites worse than in subsection 6.2.1.

Number of satellites discarded for bad elevation
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Figure 6.3 Number of satellites discarded due to bad elevation
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Figure 6.4 Number of satellites used for positioning after performing the elevation mask
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Finally, the mean elevation of the satellites used has been analysed in Figure
6.5. In comparison with Figure 6.2, a more constant elevation is depicted. Moreover,
the elevation is higher due to the elimination of the satellites with bad elevation, and

its mean value has increased to 36.74 degrees.

Mean elevation for satellites used
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Figure 6.5 Mean elevation for satellites used

6.2.3 SNR of the satellites

The elevation is not the only parameter that should be analysed when deciding
if the data received from a satellite is acceptable or not to perform the positioning
estimation. In this dissertation, the SNR is analysed to see if the data received is
good enough. Even if a satellite has a good elevation, which assures a good line of
sight, other phenomenons could appear that would attenuate the power of the signal

received providing misleading information to the positioning algorithm.
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5 Mean SNR for received satellites
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Figure 6.6 Mean SNR for available satellites

Figure 6.6 shows the mean SNR of all the satellites available. It shows an SNR
fluctuating from 34dB to 42dB with a mean of 37.97dB. This value is higher than the
minimum values used in many GPS positioning systems with SNR masks of 15-
20dB. However, this value can be increased by the user in order to compute only the

satellites that have better stability on view.

In this thesis, an SNR mask of 25dB has been used and this has filtered some
of the satellites previously in view. Figure 6.7 shows the number of satellites
discarded for insufficient SNR that moves from 0 to 3 for the set of measurements
considered in that test scenario. However, in most of the measurements, 1 or fewer
satellites are discarded. Moreover, and changing the view of the analysis, between
12 and 13 satellites are used as the mean value in each of the measurements as
shown in Figure 6.8. This is a higher number than the satellites available after using
the elevation mask. From this analysis, we can conclude that the elevation mask is

usually more restrictive than the SNR mask.



Chapter 6: Input Data Analysis 179

Number of satellites discarded for bad snr
T T T

25 —

A | | %
T

05 | ‘ ‘ ‘ ' ‘
‘L 1 h ‘ ‘ L ‘ ‘ ‘!i|
number of measurement

‘ H|
0 100 300

Figure 6.7 Number of satellites discarded due to bad SNR
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Figure 6.8 Number of satellites used after applying SNR mask
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Finally, to finish with the SNR analysis, the mean of the SNR of the satellites used

in each measiirement after annlvina the SNR mask is denicted in

i Mean SNR for satellites used
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Figure 6.9. The mean SNR has increased to 38.44dB which is higher than the value

obtained in the case of using all the available satellites.
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Figure 6.9 Mean SNR for satellites used
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6.2.4 SNR and Elevation joint implication

After analysing the SNR and elevation separately, a joint evaluation of both is
necessary. It could happen that a satellite with good elevation could have a bad SNR
or vice-versa. In order to take into account those possibilities, a joint mask using
SNR and elevation thresholds at the same time is going to be used, with the same
values than the one introduced in the previous paragraphs. The conclusions
obtained are that the most restrictive value, in this case, is the elevation mask. Figure
6.10 shows the satellites discarded by this new mask. It is similar to the one shown
by the elevation mask alone, and the mean number of discarded satellites is also
similar: 4.24 compared to the previous 4.19. Following the analysis with the satellites
in use after the filtering, the behaviour is the same and the mean value of the used
satellites is also similar 8.62, compared to 8.66. The maximum and minimum of
satellites used is also very similar and continues being acceptable to obtain a

position estimate in all the measurements.
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Figure 6.10 Number of satellites discarded due to bad SNR and elevation
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Number of satellites used for position computation after SNR and elevation mask
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Figure 6.11 Number of satellites used after SNR and elevation joint mask

6.2.5 Standard deviation of the position

The standard deviation of the positions received that are going to be used for
the fusion with the other positioning data are analysed. A small standard deviation

will show us better confidence in the position estimation given in that axis.
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Standard deviation in x axis
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Figure 6.12 Standard deviation in X-axis

Figure 6.12 shows the standard deviation of the position estimation in the X-
axis. The standard deviation is under 1.1m during the whole test. Moreover, the

mean of the standard deviation is 0.89m.

Similar behaviour happens in the Y-axis. Figure 6.13 shows the standard
deviation for the Y-axis. The standard deviations are below 0.55m. The mean

standard deviation for this axis is 0.45m.
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Analyzing the behaviour of the Z-axis ( see Figure 6.14 ) the standard deviations
are below 1.6m, with a mean standard deviation of 1.2m.This means that the position

estimation is also going to be good.
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Figure 6.13 Standard deviation in Y-axis
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Standard deviation in z axis
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Figure 6.14 Standard deviation in Z-axis

The Horizontal Dilution of Precision, HDOP, provides a parameter related to the
satellite geometry. Better satellite geometry reduces the uncertainty area and

increases the mathematical stability of the algorithm.

The HDOP has different ratings depending on its value and is marked a good when
its value is below 5, and ideal when it is below 1 (GIS 2011). Figure 6.15 shows the
HDOP of the satellite constellation used during the test. The HDOP for most of the
measurements is between 1 and 2, so it is very good. Even in some points, an ideal
HDOP can be found.
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Figure 6.15 Horizontal Dilution of precision (HDOP) for the satellite constellation in use

6.2.7 Number of observables

Finally, the number of observables for the analysed test is going to be
examined. In subsection 6.2.1 and subsequent, has been shown that the minimum
needed satellites to obtain a position estimation is available in all the measurements.
The number of measurements done in this test is 599 and thus there are 599
observables available for the positioning algorithm, one per measurement per
second.
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6.3 IMU DATA ANALYSIS

The IMU is going to be fused with the rest of the data and it will enhance the
availability of the system. Taking into account the fact introduced, different statistics
of the data received are going to be analysed to validate the IMU data received and

afterwards perform the positioning algorithm with it.

6.3.1 Accelerometer data analysis

First of all the accelerometer data is analysed. Figure 6.16, shows the
acceleration measured in the X-axis. The behaviour is coherent with this kind of
systems, and there can be detected three-movement stages with stationary stages
among them and also at the beginning and the end of the test of this scenario. The
most significant conclusion that we can obtain from this data is the existence of a
bias error, which is stopped motion has a value of 0.01m/s? in X axis, 0.04m/s? in

Y axis and 0.01m/s? in Z axis.
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Figure 6.16 Acceleration in X-axis
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Figure 6.17, depicts the acceleration in the Y-axis. As in the X-axis, the only
anomaly spotted in the behaviour of the acceleration in this axis is the existence of
a bias error. From this graph, new data from the test can be obtained. The movement
of the rover has a 8-shape (double circular) and a three-time repetition of the journey
is done in every movement stage of the test.
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Figure 6.17 Acceleration in Y-axis

To finish with the analysis of the accelerations, the Z-axis is shown in Figure
6.18. The Z-axis is the axis that less influence has in the 2D positioning. However, it
measures the vibration absorbed by the rover. An important fact is that the
acceleration always contains the gravitational component in this axis and that is the
reason to have mean accelerations of -9.7 m/s2. As in the other axis, a bias error
can be found as the gravitational component is of about 9.8 m/s?. The reason to
have a negative acceleration is the orientation of the axis with the positive Z

component facing up the body of the IMU.
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Figure 6.18 Acceleration in Z-axis

After the analysis of the accelerations recorded, the conclusion is that the data
recorded are coherent with the test performed and that they can be used as inputs
for the positioning computing. Measured bias has values of 0.01m/s? in X axis,
0.04m/s? inY axis and 0.01m/s? in Z axis, which complies the values showed in
the datasheet, <5mG.

6.3.2 Gyroscope data analysis

The gyroscope data analysis is meaningful as this parameter is responsible for
calculating the angles of movement of the rover. This dissertation is oriented to the
position computation and its accuracy, and so, the angular accelerations in X and Y
axis are not as important as the Z-axis that is the one that is going to calculate the
heading of the rover.
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Figure 6.19, shows the angular accelerations recorded in the X-axis. In this

case, the angular accelerations measured are smaller than the angular acceleration

of the Z-axis (Figure 6.21), and so is the bias.
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Figure 6.19 Gyroscope angular acceleration in X-axis

Figure 6.20 shows the angular accelerations recorded in the Y-axis. As

happened in the X-axis, the angular accelerations measured are small and so the

bias error is. The reason for these effects is the before mentioned negligible effect

of the angular accelerations in the X and Y axis for a rover installed in a vehicle

moving on rail tracks in a flat plane without cambers or course changes.

Finally, Figure 6.21 shows the angular accelerations recorded in the Z-axis, the

ones that determine the heading of the rover. In this case, as the recorded data is

not negligible, a considerable bias error appears. However, coherent behaviour

according to the test performed is depicted as in the other axis. The bias calculated
are -0.02%s in X axis, 0.02 °/s in Y axis and 0.72 °/s in Z axis. Which does not fulfil

with the value given in the datasheet in the Z axis. The datasheets shows bias

<0.2%s for all the three components.
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Figure 6.20 Gyroscope angular acceleration in Y-axis
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Figure 6.21 Gyroscope angular acceleration in Z-axis
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6.3.3 Yaw data analysis

Another significant indicator to assess that the data are coherent with the test
scenario is the so-called Yaw angle. The Yaw angle is calculated from the angular
accelerations obtained in the Z-axis. The yaw angle shows the angle that the rover
has in comparison with the north. That is the reason to also call it “heading”. Figure
6.22, shows the behaviour of the Yaw angle during the whole test. The figure shows
perfectly the 3 movement-stationary stages. Doing a deeper analysis an anti-
clockwise movement can be detected, and the Yaw changes can be compatible with
a journey similar to a flat 8 that is presented in the scenario in which the test has
been performed.
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Figure 6.22 Yaw angle
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6.3.4 Bias influence in accelerometer data

In subsections 6.3.1 and 6.3.2, a bias error has been detected in the
measurements obtained from the test. The bias error is a usual IMU error as
presented in section 482.2. However, even if it is usual to have bias errors, it also
easy to correct that error, as it is constant during the time. To correct the data
obtained and eliminate the bias errors, its value has been calculated. For that, the
first 1000 measurements have been used where the rover remains stoped at the
same point.

The bias calculated for the acceleration in the X-axis is 0.096 m/s?. Figure 6.23
shows the new acceleration after subtracting the obtained bias to the measured
accelerations. Now, the acceleration in X-axis when the rover is in a stationary stage
is around 0 m/s2. This behaviour models the reality in a better way. It can be

concluded that the bias subtraction makes the acceleration more realistic.
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Figure 6.23 Acceleration in the X-axis after bias subtraction
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The same calculus has been performed for the Y-axis. In this case, a bias error
of 0.37 m/s? appears in the measurements. In the same way as for the X-axis, when

subtracting the bias error to the measurements, the accelerations get centered in 0

m/s?.
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Figure 6.24 Acceleration in the Y-axis after bias subtraction

In the Z-axis the bias error is 0.09 m/s?. However, subtracting the bias error the
acceleration does not get centered in 0 m/s?. Apart from subtracting the bias error,
the gravitational component has also been subtracted in order to center the
acceleration in 0 m/s? ( see Figure 6.25).

The same analysis done with the linear accelerations has been done with the
angular accelerations. Figure 6.26, shows the angular accelerations in X-axis after
subtracting the bias error of 0.0002 rad/s. As explained before, X-axis has not
significant angular accelerations and so the bias error is also smaller than the one
on the Z-axis.
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Acceleration in Z with bias substraction
03 T T T T T T

02

=
-
T

OPS [ pre

acceleration in m/s?
o

:
o
T

|
1000 2000 3000 4000 5000 6000
number of measurement

Figure 6.25 Acceleration in the Z-axis after bias subtraction
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Figure 6.26 Angular acceleration in the X-axis after bias subtraction
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The behavior seen in the X-axis is repeated in the Y-axis. Figure 6.27, shows
the angular accelerations in Y-axis after subtracting the bias error of 0.0002 rad/s.
As explained before, Y-axis has not significant angular accelerations and so the bias

error is also much smaller than the one presented for Z-axis.
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Figure 6.27 Angular acceleration in the Y-axis after bias subtraction

Finally, the Z-axis is analyzed, the one used for the Yaw computation. Figure
6.28, shows the angular accelerations in Z-axis after subtracting the bias error of
0.012 rad/s. In this case, the angular accelerations measured are significant and
thus is the bias error calculated. This leads to the correction of the bias error to be

more evident in the Z-axis than in the other two axis analyzed.
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Figure 6.28 Angular acceleration in the Z-axis after bias subtraction

6.3.5 Number of observables

Finally, the number of observables for the analysed test in this scenario is going
to be examined. In the case of the IMU, no acceleration measurements are
exceeding the maximum accelerations accepted in the railway industry for
passenger commodities and introduced in paragraph 2.2.1.1. The number of
measurements done in this test is 6098 which is more or less 10 times the number
of measurements for the GPS subsystem. This shows the usual operation of the IMU
as it is programmed to work with a 10Hz frequency while the GPS is programmed to

work with a 1Hz frequency.
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6.4 UWB DATA ANALYSIS

UWB is proposed in this thesis as a system used for conflictive spots in which
the GPS accuracy and availability is not enough, or directly there is no GPS data. A
good example would be for example a train station. Inside train stations, there is
usually no proper GPS signal available, and so the use of UWB could give good
accuracy maintaining the availability provided by IMU.

UWSB positioning system used provides us with a position estimation and some
residuals with which some figures of merit have been calculated to fulfil this
preliminary analysis and validate the UWB data recorded.

6.4.1 Residuals

First of all, the residuals given by the positioning system are analysed. This
statistical gives the measure of how good is the position estimation given by the

UWB system. This fact makes the residuals an important factor to take into account.
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Figure 6.29 Residuals of the positions
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Figure 6.29 shows the residuals of the UWB system over the whole test. A big
peak appears at the beginning of the test showing unacceptable residuals. The
position estimation associated with the residuals in that part of the test could not be
reliable. The decision to use a mask of residuals to filter bad measurements has
been made, as explained and exposed here below.

As UWB is wanted to be a very precise system used only in conflictive spots or
spots without GPS coverage, only estimations with very low residuals, less than
0.0001 are accepted as good estimations. Figure 6.30 shows the new residuals after
applying the mask proposed. No outliers appear in this new figure. The position

estimations given by these measurements should be of good confidence.
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Figure 6.30 Residuals of acceptable measurements

6.4.2 Number of Observables

The number of total UWB measurements for this test is 1570. However not all
the measurements are good enough to use their positions. After applying the
residuals mask, the number of available measurements is reduced to 1450. It can
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be deduced that 120 measurements are not reliable enough for this application.

However, a good rate of 2 measurements per second is obtained.

6.4.3 Standard deviation of the position

The standard deviation of the positions received that are going to be used for
the fusion with the other positioning data are analysed. A small standard deviation

will show us better confidence in the position estimation given in that axis.
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Figure 6.31 Standard deviation in X-axis

Figure 6.31 shows the standard deviation of the position estimation in the X-
axis. The standard deviation is under 0.5m during the whole test, after the filtering of
the first data. Moreover, the mean of the standard deviation is 0.02m. However,
some high standard deviations can be found at the beginning of the test. Those high

standard deviations could lead the system to give some bad position estimations.

Similar behaviour happens in the Y-axis. Figure 6.32 shows the standard
deviation for the Y-axis. There are some outliers at the beginning of the test and then

the standard deviations are below 0.2m. The mean standard deviation for this axis
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is 0.0039m what shows very good confidence in the position estimation given for the
Y-axis.

Analyzing the behaviour of the Z-axis ( see Figure 6.33 ), something very similar
to the other two axes is found. Some outliers at the beginning of the test and standard
deviations below 0.5m in the rest, with a low mean standard deviation of 0.018m.This

means that the position estimation is also going to be good.
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Figure 6.32 Standard deviation in Y-axis
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Standard deviation in z axis
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Figure 6.33 Standard deviation in Z-axis

When analyzing the standard deviation of the position in the three-axis, some
outliers have been spotted. As explained in subsection 6.4.1, not all the
measurements have reliable information to position. So using the residuals mask
introduced, only the reliable measurements have been taken into account. After

doing it, new standard deviation curves have been graphed.

Figure 6.34 shows the standard deviation in the X-axis after applying the
residuals mask. The outliers have been deleted, and all the standard deviations are
below 0.01m. The mean standard deviation has also been reduced to 0.0026m. Now
all the chosen measurements are reliable and the position estimations will contribute

the positioning algorithm.
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Figure 6.34 Standard deviation in X-axis after using the residuals mask

Similar behaviour happens in the Y-axis. Figure 6.35 shows the standard
deviation for the Y-axis after applying the residuals mask. The outliers at the
beginning have been deleted and the standard deviations are below 0.01m. The
mean standard deviation for this axis is 0.0009m what shows very good confidence

in the position estimation given for the Y-axis.

Analyzing the behaviour of the Z-axis (see Figure 6.36), something very similar
to the other two axes is found. The outliers have disappeared, and the standard
deviations are always below 0.01m with a low mean standard deviation of 0.0019m.

This means that the position estimation is also going to be good.
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Figure 6.35 Standard deviation in Y-axis after using the residuals mask
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Figure 6.36 Standard deviation in Z-axis after using the residuals mask
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6.4.4 HDOP

The Horizontal Dilution of Precision, HDOP, specifies the navigation satellite
geometry on a positional measurement precision. In other words, it says how good
is the satellite geometry. In the UWB case, there are no satellites, but there are

anchors that will act in the same way as satellites when positioning the rover.

The HDOP has different ratings depending on its value and is marked a good
when its value is below 5, and ideal when it is below 1 (GIS 2011). Figure 6.37 shows
the HDOP of the anchors placed for the test. The HDOP for all the measurements is
below 1, so it is ideal, except at the beginning of the test where some outliers are

found. In that area, the HDOP is rated only as good.
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Figure 6.37 Horizontal Dilution of Precision

As a very high accuracy is wanted in the UWB system, measurements with the
highest possible HDOP are wanted. With that purpose, the residuals mask
introduced in subsection 6.4.1 is also used here. The result is depicted in Figure

6.38. After applying the mask, and taking into account only the measurements with
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good residuals, all the computed HDOP for the measurements are below 1 and thus
they are rated as ideal.

o Horizontal Dilution of Precision after residuals mask
: T T T T T

0.009 — =

0.008

T

0.007

0.006

ol

8 0.005
I

0.004

0.003 ‘ ‘

0.002

—
—

0.001
|

‘ |
b | AN |
0 200 400 600 800 1000 1200 1400
number of measurement

Figure 6.38 Horizontal Dilution of Precision after residuals mask
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Chapter 7

Field-test results and

performance evaluation

This chapter shows and analyzes the results obtained by the positioning algorithm
in the measurement campaigns explained in Chapter 5. Moreover, it analyzes the
performance obtained by the algorithm in comparison with the ground truths of
each of the scenarios.
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7.1 PERFORMANCE OF THE ALGORITHM

This section shows the performance of the algorithm in the different tests
defined in subsection 5.5.1.

7.1.1 TS1_EUS_1100

The results of this test show the performance of the algorithm when using a
GPS and IMU fusion. Figure 7.1 shows the performance of the presented algorithm

showing the error committed for each measurement.

This scenario has a mean error of 9.88 meters and a maximum error peak that

reaches 50 meters. During this peak, the train travels through a tunnel.
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Figure 7.1 Performance of the algorithm for test TS1_EUS_1100

Figure 7.2 analyses the frequency of the different errors during this journey. The
error is mainly spread at low error distances below twelve meters; however, there is

a long tail with errors that reach the aforementioned value of 50 meters.
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Figure 7.2 Histogram of the position error for test TS1_EUS_1100

Analyzing the cumulative distribution function (CDF) it can be stated that the
CDF(95%) is around 31 meters (see Figure 7.3).
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Figure 7.3 CDF of the test TS1_EUS_1100
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The error obtained in the tunnel environment decreases the performance
significantly and thus improving this section will have a great impact on the overall

picture.

7.1.2 TS1_EUS_1101

The results of this test show the performance of the algorithm when using a
GPS and IMU fusion along with KBS. Figure 7.4 shows the performance of the

presented algorithm showing the error committed for each measurement.

In this case, the accuracy is significantly better than in the test before in which
KBS was not used, even if a certain peak can be seen with around 12 meters of
maximum error. This improvement makes the mean error to be reduced down to

5.54 meters.
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Figure 7.4 Performance of the algorithm for test TS1_EUS_1101

In the same way, analyzing the frequencies of the errors shown by the
histogram in Figure 7.5, the maximum error is set in 12 meters which are lower than

the preceding case where the maximum error is set in 50 meters.
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Figure 7.5 Histogram of the position error for test TS1_EUS_1101

The CDF obtained from the error information bound the error at 95% in 9.27
meters (see Figure 7.6).
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Figure 7.6 CDF of the test TS1_EUS_1101

In tests TS1_EUS_1100and TS1_EUS_1101, the whole journey has been
analyzed. However, the KBS is effective when used in singular places in which GPS
signal is not available, such as tunnels.
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However, to analyze the whole journey could blur the focus from the important
part of the KBS enhancement. That is the reason to show the graphs in the area in

which the KBS enters in operation. Figure 7.7 shows the KBS operation zone that is

analyzed.
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Figure 7.7 Performance in KBS zone, Test TS1_EUS_1100 vs TS1_EUS_1101

The accuracy results of the algorithm without the KBS show an error peak that

reached 54.29 meters. The mean error of this section is 21.15 meters.

On the other hand, when using KBS, accuracy is significantly better. The maximum
error peak is lower than 7.96 meters and the main improvement is that the mean

error is reduced to 5.07 meters

7.1.3 TS2_NOT_1000

The results of this test show the performance of the GPS stand-alone. Figure

7.8 shows the performance of the presented algorithm using GPS (blue) against the
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Ground Truth (GT) (red). The GPS gives a position estimation that draws a path

similar to the one given by the GT.

10 Algorithm Performance for GPS
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Figure 7.8 Performance of the algorithm for test TS2_NOT_1000

The mean of the error is 0.95 meters. However, there are errors up to 5.05
meters and the standard deviation of the error is 1.04 meters. Moreover, the number
of measurements is small for some areas or applications in which one measurement

per second could not be enough.

When analyzing the error histogram (see Figure 7.9), the biggest part of the
measurements have errors lower than a meter due to the good positioning accuracy
of the algorithm when it uses GPS in static environments. Those static parts, at the
beginning and at the end of the test, have accuracies below a meter which shift the
overal results towards this low error. However, there are position estimations with
accuracies under a meter also during the movement stages. However, the multipath
errors in the middle part of the scenario due to the reflection of the signals in the

different ventilation ducts lead some estimations to higher positioning errors.
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Figure 7.9 Histogram of the position error for test TS2_NOT_1000

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.10), shows
that more than 95% of the position estimations have errors under four meters, and

more than 90% of the position estimation errors are under 2.5 meters.
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Figure 7.10 CDF of the test TS2_NOT_1000
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Table 7.1 shows a brief comparison of the results obtained by this algorithm and

an open-source algorithm called RTKLib (presented in Chapter 2) in the present test.

System Mean Error Mean std Measurements/s

GPS (G. De Miguel) 0.9505m 1.0419m 1

Table 7.1 Algorithm vs RTKLib comparison for test TS2_NOT_1000

7.1.4 TS2_NOT_0100

The results of this test show the performance of the IMU stand-alone. Figure
7.11 shows the performance of the presented algorithm using IMU (black) against
the Ground Truth (GT) (red). The algorithm gives a position estimation that starts
drawing a path similar to the one given by the GT but displaced. Then, when time
advances, the position estimation with IMU derives due to the cumulative errors
introduced by this kind of sensors. In the end, the position estimation is out of the

figure presented.
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Figure 7.11 Performance of the algorithm for test TS2_NOT_0100
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The mean of the error is 107.27 meters. However, there are errors up to 469.88
meters and the standard deviation of the error is 132.56 meters. The use of an IMU
gives to the system a bigger number of position estimations. Fusion with other

absolute positioning systems could take advantage of the mentioned

When analyzing the error histogram (see Figure 7.12), the error grows

exponentially. It is seen that IMU stand alone is not a valid positioning option.
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Figure 7.12 Histogram of the position error for test TS2_NOT_0100
Finally, the Cumulative Distribution Function (CDF) (see Figure 7.13), shows that

95% of the position estimations have errors lower than 400 meters corroborating that

IMU can not be used alone to position in big time-lapses.
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Figure 7.13 CDF of the test TS2_NOT_0100
Table 7.2 shows a brief comparison of the results obtained by this algorithm and
an open-source algorithm called RTKLib in the present test.
System Mean Error Mean std Measurements/s

IMU (G. De Miguel) 107.2744m  132.5698m  9.99

Table 7.2 Algorithm vs RTKLib comparison for test TS2_NOT_0100

7.1.5 TS2_NOT_0010

The results of this test show the performance of the UWB stand-alone. Figure
7.14 shows the performance of the presented algorithm using UWB (green) against
the Ground Truth (GT) (red). The UWB gives a position estimation that draws a path
which nearly matches the one given by the GT.
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Algorithm Performance for UWB

ENU in meters

-35 -30 -25 -20 -15 -10 5 0 5
ENU in meters

Figure 7.14 Performance of the algorithm for test TS2_NOT_0010

The mean of the error is 0.12 meters. However, there are errors up to 0.77
meters and the standard deviation of the error is 0.07 meters. The number of

measurements is also acceptable.

When analyzing the error histogram (see Figure 7.15), most of the
measurements have errors lower than half a meter due to the good positioning
accuracy of the algorithm when using UWB. The accuracy of the measurements is

stable during the whole test both in static and moving stages.



Chapter 7: Results and Performance Evaluation

219

Error Histogram
300 T T

g

N
o
o

Number of repetitions
8 2]

50

0 0.1 0.2 0.3 0.4
Error in meters

0.5 06 0.7

Figure 7.15 Histogram of the position error for test TS2_NOT_0010
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Finally, the Cumulative Distribution Function (CDF) (see Figure 7.16), shows

that more than 95% of the position estimations have errors under thirty centimeters.
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Table 7.3 shows a brief summary of the performance achieved by the algorithm.

System Mean Error Mean std Measurements/s

UWB (G. De Miguel) 0.1278m 0.0797m 2.21

Table 7.3 Algorithm vs RTKLib comparison for test TS2_NOT_0010

7.1.6 TS2_NOT_1100

The results of this test show the performance of GPS and IMU fusion. Figure
7.17 shows the performance of the presented algorithm using GPS (blue) and IMU
(black) fusion against the Ground Truth (GT) (red). The algorithm gives a position
estimation that draws a path in which the GT can be recognized. However, the

obtained accuracy is not the best.
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Figure 7.17 Performance of the algorithm for test TS2_NOT_1100

The mean of the error is 2.33 meters. However, there are errors up to 18.50
meters and the standard deviation of the error is 3.01 meters. The number of

measurements is big due to the fusion of two systems.

When analyzing the error histogram (see Figure 7.18), most of the
measurements have errors lower than four meters. However, some position
estimations are bigger due to long IMU stand-alone times or misleading GPS data.
A misleading yaw angle calculated by the GPS can lead the next estimations done

by the IMU to be of bad quality.
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Figure 7.18 Histogram of the position error for test TS2_NOT_1100

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.19), shows
that more than 95% of the position estimations have errors under nine meters and
more than 80% of the measurements have errors lower than four meters.
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Table 7.4 shows a brief summary of the performance achieved by the algorithm.

System Mean Error Mean std Measurements/s

GPS+IMU (G. De Miguel) 2.3375m 3.0107m 10.99

Table 7.4 Algorithm vs RTKLib comparison for test TS2_NOT_1100

7.1.7 TS2_NOT_1101

The results of this test show the performance of the GPS and IMU fusion along

with KBS. Figure 7.20 shows the performance of the presented algorithm using
GPS(blue) and IMU (black) fusion against the Ground Truth (GT) (red). The

algorithm gives a position estimation that draws a path in which the GT can be

recognized. However, the accuracy obtained is not optimal.
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Figure 7.20 Performance of the algorithm for test TS2_NOT_1101
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The mean of the error is 2.30 meters. However, there are errors up to 16.90
meters and the standard deviation of the error is 2.88 meters. The number of

measurements is big due to the fusion of two systems.

When analyzing the error histogram (see Figure 7.21), most of the
measurements have errors lower than four meters. However, some position

estimations are bigger due to long IMU stand-alone times.
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Figure 7.21 Histogram of the position error for test TS2_NOT_1101

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.22), shows
that more than 95% of the position estimations have errors under nine meters and

more than 80% of the measurements have errors lower than four meters.
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Figure 7.22 CDF of the test TS2_NOT_1101

Table 7.5 shows a brief summary of the performance achieved by the algorithm.
System Mean Error Mean std Measurements/s
GPS+IMU+KBS (G. De 2.2991m 2.8813m 10.89
Miguel)

Table 7.5 Algorithm vs RTKLib comparison for test TS2_NOT_1101

7.1.8 TS2_NOT_1010

The results of this test show the performance of GPS and UWB fusion. Figure
7.23 shows the performance of the presented algorithm using GPS (blue) and UWB
(green) fusion against the Ground Truth (GT) (red). The algorithm gives a position
estimation that draws a path in which the GT and the position estimation are nearly
the same in most of the time of the test.
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Figure 7.23 Performance of the algorithm for test TS2_NOT_1010

The mean of the error is 0.18 meters. However, there are errors up to 3.16
meters and the standard deviation of the error is 0.23 meters. The number of

measurements is average due to the fusion of two systems.

When analyzing the error histogram (see Figure 7.24), most of the
measurements have errors lower than half a meter. The accuracy of the

measurements is stable during the whole test both in static and moving stages.
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Figure 7.24 Histogram of the position error for test TS2_NOT_1010

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.25), shows

that more than 95% of the position estimations have errors under fifty centimeters.
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Table 7.6 shows a brief summary of the performance achieved by the algorithm.

Mean std Measurements/s

GPS+UWB (G. De Miguel) 0.1862m  0.2376m  3.21

Table 7.6 Algorithm vs RTKLib comparison for test TS2_NOT_1010

7.1.9 TS2_NOT_1011

The results of this test show the performance of the GPS and UWB fusion along
with KBS. Figure 7.26 shows the performance of the presented algorithm using GPS
(blue) and UWB (green) fusion against the Ground Truth (GT) (red). The algorithm
gives a position estimation that draws a path in which the GT and the position

estimation are nearly the same in most of the time of the test.
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Figure 7.26 Performance of the algorithm for test TS2_NOT_1011



Chapter 7: Results and Performance Evaluation 229

The mean of the error is 0.18 meters. However, there are errors up to 3.16
meters and the standard deviation of the error is 0.23 meters. The number of

measurements is average due to the fusion of two systems.

When analyzing the error histogram (see Figure 7.27), most of the
measurements have errors lower than half a meter. The accuracy of the

measurements is stable during the whole test both in static and moving stages.
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Figure 7.27 Histogram of the position error for test TS2_NOT_1011

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.28), shows

that more than 95% of the position estimations have errors under fifty centimeters.
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Figure 7.28 CDF of the test TS2_NOT_1011

Table 7.7 shows a brief summary of the performance achieved by the algorithm.

Mean std Measurements/s

3.1

0.2330m

GPS+UWB+KBS (G. De 0.1815m
Miguel)

Table 7.7 Algorithm vs RTKLib comparison for test TS2_NOT_1011

7.1.10 TS2_NOT_0110

The results of this test show the performance of the IMU and UWB fusion.
Figure 7.29 shows the performance of the presented algorithm using IMU (black)
and UWB (green) fusion against the Ground Truth (GT) (red). The algorithm gives a

position estimation that draws a path in which the GT and the position estimation are

nearly the same in most of the time of the test.
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Figure 7.29 Performance of the algorithm for test TS2_NOT_0110

The mean of the error is 0.46 meters. However, there are errors up to 3.96
meters and the standard deviation of the error is 0.59 meters. The number of

measurements is high due to the fusion of two systems with a high frequency of data
output.
When analyzing the error histogram (see Figure 7.30), most of the

measurements have errors lower than half a meter. However, there is a peak around
1.5 meters due to the initial and final drift of the IMU position while UWB is not in

use.
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Finally, the Cumulative Distribution Function (CDF) (see Figure 7.31), shows
that the 95% of the position estimations have errors unde a meter and a half, and

that more than 75% of the position estimations have errors under thirty centimeters.
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Table 7.8 shows a brief summary of the performance achieved by the algorithm.

Mean std Measurements/s

IMU+UWB (G. De Miguel)  0.4569m  0.5896m 12.2

Table 7.8 Algorithm vs RTKLib comparison for test TS2_NOT_0110

7.1.11 TS2_NOT_0111

Due to the nature of the KBS, explained in chapter 4, it has no sense to use it
without GPS measurements. This test even if it was one of the permutations in the

test, is not done.

7.1.12 TS2_NOT_1110

The results of this test show the performance of GPS, IMU, and UWB fusion.
Figure 7.32 shows the performance of the presented algorithm using GPS(blue),
IMU (black), and UWB (green) fusion against the Ground Truth (GT) (red). The
algorithm gives a position estimation that draws a path in which the GT and the

position estimation are nearly the same in most of the time of the test.
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Algorithm Performance for GPS+IMU+UWB
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Figure 7.32 Performance of the algorithm for test TS2_NOT_1110

The mean of the error is 0.235 meters. However, there are errors up to 2.53
meters and the standard deviation of the error is 0.29 meters. The number of

measurements is high due to the fusion of three systems, two of them with a high
frequency of data output.

When analyzing the error histogram (see Figure 7.33), most of the

measurements have errors lower than half a meter.
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Figure 7.33 Histogram of the position error for test TS2_NOT_1110

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.34), shows
that more than 75% of the position estimations have errors under twenty-five
centimeters. Moreover, more than 95% of the position estimation errors are below
one meter.
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Table 7.9 shows a brief summary of the performance achieved by the algorithm.

Mean std Measurements/s

GPS+IMU+UWB (G. De 0.2349m  0.2931m 13.2
Miguel)

Table 7.9 Algorithm vs RTKLib comparison for test TS2_NOT_1110

7.1.13 TS2_NOT_1111

The results of this test show the performance of GPS, IMU, and UWB fusion
along with KBS. Figure 7.35 shows the performance of the presented algorithm using
GPS(blue), IMU (black), and UWB (green) fusion against the Ground Truth (GT)
(red). The algorithm gives a position estimation that draws a path in which the GT

and the position estimation are nearly the same in most of the time of the test.
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Figure 7.35 Performance of the algorithm for test TS2_NOT_1111
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The mean of the error is 0.233 meters. However, there are errors up to 2.52
meters and the standard deviation of the error is 0.29 meters. The number of
measurements is high due to the fusion of three systems, two of them with a high

frequency of data output.

When analyzing the error histogram (see Figure 7.36), most of the

measurements have errors lower than half a meter.
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Figure 7.36 Histogram of the position error for test TS2_NOT_1111

Finally, the Cumulative Distribution Function (CDF) (see Figure 7.37), shows
that more than 75% of the position estimations have errors under twenty-five
centimeters. Moreover, more than 95% of the position estimation errors are below

one meter.
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Table 7.10 shows a brief summary of the performance achieved by the
algorithm.

Mean std measurements/s

GPS+IMU+UWB+KBS (G. 0.2336m | 0.2910m 13.1
De Miguel)

Table 7.10 Algorithm vs RTKLib comparison for test TS2_NOT_1111
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7.2 PERFORMANCE DISCUSSION

After presenting the results of the tests and the performance of the algorithm in

them, a brief discussion is done to analyze the strengths and weaknesses of the

proposed algorithm.

The algorithm uses three positioning subsystems and a software technique to

enhance the performance of their fusion in certain situations. Each subsystem has

pros and cons, also each of the different fusions have them. All the possible

permutations have been done in order to analyze them:

GPS:

o

IMU:

UWB:

Pros: It is a global system; that makes it very useful as it has
global coverage. It is cheap to implement and has reasonably
good accuracy.

Cons: It has problems when positioning in areas in which the
receiver has not an open sky view. Moreover, it is not available
to use indoors or in tunnels. Output frequency could be not

enough for some applications.

Pros: It has high rate output frequencies. It can perform
positioning estimations indoor.

Cons: It needs a reference position to perform the positioning
estimation in global frames. Its accuracy in stand-alone is poor
and needs to reset regularly in order not to accumulate big

errors.

Pros: It has accuracy with under meter errors with remarkably
low error margins, with good output frequencies. Indoor
positioning is possible maintaining the accuracies obtained

outdoors.
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o Cons: Itis not a global system. Anchors have to be installed in
order to obtain a position. Each anchor has a limited range in
which it can position the rover (max of about 100m) what
increments the cost of Hardware installation.

o GPS+IMU:

o Pros: This kind of fusion copes with the problem of having a
low output frequency and also solves the problem of positioning
where there is no open sky view.

o Cons: The accuracy is not good enough for some environments
of the railway operation such as the start of mission or track
selectivity.

e GPS+UWB:

o Pros: This fusion provides good accuracies in indoor and
outdoor environments while global coverage is provided.

o Cons: The cost of the system as many anchors have to be
placed to obtain good accuracies with good continuity during
the journey.

e IMU+UWB:

o Pros: This fusiéon has a good accuracy along with a high output
frequency and the possibility of indoor and outdoor positioning.

o Cons: The positioning capability is available for small areas as
anchors have to be placed. The big number of anchors needed
can lead the resulting system to be expensive for some
applications.

e GPS+IMU+UWSB:

o Pros: This fusion collects the pros of the three systems and so

has a good positioning accuracy with a high output frequency

and global availability.
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o Cons: Computational needs are higher than the other fusions
as it uses more systems and more data are processed. More
systems also imply a higher economic cost.

e KBS:

o Pros: To use the KBS is not necessary to have any extra
hardware, it is a software technique. Moreover, it can be used
in any environment.

o Cons: Itis necessary to create a database before the operation
with KBS.

In order to enhance the performance of the fusion alternatives introduced, KBS
was developed. This software positioning enhancement uses map-aiding to obtain
better performances when there are transitions into GNSS blocked spots. It has been

created to be used in a railway environment taking into account its particularities.

In the tests performed in Nottingham, the impact of the KBS is not remarkable
because the environments in which the train travels are GNSS friendly and the KBS
is not triggered. In the tests performed in Nottingham, the GPS outages introduced
are small and the use of UWB reduces the impact of the KBS. However, in this
scenario, an enhancement in the order of centimetres can be seen in the results
presented. Moreover, the second scenario is a mock railway in which the turns are
sharp. In real railways, the turns cannot be so sharp for security issues. Sharp turns
lead the IMU to have misleading positioning estimations and not to use the KBS most
efficiently. Moreover, the accelerations accepted in different railway operations are

limited to ensure security and comfort (See paragraph 2.2.1.1).

However, in scenario 1 (EuskoTren), the impact of the KBS is clear. A real
railway is presented, there, with a tunnel. This kind of environment is the ideal
environment to obtain the best performance for the KBS. The obtained results show

that the performance of the KBS improves significantly the accuracy of the GNSS
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and IMU fusion algorithm by detecting misleading information of the GNSS. The

maximum error reached is five times lower and the mean error is improved by 50%.

After the analysis presented, this research work proposes a system using GPS,
IMU, and UWB fusion along with KBS for the railway domain. GPS and IMU with
KBS would be suitable to position in most of the railway, including some tunnels as

shown in the tests performed for scenario 1.

For the start of mission and indoor positioning in stations, the use of UWB gives
sufficient accuracy to be track selective, as shown in the tests done for scenario 2 in
which all three systems are used. This strategy can also be useful for critical points
in the railway in which high accuracies are needed such as track shifts or railway

yards.

In long tunnels in which the IMU working stand-alone could accumulate errors
during a long time, the installation of some UWB anchors could improve significantly
the performance of the system as it could restart the IMU position reference and the

accumulated error.
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Chapter 8

Conclusions and future

guidelines

This chapter summarizes the conclusions achieved in the presented dissertation.
Moreover, it includes some open research areas that might be interesting to carry
out future work on them.
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8.1 CONCLUSIONS

Along with this dissertation, different positioning systems available in the
literature have been analyzed. The analysis of the state of the art has pointed out
the need for a positioning system capable to be track selective at least in some
specific areas of the railway operation. Moreover, the impossibility in terms of
accuracy or cost of the available systems in the literature to cope with these

requirements has shown the necessity of a new approach.

Different fusion techniques have been studied to analyze if they could reach the
requirements presented, but there was no record of accessible references for the
railway domain. The open-source software with better performance found has been
RTKLib (RTKLIB n.d.), which uses many enhancement techniques for GNSS

positioning.

This thesis work has proposed and implemented a positioning algorithm with
three positioning technique fusion (GPS, IMU, and UWB), along with a map aided
software positioning enhancement technique called KBS. It can be stated that it
makes progress beyond the state of the art for medium-low end positioning
algorithms as demonstrated in Table 8.1. Additionally, the proposed algorithm has

been proven to:

e Increase the number of positioning systems fused and has introduced
a novel software technique to enhance the positioning under known
blocked scenarios (KBS).

e Increase the accuracy in comparison with an open-source positioning
software widely used as RTKLib (Table 8.2). Moreover, when using the
full system along with KBS it has been proved to be track selective as
the total error made when positioning is below a meter. Table 8.2 shows
the improvement in the accuracy of the systems against RTKLIB for

different railway operations introduced afterwards.
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e The use of KBS reduces the number of faulty measurements as it has
a FDE like behaviour, that discards GNSS measurements with
misleading information.

e Be an affordable system to be used in many applications as the

positioning hardware used is a medium-low-end.

U-Center RTKLib CargoTrac G. De Miguel
(U-blox) (SAVVY)

Systems:

GPS Yes Yes Yes Yes

IMU No No No Yes

uwB No No No Yes

KBS No No No Yes

GPS multi- | Yes Yes Multi- No

frequency multi- constellation

constellation

Accuracy 1-meter 2-3meter N/A Under a meter
Availability No No No Yes

indoor

Open-Source No Yes No No
Positioning Not LS/Kalman | Not available LS/Kalman
engine available

Use sector General General Railway Railway

Table 8.1 Comparison of different positioning systems available vs presented positioning

algorithm
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Mean std Measurements/s

RTKLib 4.84m 3.77m 1
U-Center 4.54m 1.90m 1
GPS+IMU (G. De Miguel) | 2.33m 3.01m 10.99
GPS+IMU+KBS (G. De | 2.29m 2.88m 10.89
Miguel)

IMU+UWB (G. De Miguel) = 0.45m 0.58m 12.2
GPS+IMU+UWB+KBS (G. | 0.23m 0.29m 13.1
De Miguel)

Table 8.2 Performance of the algorithm vs RTKLib performance

This research thesis has analyzed different combinations for fusion and their
performance in Chapter 7. Taking into account the performance results obtained, a
combination of different fusions for different railway operations in order to be cost-

effective and maintain its necessities has been proposed:

e GPS and IMU fusion is proposed for common operation as it is suitable
to provide a reliable position estimation in most of the railway, including
some short tunnels.

e For the start of mission and indoor positioning in stations, the use of
UWB is proposed. It gives sufficient accuracy to be track selective. The
cost of installing UWB anchors in stations is affordable within the retro-
fitting or evolution of a signalling system, and its fusion with IMU is
appropriate for this kind of scenario. Moreover, the system could take
advantage of the KBS in the transition from outdoor to indoor where

GPS is not reliable enough for this requirements. This strategy can also
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be useful for critical points in the railway in which high accuracies are
needed such as track shifts or railway yards.

¢ Inlong tunnels in which the IMU working stand-alone could accumulate
errors during a long time, the installation of some UWB anchors is
proposed to improve significantly the performance of the system as
UWB anchors can be used to restart the IMU position reference and

the accumulated error.

Having a look back into Chapter 3, in which objectives were introduced, the

presented thesis fulfils the objectives presented:

Introduction and analysis of the existing positioning systems.
During chapter 2 the positioning systems existing and the possible fusion

between them have been analyzed.

Design of a novel positioning system and algorithm.
A novel system and algorithm has been implemented and explained in
Chapter 4. Moreover, a novel techniques and the fusion of three different

positioning systems has been done.

Improvement of the availability of the system.

As three systems have been used to position, the availability of the resulting
system has been increased in comparison with the availability of GPS stand-
alone positioning. In Table 8.2 the availability for each system for the same

time length is shown.

Fusion of GNSS, IMU, and UWB technologies for transport systems.
The three positioning systems introduced have been successfully fused.
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Improvement of the accuracy in harsh scenarios for GNSS systems.
With the introduction of the KBS and a proper fusion of the three
technologies, the accuracy has been significantly improved as shown in
Chapter 7.

Test and validation of the proposed system and algorithms.
The system has been tested in Chapter 7 and its results have been analyzed

for diverse reasonable scenario for the railway operation and conditions.

Analysis of the difference between using snapshot and recursive
algorithms in terms of accuracy.
Taking into account the literature presented in Chapter 2, a recursive

algorithm has appeared to be better in terms of positioning accuracy.

Analysis of the accuracy improvement when using a Fault Detection
and Exclusion (FDE) method.
Taking into account the literature presented in Chapter 2, the use of an FDE

method helps to obtain a better accuracy as faulty satellites are discarded.

Analysis of the performance obtained by the system created.
An analysis of the full system with the fusion of GPS, IMU, and UWB along
with the KBS strategy has been presented in Chapter 7.
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8.2 FUTURE GUIDELINES

The main objective of this research work was to present and assess a multi-

sensor positioning algorithm for the railway industry.

During this work, several topics have been found that deserve further research:

Extension of the compatible Input files

The presented algorithm uses a proprietary format for the input files
used. The adequation of the code to use standardized input files such
as RINEX files would lead the algorithm to wider use possibilities.
Moreover, the introduction of parsers for more hardware to use in real-

time would make the algorithm more flexible.

Multi-frequency and Multi-constellation positioning

The algorithm introduced in the present investigation work uses GNSS
technology in a single-frequency (L1) and single-constellation (GPS)
mode. The use of a multi-frequency multi-constellation approach would
lead the algorithm to better positioning accuracies for positioning
estimations involving GNSS. Moreover, the use of multi-constellation
GNSS positioning would improve the availability of the GNSS

subsystem.

Implementation of a tighter Kalman filter
The analysis of the state of the art has pointed out that the use of a
tighter Kalman filter would lead the system to better accuracies.

However, a higher computational effort would be required.

Use of machine learning for the selection of the technology used
The proposed algorithm selects the weight given to each technology

depending on the availability of them and the standard deviation of the
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measurements. Moreover, the KBS software strategy is also taken into
account. The use of machine learning could help to explore other
weighting strategies that might provide better performance of the
algorithm.

Implementation of antispoofing techniques

With the generalization of the use of GNSS positioning techniques,
spoofing strategies have appeared to be used by system crackers.
Even if the presented algorithm has fused of more than one positioning
system that could cope with a jamming attack, a spoofing attack could
not be that easily overcome. That is the reason to recommend further
work in antispoofing techniques to make the presented algorithm

secure enough to be used in the railway environment.

Introduction of Integrity evaluation techniques

During this dissertation, an analysis of the accuracy performance of the
positioning estimation algorithm has been presented. However, the
quality of a positioning system is not only measured in terms of
accuracy but also in terms of integrity. A brief integrity analysis has
been done by providing a horizontal protection level using 7-sigma
factor for the system, with hopeful results. However, the analysis

needed to validate the integrity of the system requires further work.



References 251

References

Adjrad, Mounir, and Paul D. Groves. 2017. “Enhancing Least Squares GNSS
Positioning with 3D Mapping without Accurate Prior Knowledge.” Navigation
64(1): 75-91. http://doi.wiley.com/10.1002/navi.178 (April 12, 2020).

AIOSAT. “Home - AIOSAT.” http://www.aiosat.eu/ (April 17, 2020).

Arrizabalaga, Saioa, Gorka De Miguel, Jon Goya, and Leticia Zamora-cadenas.
2016. “Data Acquisition for Complementary Positioning System in GNSS-
Denied Areas.” 11th World Congress on Railway Research (WCRR 2016): 1—
6.

B5m. 2020. “Web 1:5000.” https://b5m.gipuzkoa.eus/web5000/es/ (June 24, 2020).

“Beidou Satellite Navigation System to Cover Whole World in 2020.” 2011.
Eng.chinamil.com.cn.

Ben-Moshe, Boaz, Elazar Elkin, Harel Levi, and Ayal Weissman. Improving
Accuracy of GNSS Devices in Urban Canyons *.

Berrocoso, M, ME Ramirez, and A Pérez-Pefia. “El Sistema de Posicionamiento
Global.”

Bocquet, Michael, Christophe Loyez, and Aziz Benlarbi-Delai. 2005. “Millimeter
Wave Up-Converted UWB Based Positioning System.” In ACM International
Conference Proceeding Series, New York, New York, USA: ACM Press, 293—
96. http://portal.acm.org/citation.cfm?doid=1107548.1107619 (April 12, 2020).

Bradbury, J. et al. 2007. “Code Multipath Modelling in the Urban Environment Using
Large Virtual Reality City Models: Determining the Local Environment.” Journal
of Navigation 60(1): 95—-105.

China Satellite Navigation Office. 2012. BeiDou Navigation Satellite System Signal
In Space Interface Control Document.



252 References

Connor, Piers. “Rules for High Speed Line Capacity or, HOw to Get a Realistic
Capacity Figure for a High Speed Line.” (3): 1-8.

“Constellation Information | European GNSS Service Centre.” https://www.gsc-

europa.eu/system-service-status/constellation-information (April 13, 2020).

Decawave. “EVK1000 Evaluation Kit - Decawave.”

https://www.decawave.com/product/evk1000-evaluation-kit/ (April 12, 2020).

“Directions 2020: BeiDou in the New Era of Globalization - GPS World : GPS World.”
https://www.gpsworld.com/directions-2020-beidou-in-the-new-era-of-
globalization/ (April 13, 2020).

Duran, Mauricio A.Caceres et al. 2012. “Terrestrial Network-Based Positioning and
Navigation.” In Satellite and Terrestrial Radio Positioning Techniques, Elsevier
Ltd, 75—-153.

EATS. “Final Report Summary - EATS (ETCS Advanced Testing and Smart Train
Positioning System) | Report Summary | EATS | FP7 | CORDIS | European
Commission.” https://cordis.europa.eu/project/id/314219/reporting/es (April 10,
2020).

ECMA. 2008. High Rate Ultra Wideband PHY and MAC Standard. www.ecma-
international.org (April 12, 2020).

ERRAC. 2012. “Rail Route 2050: The Sustainable Backbone of the Single European
Transport Area | ERRAC.” Rail Route 2050. https://errac.org/publications/rail-
route-2050-the-sustainable-backbone-of-the-single-european-transport-area/
(April 5, 2020).

“ERSAT-EAV.” 2017. http://www.ersat-eav.eu/ (April 7, 2020).

“ESA - Galileo Services.”
https://www.esa.int/Applications/Navigation/Galileo/Galileo_services (April 13,
2020).

Explorer, RTKLib. 2018. “Comparison of the U-Blox M8T to the u-Blox M8P —



References 253

Rtklibexplorer.” https://rtklibexplorer.wordpress.com/2018/08/14/comparison-
of-the-u-blox-m8t-to-the-u-blox-m8p/ (May 20, 2020).

Faragher, Ramsey. 2012. “Understanding the Basis of the Kalman Filter via a Simple
and Intuitive Derivation [Lecture Notes).” IEEE Signal Processing Magazine
29(5): 128-32.

FCC. 2002. “Federal Communications Commission of the United States. Revision of
Part 15 of the Commission’s Rules Regarding Ultra WideBand Transmission
Systems.” : 98-153.

FR8RAIL. “Development of Functional Requirements for Sustainable and Attractive
European Rail Freight | FR8RAIL Project | H2020 | CORDIS | European
Commission.” https://cordis.europa.eu/project/id/730617 (April 7, 2020).

“Galileo General Introduction - Navipedia.”
https://gssc.esa.int/navipedia/index.php/Galileo_General_Introduction  (April
13, 2020).

Gao, Yang et al. UWB/GNSS-Based Cooperative Positioning Method for V2X
Applications.

GIS. 2011. “Dilution of Precision (GPS) - GIS Wiki | The GIS Encyclopedia.”
http://wiki.gis.com/wiki/index.php/Dilution_of precision_(GPS) (May 22, 2020).

“GLONASS Space Segment - Navipedia.”
https://gssc.esa.int/navipedia/index.php/GLONASS_Space_Segment  (April
13, 2020).

Government, Chinese. 2012. “Beidou Roadmap.”

http://www.beidou.gov.cn/2012/12/14/2012121481ba700d7ca84dfc9ab2ab9ff
33d2772.html.

“GPS.Gov: New Civil Signals.”
https://lwww.gps.gov/systems/gps/modernization/civilsignals/ (April 13, 2020).

“GPS.Gov: Space Segment.” https://www.gps.gov/systems/gps/space/ (April 13,



254 References

2020).

Groves, Paul D. 2008. GNSS Technology and Applications Series Principles of
GNSS Inertial and Multi-Sensor Integrated Navigation Systems - GNSS
Technology and Applications. Artech House.

Groves, Paul D, Lei Wang, Mounir Adjrad, and Claire Ellul. 2015. GNSS Shadow
Matching: The Challenges Ahead.

Groves, PD, M Adjrad, H Gao, and CD Ellul. 2016. “Intelligent GNSS Positioning
Using 3D Mapping and Context Detection for Better Accuracy in Dense Urban
Environments.” In:  (Proceedings) INC 16: International Navigation
Conference, 8-10 November 2016, Glasgow, UK. Royal Institute of Navigation
(2016)

GSA. 2018. “USER TECHNOLOGY REPORT A U T O M AT I O N
https://www.gsa.europa.eu/contact-us, (May 20, 2020).

Han, Houzeng et al. 2019. “An Emergency Seamless Positioning Technique Based
on Ad Hoc UWB Networking Using Robust EKF.” Sensors (Switzerland)
19(14).

Haseltine, Eric L, and James B Rawlings. 2005. “Critical Evaluation of Extended
Kalman Filtering and Moving-Horizon Estimation.” Ind. Eng. Chem. Res (8):
2451-60. http://pubs.acs.org (April 12, 2020).

Hewitson, Steve, and Jiling Wang. Extended Receiver Autonomous Integrity
Monitoring (ERAIM) for GNSS/INS Integration.

Hillenbrand, Wolfgang, and Holm Hofestadt. GSM-R Traffic Model for Radio-Based

Train Operation.

Hsu, Li Ta, Yanlei Gu, and Shunsuke Kamijo. 2016. “3D Building Model-Based
Pedestrian Positioning Method Using GPS/GLONASS/QZSS and Its Reliability
Calculation.” GPS Solutions 20(3): 413-28.

Hutchinson, Michael. 2016. “Demonstration of Advanced GNSS-Based Location on



References 255

the UK ERTMS Test Train.” In INC Glasgow 2016,.

“IERS - IERS - The International Terrestrial Reference System (ITRS).”
https://www.iers.org/IERS/EN/Science/ITRS/ITRS.html (April 13, 2020).

Isaacs, Jason T. et al. 2014. “Bayesian Localization and Mapping Using GNSS SNR
Measurements.” In Record - IEEE PLANS, Position Location and Navigation

Symposium, Institute of Electrical and Electronics Engineers Inc., 445-51.

Julier, Simon J, and Jeffrey K Uhlmann. A New Extension of the Kalman Filter to

Nonlinear Systems.

Kaplan, Elliott D., and C. (Christopher J.) Hegarty. 2006. Understanding GPS:

Principles and Applications. Artech House.

Kolas, S., B. A. Foss, and T. S. Schei. 2009. “Constrained Nonlinear State Estimation
Based on the UKF Approach.” Computers and Chemical Engineering 33(8):
1386-1401.

Kumar, Rakesh, and Mark G. Petovello. 2016. “Sensitivity Analysis of 3D Building
Modelassisted Snapshot Positioning.” In 29th International Technical Meeting
of the Satellite Division of the Institute of Navigation, ION GNSS 2016, Institute
of Navigation, 1285-95.

Kumar, Rakesh, and Mark G Petovello. 2014. A Novel GNSS Positioning Technique

for Improved Accuracy in Urban Canyon Scenarios Using 3D City Model.

Langley, Richard B. 1998. “GPS Receivers and the Observables.” In GPS for
Geodesy, Springer Berlin Heidelberg, 151-85.

Langley, Richard B. 2008. “Propagation of the GPS Signals.” In GPS for Geodesy,
Springer Berlin Heidelberg, 103—40.

Lee, Kevin. “What |Is an Elevation Mask for GPS?” tstillworks.

https://itstillworks.com/elevation-mask-gps-18007.html (June 25, 2020).

Leica. “Leica Nova MS60: La Primera MultiEstacion de Autoaprendizaje Del Mundo



256 References

| Leica Geosystems.” https://leica-geosystems.com/es-es/products/total-
stations/multistation/leica-nova-ms60 (April 18, 2020).

Leick, Alfred, Lev Rapoport, and Dmitry Tatarnikov. 2015. GPS Satellite Surveying:
Fourth Edition GPS Satellite Surveying: Fourth Edition. Hoboken, NJ, USA:
wiley. http://doi.wiley.com/10.1002/9781119018612 (April 10, 2020).

Liu, Hui et al. 2017. “*Accounting for Inter-System Bias in DGNSS Positioning with
GPS/GLONASS/BDS/Galileo.” Journal of Navigation 70(4): 686—98.

Macgougan, Glenn D, and Richard Klukas. 2009. Method and Apparatus for High
Precision GNSS/UWB Surveying.

Managers, Applied GPS for Engineers and Project. Calculation of Satellite Position
from Ephemeris Data.

de Miguel, Gorka et al. 2019. “Map-Aided Software Enhancement for Autonomous
GNSS Complementary Positioning System for Railway.” IEEE Transactions on
Vehicular Technology 68(12): 11611-20.

Miguel, Gorka de et al. 2019. “Map-Aided Software Enhancement for Autonomous
GNSS Complementary Positioning System for Railway.” IEEE Transactions on
Vehicular Technology. https://doi.org/10.1109/TVT.2019.2940621.

De Miguel, Gorka et al. 2017. “GNSS Complementary Positioning System
Performance in Railway Domain.” In Proceedings of 2017 15th International
Conference on ITS Telecommunications, ITST 2017, Institute of Electrical and

Electronics Engineers Inc.
Navigation, Advanced. ADVANCED NAVIGATION-ORIENTUS.

Navipedia-Klobuchar. ~ “Klobuchar  lonospheric  Model -  Navipedia.”
https://gssc.esa.int/navipedia/index.php/Klobuchar_lonospheric_Model (May
2, 2020).

Nocedal, Jorge, and Stephen J Wright. Numerical Optimization Second Edition.



References 257

Noureldin, Aboelmagd, Tashfeen B. Karamat, and Jacques Georgy. 2013.
Fundamentals of Inertial Navigation, Satellite-Based Positioning and their
Integration Fundamentals of Inertial Navigation, Satellite-Based Positioning

and Their Integration. Springer Berlin Heidelberg.

Petovello, Mark G. Real-Time Integration of a Tactical-Grade IMU and GPS for High-

Accuracy Positioning and Navigation.

Powell, J. P., and R. Palacin. 2015. “Passenger Stability Within Moving Railway
Vehicles: Limits on Maximum Longitudinal Acceleration.” Urban Rail Transit
1(2): 95-103.

“RAIM - Navipedia.” https://gssc.esa.int/navipedia//index.php/RAIM (April 12, 2020).

Ramdas, V et al. 2010. Transport Research Laboratory CLIENT PROJECT
REPORT CPR798 ERTMS Level 3 Risks and Benefits to UK Railways Final
Report.

Raymond Chow. 2011. Evaluating Inertial Measurement Units. www.tmworld.com
(April 12, 2020).

RTCA. 2006. MINIMUM OPERATIONAL PERFORMANCE STANDARDS FOR
GLOBAL POSITIONING SYSTEM/WIDE AREA AUGMENTATION SYSTEM
AIRBORNE EQUIPMENT. www.rtca.org (April 10, 2020).

RTKLIB. “RTKLIB: An Open Source Program Package for GNSS Positioning.”
http://www.rtklib.com/ (April 17, 2020).

Saastamoinen, J. 2013. “Atmospheric Correction for the Troposphere and
Stratosphere in Radio Ranging Satellites.” In GMS, , 247-51.

SahinoGlu, Zafer, Sinan Gezici, and Ismail Guveng. 2008. 9780521873093 Ultra-
Wideband Positioning Systems: Theoretical Limits, Ranging Algorithms, and
Protocols Ultra-Wideband Positioning Systems: Theoretical Limits, Ranging

Algorithms, and Protocols. Cambridge University Press.

SAVVY. “SAVVY® CargoTrac Telematic Device | Operating Life of up to >15 Years.”



258 References

https://www.savvy-telematics.com/en/savvy-cargo-trac.html (April 17, 2020).

Shift2Rail. “Mission and Objectives - Shift2Rail.” https://shift2rail.org/about-
shift2rail/mission-and-objectives/ (April 10, 2020).

Standards Committee of the IEEE Computer Society, Man. 2007. /[EEE Standard for
Information Technology-Telecommunications and Information Exchange
between Systems-Local and Metropolitan Area  Networks-Specific
Requirements Part 15.4: Wireless Medium Access Control (MAC) and Physical
Layer (PHY) Specifications for Low-Rate Wireless Personal Area Networks
(WPANs) Amendment 1: Add Alternate PHYs IEEE Computer Society.

Suzuki, Taro, and Nobuaki K. 2013. “Correcting GNSS Multipath Errors Using a 3D
Surface Model and Particle Filter.” : 1583-95.

Suzuki, Taro, and Nobuaki Kubo. 2012. “GNSS Positioning with Multipath Simulation
Using 3D Surface Model in Urban Canyon.” : 438—-47.

Technical, IEP. 2012. Intercity Express Programme. Train Technical Specification.

Teunissen, Peter J. G. 1998. “GPS Carrier Phase Ambiguity Fixing Concepts.” In
GPS for Geodesy, Springer Berlin Heidelberg, 319-88.

Teunissen, Peter J. G., and Alfred Kleusberg. 1998. “GPS Observation Equations
and Positioning Concepts.” In GPS for Geodesy, Springer Berlin Heidelberg,
187-229.

U-blox. “U-Center | u-Blox.” https://www.u-blox.com/en/product/u-center (April 17,
2020).

Ubisense group. Ubisense Dimension 4 Datasheet.

Union, European. COMMISSION IMPLEMENTING DECISION (EU) 2019/ 785 - of
14 May 2019 - on the Harmonisation of Radio Spectrum for Equipment Using
Ultra-Wideband Technology in the Union and Repealing Decision 2007/ 131/
EC - (Notified under Document C(2019) 3461).



References 259

UNISIG. 2008. ETCS Application Levels 1 & 2 - Safety Analysis Part 3 - THR
Apportionment-SUBSET 088 Part 3.

WANG, JINLING. 1999. “Stochastic Modeling for Real-Time Kinematic
GPS/GLONASS Positioning.” Navigation 46(4): 297-305.
http://doi.wiley.com/10.1002/j.2161-4296.1999.tb02416.x (April 15, 2020).

Wang, Lei. Investigation of Shadow Matching for GNSS Positioning in Urban

Canyons.

Wang, Lei, Paul D. Groves, and Marek Ziebart. 2011. “GNSS Shadow Matching
Using a 3D Model of London in Urban Canyons.”

Wang, Lei, Paul D. Groves, and Marek K. Ziebart. 2015. “Smartphone Shadow
Matching for Better Cross-Street GNSS Positioning in Urban Environments.”
Journal of Navigation 68(3): 411-33.

Wang, Lei, Paul D Groves, and K Ziebart. 2012a. GNSS Shadow Matching:
Improving Urban Positioning Accuracy Using a 3D City Model with Optimized
Visibility Prediction Scoring.

Wang, Lei, Paul D Groves, and Marek K Ziebart. 2012b. “Multi-Constellation GNSS

Performance Evaluation for Urban Canyons Using Large Virtual Reality City
Models.”

Wells, David et al. 1999. GUIDE TO GPS POSITIONING.

Woodman, Oliver J. 2007. “Number 696 An Introduction to Inertial Navigation An
Introduction to Inertial Navigation.”
http://www.cl.cam.ac.uk/http://www.cl.cam.ac.uk/techreports/ (May 2, 2020).

World, GPS. 2017. “Broadcom Launches Dual-Frequency GNSS Receiver: GPS
World.” https://www.gpsworld.com/broadcom-launches-dual-frequency-gnss-

receiver-for-mass-market/ (May 20, 2020).

“X2RAIL-2.” https://projects.shift2rail.org/s2r_ip2_n.aspx?p=X2RAIL-2 (April 7,
2020).



260 References

Yozevitch, Roi, and Boaz ben Moshe. 2015. “A Robust Shadow Matching Algorithm
for GNSS Positioning.” Navigation 62(2): 95-109.
http://doi.wiley.com/10.1002/navi.85 (April 12, 2020).

Yu, Yinan et al. 2012. “A Compact UWB Indoor and Through-Wall Radar with Precise
Ranging and Tracking.” International Journal of Antennas and Propagation
2012: 1.

Zamora Cadenas, Leticia. 2014. “Radiofrequency-Based Indoor Location Systems
for Ambient Assisted Living Applications.” : 1.

Zebra. “Tecnologia Ultra Wideband (UWB) | Zebra.”
https://www.zebra.com/es/es/products/location-technologies/ultra-
wideband.html (April 12, 2020).

Zhang, Cemin et al. 2010. “Real-Time Noncoherent UWB Positioning Radar with
Millimeter Range Accuracy: Theory and Experiment.” IEEE Transactions on

Microwave Theory and Techniques 58(1): 9-20.

Zwirello, Lukasz, Tom Schipper, Marlene Harter, and Thomas Zwick. 2012. “UWB
Localization System for Indoor Applications: Concept, Realization and

Analysis.” Journal of Electrical and Computer Engineering 2012: 11.



Appendix A: Publications 261

Appendix A

Publications

Papers in journals and conferences resulting from the author’s research time are
included in chronological order in this appendix.



262 Appendix A: Publication




Appendix A: Publications 263

A.1 INTERNATIONAL JOURNAL PAPERS

Jon Goya, Gorka De Miguel, Saioa Arrizabalaga, Leticia Zamora-
Cadenas, Ifigo Adin and Jaizki Mendizabal. Methodology and Key
Performance Indicators (KPIs) for Railway On-Board Positioning
Systems. |EEE Transactions on Intelligent Transportation Systems
(Q1). March 2018.

Gorka De Miguel, Jon Goya, Nerea Fernandez, Saioa Arrizabalaga,
Jaizki Mendizabal and IAigo Adin. Map Aided Software Enhancement
for Autonomous GNSS Complementary Positioning System for
Railway. IEEE Transactions on Vehicular Technology (Q1). October
2019.

Paul Zabalegui, Gorka De Miguel, Alejandro Pérez, Jaizki Mendizabal,
Jon Goya and liigo Adin. A review of the evolution of the integrity
methods applied in GNSS. IEEE Access (Q1). March 2020

Nerea Fernandez-Berrueta, Jon Goya, Javier Afiorga, Saioa
Arrizabalaga, Gorka De Miguel and Jaizki Mendizabal. An Overview of
Current IP Network Emulators for the Validation of Railways Wireless
Communications. IEEE Access (Q1). June 2020



264 Appendix A: Publication




Appendix A: Publications 265

Methodology and Key Performance Indicators (KPIs) for Railway On-Board

Positioning Systems.

Jon Goya, Gorka De Miguel, Saioa Arrizabalaga, Leticia Zamora-Cadenas,

IAigo Adin and Jaizki Mendizabal.

IEEE Transactions on Intelligent Transportation Systems (Q1). March 2018.




266 Appendix A: Publication




Appendix A: Publications

267

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 19, NO. 12, DECEMBER 2018

Methodology and Key Performance Indicators (KPlIs)
for Railway On-Board Positioning Systems

Jon Goya@, Gorka De Miguel, Saioa Arrizabalaga, Leticia Zamora-Cadenas, Iftigo Adin, and Jaizki Mendizabal

Abstract— The European Union (EU) is bol the

sector with the aim of making it a direct competitor of the
aviation sector. Fuﬂnbmrd!vnyeﬂduqhb
be improved by means of in sin and reduci

y (GNSS) to meet the requirements defined by
the European Train Control System (ETCS). GNSS based
on-board position is belicved to be one of the technologies that
will make the migration from ETCS L2 to ETCS L3 possible.
Some benefits of ETCS L3 mugration are: a 25% decrease
in the infrastructure costs and an 50% increase railway effi-
ciency [2], {3]. More than 30 GNSS-related rescarch projects
have been funded by the EU, such as GRAIL-2, EATS,
ERSAT-EAV and NGTC [4]-(7].

llovrcver.thcimpkmmnkmofGNSSblsedm—boudtrin

cannot lidation p ', due

to the fact that GNSS based positioning perfo Juation is

not compatible with the key performance indicators (KPIs) used Lidati

to assess rallway systems performance: ilability, . dardi

hasnayﬁbecamcml’ul.ﬂlcmnuuxume

when applying
norm ENSOI!b (8]

oflhe

This paper proposes a methodology and key performance
mdicnnts (KPls) that are complml with the ENSOI.6 18]

Index Terms—Key performance indicators, RAMS, GNSS,
position.

for y on-board positioning sys-
tems for safety mucd applications.
The rest of this article is organized as follows. Section 11

ENS0126, on-board the i on the methodology and KP1s d
1. INTRODUCTION Section Il proposes a methodology for the standand
HEEumpcanUmon(EU)lnmckrmpmndelmon gum;cddclu:cslﬂ’h{ur:‘u-&t I_J. “yl dif:
ive rail thod for end-users, has - »
ferent railway scenarios., Finally, in Section V and Section VI
established mcnl‘go-'ls the nmprmmcnl of the cl‘i’mcacy O & e =3 g -
of port, the of i ture costy, the Ea |
f ime, the i of the safety irement
:“ - ..m d::, quality ) s i 1. RAILWAY STANDARDIZATION PROCESS RELATED
One of th b it i s il railway inf . WORK: METHODOLOGY AND KPI
ture more efficiently with the aim of increasing current capac-  In this the methodology and KPls d in the

ity. This improvement will reduce operation delays and other
disturbances that affect the transport quality, Focusing on the

g ion of track ity by means of a more efficient
use, the European Rail R h Advisory Council (ERRAC)
has defined certuin milestones (1],

One of the solutions relies on improving the on-board
positioning systems based on Global Navigation Satellite

Masuscept received November 11, 2016c revised April 20, X017, July 26,
2017, wd November 21, 2017, accepted February 11, 2018, Date of
publication March 7, 2018, hdwmm” !)ll

hlcrmemmnhd.l’ovexhufﬂm three different
are lyzed: the raly dization norm, sci-
mnncmcmhlnlh:hl:mmmdrmdmmvmnmmd
aviation sectors have been discarded from the study because
d:cydnmnihutummyumihnuumlhwlwtym:md
intelligent (ITS) ap ions do.

y

A. CENELEC EN50126 (8]

ENSOI26 norm defines a systematic  verfication and
lidation (V&V) p on which Reliability, Availability,
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The main issue in the v is 1o d
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GNSS-M positioning systems. Different performance spec-
are defined in ENSO126 (8] and (9] for
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is stuck.
A new fe that meets all
lcms&ﬁnedbyENSOllﬁ [8] is mandatory.

B. Scientific Research Works
Smrﬂumﬁcmmhuhav:duhmthm:uskof

applying the d ¥ to GNSS based

on-board positioning systems.
Thueudrendynm#mlpforﬂzdcvelopmuofnGNSS

lution that th 1 isfies the EN50126 [8] norm and
followslhcvmﬁcmnmdvnhdmnpmcus[lﬂl
Even if the | application of the dardi

pmcsllsckulhe"SynnmR:qunrmau and the “System
validation™ stages have not been validated yet, due 1o the
mueoferNSShlwdposummglymms Thescsysl:ms
depend on the op g For
undemtdcﬂecudm&nvedﬁomlheullmylnfnmm
should be considered, such as the situations where signal are
blocked (tunnd)otwheutheGNSS systems are degraded.
Thus, characterizing the sy isa plex task
ducwlkfmmuRAMSmdlﬁaﬁuulhcmsdebmd
for GNSS, which are inherited from aviation sector [9)]. Thus,
a link between both RAMS and GNSS is needed.

Several research studies have focused their efforts on
trymglompRAMSomoGNSSlll] [12). For this pur-
pose, the i5 defined as & model state
machine; sothtlmmcmheevnlun:dmmdlym
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POSITIONING FUNCTION

Vaidion  [POSTIONMG SveTem |

Fig. 1. “V" Represemtation proposal.

the integrity analysis the so-called “Standford Plot™ is used,
where the position emror and the confidence interval of each

of “Perf Classes™ is
proposed [15). Thsmlddchulmm(suchu
having the edf of the position error) to classify or determine
the positioning system suitability for an application.

1. METHODOLOGY AND KEY
PERFORMANCE INDICATORS

mmwmuﬂﬁsu&kpmpmmrwduﬁng

viding a relation between RAMS and GNSS perfi
measures  [10], [12], [13]. However, some of lhnc studies
also pointed out that the mapped terms do not always fit

the per ot' on-board positioning systems for snfay
11 s _l 14 u u 1 3 d an At
msdcﬂerodcldchmdhyithNSﬂl%lB] Tlmpmpoul

together exactly and rked differ b RAMS &ims o provide a methodology that sllows the validation of
and GNSS terms [11], [14]. For example availability, where the “System Requircments” and “System Validation”, In this
mGNSSlhefncmuonpmvndmgl P and ¥ itis mcm:fneomfrmoﬂwluc
in RAMS additional integrity reg idl are the req are in the same terms (see Fig. 1).
applicd (1], The proposed is divided in two sections,

C. Standardization of Performance of GNSS for ITS [15]
Rouduwpoﬂmwladwdaun‘wuhlhew&ofim-
dardizing GNSS based positioning sy [15).
unlylhelSO!G%.llbluf«ynormisawhed.
The validation is g b-ednu, i

i

the “Positioning Function” and the “Positioning System”. This
division is camied out due to the fact that in the simulation
stage the system is modeled and the “Positioning System™ is
the real system used on ficld-test.
Bcnchtsofthcuwnmdmemoe

o G of

dation of the requirements.

k that enables the vali-

error models and By d g op |
the simulation tests are reduced to the cases where the
positioning system is sressed by means of having a harsh
environment or 4 minimum performance requirement,
'nn methndologynnly focuses on the simulation and per-
ion of the positioning sy However,
lhepmpo-edmmulbwldbcvmd[orwesmhnon

and ficld-test pcrfmnmc evnlmion. lllowml um‘lufamud

« Independ ohhchnﬁcmnadVdndumm;c
o Sy Jefinition using a simul.
. Clplhtluyofusnng different operational scenarios.
o Capability of simulating a large number of iterations o
obtuin relevant requirements.
.Gu:mmo(cxpoc\edu‘uuﬂnndmlu.
o Early-stage develop error
o Capability of using ficld-test data during the simulation.

comparison b both. C , the

to assess the perfi ix adopted where “A

ubility” and “laleﬂy" terms are selected.
Accuracy is measured using the cumulative distribution

function (cdf) of the position error. Availability is defined as

the percentage of the tme the system is capable of providing

u position estimate, velocity and time (PVT) and finally, for

iy “Avnil~

Redy of field-test trials during the validation.
o Reduction of the time and cost of the validation process.
Additionally, the characterization of on-board positioning
system, by means of the KPls, must be carried out indepen-
dendyu‘wdmobzmmd Thus, a black-box approach is
lied as o g dure. Only the outcomexs
ofmeblxkhnxmmb*d without any knowledge of
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Fig. 1. Tree diagram for the staes definition.
mmm'mlwnrkmp.msmthlexwmlmfmm
sources' effects, such as signal blocking, multi-path, shadow-
ing, etc. mnmdumlymnsnhed

Train posits Iculates the led di and
nmﬁ&mmmﬂ&uh«d&&cm:mmlln
In addition to this, it is known that the error estimate shall be
equllm.orbwu‘&mtlim+5‘kmbddim)ll8].
unbchlndlrdbyeﬂabldunglnllcﬂllmn(AL)

In the hv P are classified as Up
state, Degraded :meanwky state for subsequent use by the
KPIs to characterize the positioning system [10], [12], [13].

However, up to now, the parameters that can be used during
the performance analysis are:

« Position estimate (POS)

« Position error (PE)

« Prowection Level (PL)

» Operational requirement (Alert Limit (AL))

Fig. 2 depicts the possible number of outcomes based on
the detected parameters, which can be greater than the three
states proposed in the literature [10], [12), [13].

The operational requirement (AL) is not adopted yet for
ETCSIevelJ Homa GNSdeuurymfundww
has pr values for several sce-
uﬂmll?l Evauhw'hkl.uuotyetdcﬁud it can be
useful to d a possible perfi limit of a p
technology dunnglthPl- malyn:

The states shown in Fig. 2 are defined as follows:

« (No POS) The positioning system is not able to provide

a position estimate.

o (No PL) The positioning system ix not able to provide a
protection level.

(No AL) The pmm:lion level is greater than the AL,
thus the g P i does not fulfill the
upammnlmqu'uuneﬂ.
o (Operational Available (OA)) The protection level is
lower than the alert limit,

(Integrity Fault (IF)) The position error is greater than the

jon level.

(Misleading Information (MI)) There is an integrity fault
and the protection level is greater than the alent limit. It s
only considered to be wrong information.

Cos

+ (Misleading Operation (MO)) There is an integrity fault
and the position error is lower than the alest limit, which
points outs the maximum tolerable position error for the
current operation.

« (Hazardous Operation (HO)) There is an integrity fault
and the position error is greater than the alert limit. Thas,
this should be considered as high risk epoch.

« (Normal Operation (NO)) The protection level is lower

The on-board positioning system’s number of states is

increased up to 7 different states. States are considered to be
the branch end-points in Fig. 2. Having a detailed classification
umeﬁ:lfap-m:dydclmmgaum:pmbthrs.apuuuy
the ones related to the integrity of the
mmlupxsmd:ﬁmlhcl(l’lshucdonmw
outcome classification. The selected KPls are: Accuracy, Pro-

A Accuracy
The term Accuracy is widely used in the literature. However,
in real-time operation, accuracy is 4 term that cannot be
measured as there is no true reference to be compared with.
Accuracy can be only calculated when the true reference
pouuouulvuhble This is only achievable when results are
inst the true ref Thus, the accuracy

lsdduednsfcllows

Accuracy (PE): Degree of compliance between the true
reference and the estimate for any given instant of time.

In the milway sector, the horizontal position error is the
one that best describes the requirements for accuracy. As the
train movement is linked to a physical track placed on
the ground, the Vertical Error can be neglected. Horizontal
Position Error (HPE) is defined as the difference between the
train horizontal position estimate and the train real horizontal
position at any given instant of time. Consequently, Horzontal
Position Eror (HPE) is defined as follows:

HPE = u, '1,!" J("'.p T 4 Yep = i ()

where P and R arc points with x, v coordinates to define the
position estimate P and the reference or true position R. The
subindex ¢ represents the time instant where the sccuracy is
evaluated. Subindex p is used 1o define the position estimate
and subindex 7 to define the reference or true position,

The accuracy term is used to the error b the
position esti and true ref point of the trajectory.
Cumulative distribution function is Ily used in order to

obtain a position estimate ermor bound for a given percentage
of the time,

B. Protection Level

The mim of the protection level is to provide a bounding
value that ensures that the real position is limited by it. This
term i more interesting for the real time on-board positioning
systems due to the fact that this term is provided during the
operation for cach epoch, in contrast to the accuracy, which
cannot be assessed in real time, The protection level is defined
as the following:
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Protection Level (PL): The valuc that limits the
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ilability

of the real position. 'I‘hcpmtecmnkvclcalmhnonubued
on the safety requirements that the navigation system is target-
ing The aim is to ensure that the Safety Integrity Level (SIL)
requirement is fulfilled.
ion level fi (or integrity ) is
omnd:dx:oopeuftharseuchmk.udnu-mmh
area in its own. The simplest approach is defined as [20]:

f

PL=K-d 2)

where d is an of the inty in the error (related
with the second order statistic of the emror) and K is a constant
factor that is linked to a statistical distribution to ensure the
PL is bounding the error [20].

In rail sector, PL is defined as confidence interval. This
parameter limits the position uncummc:mn-ppwdmng

D. ’f : Ty

Related to the
an extra
I'onh:pnnmﬂxon-

ilability, the operational availability
to an availabl i
lppltmorq)ennonmch'nx
of a solution is defined by the opera-
nonordrmpbcxnm.Avunnnsecmrhuchﬁmddtﬁ'cm
sets of requi for en-route, approach,
unvnlnddcpmeﬁc)l%,["l]Mmdudnepoa—
tion estimate and position y are d d
onlh:cwruunncnﬂopamnnmmk ‘l'hcum:\v:ym-d
sector is proposing different performance classes [15].
In this case, the information about the operational availabil-
nymumﬁxndn&cvﬂmmachopamnlypen
different. This could be und d as ap
ofﬂlclvullhllnymnl P
is useful for d

Bk

‘l"his
area of the

the eval of the led di d out b of

the balise and odometer [17].

C. Availability

It can be assumed that the on-board positioning systems
that are being studied are intended 1o be used in safety-critical
applications. This fact provides a clear requirement that having
PL provision is a must. Therefq ilability is defined as the

s

mimmmnhomw-mhhmydnpo(mmg
syslemud\epemngeollbenmﬂmthesymﬁdﬁll

AL The AL req is
linked to the final pplication of the positioning system. For
mqnchmhcwhnauﬂedop mnlable.llhomdﬁlo

fulill the integrity Op. availability is defined as:
Op. Availability: is the lbllny of the positioning sy>-
tem to provide a train positi jon with a

3

fidk metric (PL) under the following conditions

to pr

e

following:

Availabiliry: The ability of the ponnomn; v

a position estimate with the valid
metric (PL) calculated over a time interval ( (T).

T
1
A(T) = 100 7~Za(l) (3)
-l

where, a (1) repr the instant availability of the positioning
system (for a given ume instant (1) within the time inter-
val 7). The confidence metric PL is considered valid when
its value is greater than zero, A position estimate is defined
us unavailable when it has not been possible to determine any

level ( d by PL = ~1) or the expected

ing
(0 < PL. < AL) and (PL > PE) over a given time interval (T).

4
1
OA(T) = 10 'r"g"""’ (5)

where,

1if0<PL <AL & PL>PE
oalr) =
0 otherwise
The AL sets the maximum error that the application could
handle without having any safety nisk, Dunng the real oper-
ation, the PL. provides the error upper bound, This parameter

6)

pnnmnmhnnmbemprwlded Thuu‘
positioning systems used for railway appli are d
to provide fixed rate positi i to train position in
real-time, Thus, the instant availability a(t) measures if the
positioning system provides a position estimate and a PL in
cach of the expected time epochs, These are the minimum
requirements for using epoch information for safety-critical

analysis d the perf of the

i and & ity relsted concerns.

E. Integrity

Slfctyulhcmoﬂ P i in railway. The

mymusmemmdwdwdunmmm
khuldmeﬂedin&cnklyolmenymdwcm
example is that ENSO126, where the integrity is related to the

applications. “safery integrity” [8], H the d =5 y sty
At this point, the defined “Avatlabiliry” & if an uccdlobcfnnhetmadedlodacudwsulmlhncu
epoch fulfills the minimum requirements to use it in  safety- ‘“W“‘M Il system safety analysi
eritical Instant availability is defined as the following y fault studics the trust that can be placed in the
uy’embymdhlvmglﬂ.mmmm?&
iy 1 if 3Pos. Estimation & 3PL @ ‘Therefore, Integrity is defined as the following:

0 otherwise
In order to see whether it is usable during normal oper-
ations in milway environment, the integrity and operational
availability terms have been defined.

Integrity: the minimum ensured probability where the con-
fidence metric (e.g. PL) is greater that the position error.
r

1
HT) = 100 (1 —7-24(:)) N
(]
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where i(r), instantancous integrity, in case that the AL is
defined, can be defined as the set of points or sum of the

subsets that do not fulfill integrity, where depending on the
type could be considered d Non-integrity cpochs are
defined with PL < PE. If the AL is defined. the epochs that

would violate the integrity are classified depending on the nisk
thut could cause.

1if PL < PE

0 otherwise
imo(t) + imi(t) + inolr)

1if PL < PE & PE < AL
0 otherwise

1if PL < PE & PL > AL
0 otherwise

1if PL < AL < PE

0 otherwise

ity = 8)

ir) = 9

(1

imo(t) =
i () = (1)

inelt) = (12)

where iw(r) is defined as mislead imi(t) as
misleading information and ix (1) as ; hazardous operations.
The integnity check is required when locati lution is being
developed for safety-critical system.

Fig 3. Foult event example with BTW of 5 epochs.

o Mean Continuity: The mean continuity is the probability
of having a fault during a CTI using the Mcan Time
Between faults (MTBf).

{24 of |
MTBfgrw(T)
where, the MTBf (MT Bfgyw) may be calculated over a
given time interval (T).

MC(T)y=1- 13

Total tme
Number of faults
Total time may be defined also as the sum of the duration
of muluple simulation iterations.

A fault event is defined as any period lasting for more
mmrmwm‘m)mmmu

MTBfgrw(T)= (14)

In real time, the integrity of each epoch cannot be d
mufctqulumntalisdcﬁuddtmn'ﬂlcd:ﬂ;nmd
implementation of the positioning fi ucnn
only be obtained during the post-process

ks ilable or op. lable (also
ulkdfmllpomu) This means that the fault event may
have different duration, always higher than BTW seconds.

mthedﬂﬂymu:mcﬂonlevduhwalhnlk
position error. This ¢ ion notes the ber of times the
positioning system makes an error that could have endesired

Number of faults is equal to the addition of all fault events
that have occurred across all operation duration in case
Mhm&moﬂci‘aﬂim

effects and could compromise the safety.

F. Continuity

The requirement of evaluating the possibility of having a
continuous operationally available estimate in the next time
interval of Ar seconds has been taken from the aviation sector.
In railway sector, there is still not any kind of operation mode
definition, However, functions that rely on the positioning
could need this indicator, such as the virtual coupling function
that tries to join two trains on-the-go,

Continuity: T}ncmnukyuthcwohhmym&cwacl-
fied system perfi will be mai of
& phase of operation, mmhglhudw:ymwnwﬂhble
at the beginning of that phase [9).

The term Fatlure is reserved for the RAMS analysis where
the aim ix to assess the Reliability of the systems, The
first change that will be made for the consistency of the
ENS0126 (8] inside the KPIs that are being proposed, is to
differentiate failure events and fault events.

Just as a reminder, fault events are considered epochs that
match with one of the following conditions:

o Unavailable epoch.
« Operational unavailable epoch.
The Continui lerm dae jonal available
hs' disruption in a defined Conti Tﬁmelmvnl((‘ﬂ)
Cumnlly Me.emoummchulomu:hemﬂwﬁy

Y

o Continuity: is defined as the ber of hs with

myinluvmhmﬂ:cdcuwdmﬁnugthcmow-
ation duration (T):

r

1
Cepe(h = lwm Z clr) (15)
1=CT 1
where, the continuity at instant t is defined as:
'
=[] forw® (16)

It =CTI
To analyze the I-ull events and their duration, fgrw(f)

fault 10l fi is defined for a given BTW:
Lifr> BTW & i oa(n =1
fwt = BTW
Sarw(t) = Vift < BTW an
0 otherwise

W fyrwir) = 0, there is a fault point; if frrwi() = 1,
there is not any fault point. The fault event i defined as
one or more contiguous fault points. For example, in case
that there are 5 contiguous fault points, there is a single
fault event with a duration of 5 epochs (see Fig. 3).
The defined continuity is more precise that the mean
continuity, however both can be used.

In the next section the implemented methodology and

visualization are presented by means of practical examples.
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The d KPl thodology has been  included
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Th:fouamlglmmm" d in the hical

and ",mbothﬁg 4mdﬁg 5
in order to have a better ch ion of the
performance:

Accwxymﬂteboﬂw»leﬁwhﬂcmedmce\'sa:cn—

racy is depicted, it also provides the error distrib

« Protection Level: merq:mcmnolﬂmmnsm-
ered in the top-left arca, where accuracy vs. protection
level is depicted.

Availability and Op. Availability: the rey ion of
this term is covered in the top-left area, where accuracy
Vs p ion level is d d, additionally the alert limits
havelnh:ckhnedmnbmnmcqmmhhy
o Integrity: the representation of this term is covered in the

mp—leﬁun.whemtheuplbnlmcsoldgptmlﬂd

pared to the obtai

« Continuity: ﬂ:cmpcsmhnmoflhsmucovuedm

&ebolmm—n;hlmwhcnlhecmhlmclofdnsym

of having conti op. available p

evaluated along the operation.

According to the results obtained during the simulations
the use of signals op ity i d the availability. op.
lvnhblhtyudcommuuyoflbesyﬁanshumqmmt
accurate enough for strict sccuracy requirement on tunncl
environments. Addumally.ﬂ:cmponuce of ulqvvmgthc
P ion level calcul was d
uaﬂysbwldhcevﬂumdm;mupmunphysn
key role for the safety decision-making.

34

V. PROPOSAL DISCUSSION
It is imp 0 rk that the proposed i di
mgcdoc-mmlcrfatwnhthtwmwplmuu
allows producing more realistic “System R " based
oanmnlnmuadthcpouhmylncuapmamdmﬂym
the “System Validation™,

used during the
p ermor which is studied
huhelneruute to the confidence interval as it is the unigue
quality measurement available during the train's operation,
This means, that from the point of view of integrity, the cal-
culation of a confidence interval will really determine the
capabilities of the system. Having an accurate system vntll

s ¥

in the Railway Advanced vax;mon System  Simul, an or high pr level caleulation is
(RANSS) [22]. Using this simul, P practical exam-  for safety-critical applications.
ples have been d out to d the appli “’,of The KPIs have been proposed for an absol
the methodology in real cases and different railway y but at p ilway uses the traveled distance in
o EATS [5]: EATS project advanced ETCS on-board equip- otdueopumdelponm 'l‘htmnnmne fonhenpphcﬁluy
ment lshoratory testing and the use of satellite positioning  of the methodology is how absol are lated
technologies together with other technologies in ERTMS. 1o led di Fl ion of the absok cun
o ERSAT-EAV [6): ERSAT-EAV verified the suitability of | the led di The rest of the mhadﬂogy

EGNSS in making possible cost-efficient and econom-
ically inabl ugubul lutions for railway safety-
critical appli fi petitivencss and the

g the
il ind

Fig, 4 depicts EATS (5] pm):ct results using the systematic
methodology under a full simulated scenanio,

Fig. 5 depicts ERSAT-EAV [6] project results using the
systematic methodology under # fiekd-test scenario,

tmbcwedbyd:hmglhewmmulhcm
the | and the estimated

traveled distance,

Despite the discussion of the simulation platform is out
of the scope of the methodology and KPls, it is important
to remark the most important capability of RANSS related
with this topic. RANSS platform is capable of fully work-
ing under a fully simulated scenario or with ficld-test data,
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providing the KPIs results and allowing the comparison of
reality is compulsory in order to obtain significant results,
mainly when simulation is the mam testing procedure. Mod-
cling GNSS effects related with the different operational
environment, such as multi-path, atmospheric delays, etc., hs

crucial importance in order to d with the prop
methodology.
The end-user is ible for interpreting the results of the

simulation platform and their implications, as in the ficld-test
additional ermvors could appear, such as system failures, not
expected undesired signal effects, ete. [22]. The addition of
these failures is not an easy task to tackle as every component
of the system would need to be churacterized in detml. This
means that the Reliability and the Maintainability are not
considered during the simulation.

This means that the system requirements should be consid-
cmdud:euppa—bmudoflheuhmvnbkp:tfnmmdthc
F g 5y If the p g function does not fulfill
certain the § y would not fulfill it
cither. ﬁusdu:m&:fmthunn&lsmumphﬁc‘m
of the complex real situations.

Amdmcmmulhesm:lylndlmemy Thcpm-
puscdl(?lm d only on

TABLE 1
KPI SUMMARY

wraey 2 comp «
the provided positon  com-
pared 1o & ground-teth (post-

Protection Level  FRP2014 (9]

Avadlabiliy EN30126 (8]

FRP2014 (9]

Evaluate if the system is avail-
able to work even if the whole

Op. Availability  ENSO126 (8]

FRP2014 (9]
Integrity FRP2O14 [9)

Continuity FRP2014 |9)

of the p g system p level It can be m
‘dulthe, level can be studicd as

an “clement” defined in the RAMS process and a SIL require-

ment can be defined. RAIM technig ltm-r"“fmm

the use of the GNSS based sy will enh, the y

performance. However, nwlmldhcntnuonedlhuﬂt&fdy

snulysis s a more complex task, where the frequency of
a nisk and its implication must be d. Additionall;

the RAMS proposed safety analysis procedure should be
based on a g Iy pted principle, such as “As Low As
R bly Pra ble” (ALARP), “globally at least as good™

(Globalement Au Moins Aussi Bon or GAMAB) or Minimum
Endogenous Morntality” (MEM). This means that the integrity
assessment of the KPIs is not the RAMS Safety evaluation
process but it is reasonable cnough to assess the protection
level estimation clement using a SIL requirement. Thanks o
the capabilities of RANSS the number of epochs can be high
enough to be able to check if the safety 1 are

VI, CONCLUSION

This paper p hodology and key perf
hdncm: ptupoul l’ovm-boudposum;lhuanbc

"

fulfilled.

It is important to analyze the source and purpose of the
KPIx and compare the proposed ones with current RAMS
performance measures.

Table | indicates the purpose of the KPls and the sources
that were used as guidelines when defining the KPL It does
not mean that the KPls were directly defined in these sources,

Fig. 6 depicts the relation between RAMS (on the left) and

the proposed KPls (on the right).

grated in the tly used ENSOI26 standardization
process [8]. The methodology adds an i diate stage that
will allow the system requi to be defined independently
from the positioning logy used. M . these key

performance indicators are able to measure ficld-test infor-
mation in the same terms, allowing 4 direct requirements’
validation.

Apart from the proposed methodology and KPL, perfor-
mance measures results are presented for the data analysis
pnmdmg the cnd-ua the ueccnwy information 0 draw

As it s p

d. the definition of the proposed KPls I to make decisions about the positi
are related with the RAMS performance measures and the syucm Different examples have d 'lhcvmmluy
iw:ﬂnediucwuchiu ph Yy to the san- o(lbcpmpondmclbodnb;y

Additionally, the p d methodok The with the p d road dard

could also h: valid for I'TS nym wlucll could have hmelm
and create a unique standardization process for safety-critical
positioning systems for both road and rail sector.

mmﬂialmpmumfmdupamdmummm
the same objectives. Thus, the use of the same performance
evaluation methodology is important as it also allows cach
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sector to apply its own safcty
creates a more ©
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This h

. rr

market for positioning systems

which is beneficial to all related industrics.
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Map-Aided Software Enhancement for Autonomous
GNSS Complementary Positioning
System for Railway

Gorka de Miguel @, Jon Goya @, Nerea Fernfindez, Saioa Arrizabalaga®, Jaizki Mendizabal @ and Hiigo Adin ®

b Ind: 4. e

on the busk case d, one of
lh-dlMMIdﬂenlm use cases that need continuous
Global Navigation Satellite Systems data is the lack of availability
for the 100% of the time of the journey. Additionally, the integrity

[2]. This could be applicd to, at least. two of the Innovation
Programs: IP2 and IPS of this initiative dealing with |
ln‘lcannnmcmonsyﬁcmsmdﬁughrnlrupecmdy In the
former, i y will go
beymdmﬂtlyhcmglcmmbmummcmnolmdnfcm
tion of truins, and become s flexible, real-time, intelligent traffic

ing In this I:bu- o‘::udCup': ag and d y And in the latter, the
Himitation of Global Navigation Satellite System based positioning ™" “PAIIenge is (0 acq a new srvice-oienied proil fr
systems. This paper proposes a positioning enhancement solution rail freight services based on excellence in on-time delivery
M“dmmmmmmm.,‘_..‘ ucmnpcumptwcgmelmgmmwmanma
inertial measurement units. That hybrid higher modes, g end-user needs by incorporating
“m“‘mb""mm"m mnovmv:vnlu:—ndtkdscrvwes,nwuothas In both cases,
blocked such as or urban canyons, by means of

@ novel environment aware map aided software technique named
Known Blocked Scenarios algorithm ... This paper describes the
c-mmsn_mmwumum

Balnc s

one of the enablers is the on-board Global Navigation Satellite
System (GNSS) based positioning sy and the imp
ofdmrpufauun:cmudcrmruchevuy business’ case

wummmuwuumm
In known harsh environments for railways,

Index Terms—Availability, CPS, GNSS, IMU, KBS, Multi-
Sensor, On-Board Positloning, Positioning, Railway.

L. INTRODUCTION
HE EUROPEAN Union (EU) wms at making railway a
more by ‘bylmpmmgm

For these new services resulting from
W’wdl?&mqu:wmhvcunmpuummmmﬂ:
migration from ETCS level 2 w0 ETCS level 3, This migration
will allow a d in the inf costs up to 25% 1o
regional and freight dedicated lines and efficiency improvements
of more than 50% [3].

As a base, the suitability of GNSS systems for railway ap-
plications is being or has been analyzed by several European
projects such as:

efficiency and reducing its “costs, The E Ruail R
Advisory Council (ERRAC)M&uwdm:pahmunkrw
increase the efficiency of the y by
means of track capacity augmentation [ 1],
In this context, SHIFT2RAIL, the main railway innovation
initiative in EU plans to i the i of the railway
ion by means of doubling the y capacity, cutting
the M:-cyclc costs of ratlway trunsports by as much as 50%
and increasing reliability and punctuality by as much as S0%

Mumuscript received February 1, 2019; revised May 30, 2019, accepted
August 27, 2019. Date of publication Ocsober 14, 2019; due of current version
December 17, 2019, This work wan supported by SIA project as part of the
Fumopean H2020 frumework of projects, funded by European Comemission
(EC) and managed by Furopean GNSS Agency (GSA), under contract number
T76402. The review of this atick was coordinated by Cuest Edisons of the
Special Section on Smant Rall Mobility. (Corresponding awhor: Gorka de
Migwel )

The asthors are with the CEIT-IKA Research Contre, 20018 Donostia-San
Sebastidn, Spain, snd also with the TECNUN, Universidad de Navarra, 20018
Duw-unsn Sebastidn, Spain (e-mall: mt.ma Jpoyalltceltes;

@eenex, ox lading®

celles)
Digital Otypect Identifier 10.1 108/TVT,2019,2040621

This work s licemsed under o Creative Commons Atiesbution 4.0 License. For mone

* GRAIL2 [4)-{7] aimed at developing and validating an
ETCS odometry system prototype based on GNSS tech-
nology.

* SATLOC [8]-] 10] simed ut developing and validating the
use of GNSS in low traffic lines signaling and train control.

The useful of the d system on a real line was
shown. However, the use of compl y positioning
hnigues was p fas ial. A future use of route
maps and virtual balises was proposed.
* GaloROI [9]-{ 14] project obt ‘&c
using GNSS (incleding Galileo technology), Eddy Current

Sensors (ECS) and track-matching techniques. The tests
performed in order to analyze the Reliability, Availability,
Maintainability and Safety (RAMS) showed that GNSS
performance was not good h to meet rail

ments in harsh environment, ihomn' the need of uldmaul
sensor fusion in order to increase the availability of the

ly“ﬂﬂ.
oSt [15)-17] developed a Localization Determination
System (LDS). The LDS s u fusion of GNSS systems with

oy " il
e hitps v w
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i il bty eaes —_—
The project aimed to reach the requirements of the Eu-
ropean Rail Traffic Management System (ERTMSVETCS
level 2 trackside balise. Thsplqmlwsnmkl
GNSS solution and a th g the
Safety Integnity Level (SIL). Themsnhsw-md to integrate
the satellite based localization systems in ERTMS-ETCS
environment.

o ERSAT-EAV [18] aimed to reuse the ETCS odometry and
the virtual balise concept in order to eliminate fixed balises.
Augmentation networks such as EGNOS (European Geo-
stationary Navigation Overlay Service) are also used to
verify and validate different GNSS solutions in order to

into the map aided soft 1 d in this
nuclcpﬂmdslnhuuhnh:scopcmdlouckleﬂtmsof
the GNSS based positioning system for a continuous positioning
solution that could be used not only for the VB detection.

The progress beyond the state of the ant of this work is the
addition of a specific environment aware map aided software
technique to the GNSS and IMU positioning. This software
techmique, called KBS algorithm, improves the accuracy in the
entrance of Known Blocked Scenarios. All has been imple-
mented in a Complementary Positioning System (CPS).

The paper is structured as follows:

® Section Il introduces the Complementary Positioning Sys-
tem, the technologies used and its subsystems.

guarantee the positioning functions in areas in which GNSS * S 111 describes the Compl y Positioning Sys-
signal is not accurate enough. tem i g both hardware and software,

* RHINOS [19], [20] aimed to increase the use of EGNSS ® Secction IV defines the validation tests and describes the
(European Global Navigation Satellite System) to sup in which they have been performed.
safety enitical train localization functions for train | * 8 V shows the results obtained after the tests.
RHlNOSptu-'wnmeGNSSmﬁmmuedfmm ® Section VIexp the lusions anisen from the work
mmmld&lmulhyamumﬁr ilway reg P d

® STARS [21), [22] developed an approach to ch i
the GNSS perf n the ruilway envi The
prodect also ificd the ic benclits of weing 11 CPS AND TECHNOLOGIES USED
GNSS in ERTMS. This section introduces the Compl y Po g Sys-

. XZRAIL’[!JIumlounptmﬂlepetfamunml- tem (CPS) solution and the technologies used to obtain the
way sy Icwlby ducing new fi that hanced position estimation,
should the signaling and CPSisan positioning sy as it can p a
in the future, The key technologies cover GNSS appli full availabl perati in a stundalone mode without
in railway and ad: d technologi impl g lhemdofmhasysmlhdylmdmlhemm
uﬂvsiguhn'fumuaulitiu hardware subsystems used in the CPS are low cost sensors due

* ERSAT-GOC [24], [25] aims to speed up the cerufication
process of EGNSS sccording to ERTMS rules. Them
goal is 1o define and certify a dard

to the fact that it was designed to have a good cost-effectiveness
fovumnvehnmcncm Even the GNSS receiver could be

ohgyndthcmhwdloohelfuclnnfmmkuwu
suitable for locating Virtual Balises (VB), and to launch
an operational line with integrated satellite technology by
2020,
Ouedlhmhpvﬂanldlhembwdmﬂlnpomm
y age in urban environments or in
difficult orogruphy such as tunnels or canyons, In order to
solve these limitations of the GNSS only positioning systems,
the positioning enhancement proposed in this paper takes into
consideration the previously mentioned papers and is based on

fium end ‘, m, which is not usual on the railway
licat: lyzed in the introduction’s projects and papers.
anwﬂwm-umbbd.nmhammomGNSSoa-
board positioning systems could use the CPS and the ones that
already had GNSS installed would only need an expansion. In
case a high end GNSS system mounted on board leads 1o a
better CPS performance to obtain the best possible positioning
solution, in lines or applications in which a high performance is
required.
MCNWWMGNSSMMMMM
the introduction of the inertial

N i

¥ L

a fused GNSS and Inertial Measurement Units (IMUs) soluti
which helps increasing the availability of the position duta,
The use of on-board satellite positioning systems in the
pmja:uhnedlamlylocmedondtnbpcuvedhwlu‘n
itable for Virtual Balise (VB) [26).The
pauuuun; solutions used to provide the VB usually gener-
ate & continvous Position, Velocity and Time (PVT) estimate.
However, the VB solution requires only areas where the VB
can be triggered and therefore only a spot positioning system
is required. For that reason, the continuous positioning is not
mandatory but usually considered in order to reach a reliable
solution as the PVT cannot only rely on GNSS. H there

and map aided envi
Mhu‘hwvedbyulumemhmm listed below:
® Global Navigation Satellite Systems (GNSS)
* Inertial Measurement Units (IMU)
* Known Blocked Scenarios (KBS)

A GNSS

GNSS are systems that use satellites to compute a position
with global coverage thanks to a GNSS receiver. They can
be used for providing timing, position, navigation annckm;

are a number of other upplications and services that require
continuous positioning such as the odometry service, Taking this

nfor It is the main technology used for navigation and
positioning services and it is widely qn.dmtheddly life. Inthe
neur future there will be four GNSS fully operative: GPS (USA),




Appendix A: Publications

279

DE MIGUEL w0 w2 MAP AIDED SOFTWARE ENHANCEMENT FOR AUTONOMOUS GNSS CPS FOR RALLWAY

GLONASS (Russia), GALILEO (EU) and BeiDouw/COMPASS
(China).
Standard GNSS receivers provide up to four observations per

satellite and per frequency at a specified rate that depends on the

application:
* Pscud M of the di from receiver
to satellite including and satellite

clock offsets, and other biases expressed in meters [27].

® Carrier Phase: Measurement of the range between a satel-
lite and receiver expressed in units of cyeles of the carrier
frequency [27].

* Doppler: It is the Doppler shift with respect to the nominal
signal frequency; it is positive for app g satellites.
Usually used for the calculation of the user velocity ex-
pressed in Hz [27].

® Signal Strength: M of the gth of the re-

ceved signal, dependent on the degree of thermal, back-
d and i dul noise to which the signal has
bc:n subjected expressed in dBm [27).

B IMU

AnIMU uld:vmcthnhnsmccgymopﬂmdmne-:-
that are displaced along three mutually orthogonal
axes. The main idea of inertial navigation is the Newton's First

el

system hardware for the prototype

g system is working to f arcas in which GNSS
ﬂgndsmmlnvulnbka:auld give misleading information.
Wlthdmmlphutdmmm.nhcnadwuotutlvnhbk

Law: "A body will continue in its state of rest, or of
motion in a straight line, unless an external force is applied to
it". The accel s detect the acceleration changes due to the
gravity forces and the gy pes the changes in the |
attributes, An IMU is autonomous snd is not dependent on
other devices or signals visibility. Moreover, it has no need of
an antenna so it can be mounted on-board in a stable place.
However, the main drawback of the IMU is its accumulative
emror. The sources of the errors are mainly two:
* Bias cmors: errors suffered by the in their
measurements. Knowing those errons beforchand could be
a solution in order to calibrate the IMU. The static bias
can be casily corrected as it is constant and a result of &
wrong calibration of the sensors. On the other hand, the
dynamic bias is the in-run variation and changes over the
time. Even if the drift error is about the 10% of the static
bias error, it is the one with the highest influence in the
final implementation, as it cannot be easily corrected [ 28]
* Noisc: anoth d signal g d from internal
clectronics that interferes with of the desired
signal. As almost all of it is random noise (white noise), it
will not be possible to predict it in advance. Nonetheless,
the positive point is that in general, velocity, position, or
pitch or roll error from the accelerometer or gyroscope
white noise will be smaller than the other described cor-
rectable noise sources for IMU [29]. All in all, the whole
sum of noises will have u lower effect than the bias erroes
in the IMU.

€. Known Blocked Scenarios

logies leads to an enhanced data management

lnd by hcnc: to & system with o better position estimation
(further details in HLC).

HL CPS ARCHITECTURE

This section describes CPS architecture including both hard-
ware and software.

A. CPS Hardware

l-ng 1 shows lhc hardware lmnccuue of the CPS Physically,
it includes a for that
consists of the l‘nlluwm;:

* GNSS receiver (UBLOX EVK-6T-0-001): Responsible for
providing an absolute position to the system. This position
is used as # reference position while the GNSS system
is available and its standard deviation is under a certain
level. Thc receiver used in the CPS for the measurements,

howed in the g S IV and V, is a low-
mid range GNSS receiver. The main two objectives of
the receiver are the following: to record the raw data for
the later assessment of the KBS lllll:s.bold (Section C.1)
and to perform a Ll jon if there
is no u:cm to the on-houd GNSS pmnmmng system
(Section C.2).

® Incrtinl Measurement Unit (IMU) (AIMS Navigation
OS17111411): To perform a relative position estimation
using the lincar accelerations and angular velocities com-
puted along with the gravity when the CPS crosses a GNSS
blmh’dm It is also used when a higher frequency of

Known Blocked Scenarios (KBS) is a software enh
that uses the knowledge of the zone in which the complementary

g is d making the availability of the system
mohet The IMU employed is a low cost system,
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Lels

Fig. 2.

Amtensas placed in ALN 668 31 14 moof (Counesy of ASTS).

® Microprocessor; The sensors used to obtain the data
for positioning are connccted to a microprocessor. It
is the device in charge of receiving all the data from
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UPDATE MU _

Fig. 3

GNSS+IMU imtegration.

B. GNSS and IMU Based Positioning Algorithm

The GNSS and IMU based positioning algorithm is the base of
the CPS when providing a 100% available position. The KBS is
built over this first GNSS and IMU based positioning algorithm,
as an enhancement to the data that are shared by it.

This GNSS and IMU module uses the data received from
a GNSS receiver in order to compute the position of the train
n which it is installed. Nonetheless, taking into account that
GNSS positioning has performance problems under harsh envi-

|hc sensors and fusing them to have a precise p i

ion. The sof of the p hni
such as the GNSS, IMU and lhc KBS are cx:cmtd m
it. The databases needed for the KBS are stored in it
as well,

* AC/DC energy converter: The used sensors and micropro-
cessor need DC power to perform their operation. Usually
the power supplies available in trains are 220V AC power
supplies. The introduction of this converter deals with this
issue and helps with the discontinuities appearing in the
power supply of the trains s it can maintain the DC power
supply required for some seconds,

* GSM/UMTS Modem: CPS has also the ability to send and
receive information in real time through & communication
modem connected to a GSM/UMTS antenna. The data
management is done through this modem, and the CPS
cun be remotely managed,

Excluding the IMU that needs to be placed in a stable place
of the vehicle, the rest of the modules are placed into a 25 cm »
16cm x 20.5 cm metallic container in order to make the system
portable, CPS has its own GNSS receiver, and in this way it can
perform stand-alone positioning.

The system uses two antennis to obtain all the needed infor-
mation to work stand-alone (See Fig. 2). A dual GSM/UMTS
antenna and o GNSS antenna, both compatible with the bands
that are used. In the case in which the CPS is working as
a complementary system to the existing on-bourd GNSS, the
on-board GNSS antenna could be used in order to reuse the
available equipment, Nevertheless, having a redundant GNSS
system could belp in terms of integrity due to the existence of
two systems working in a similar way what gives backup to the
system

such as canyons or Is, the inf received
from an IMU is included in the positioning algorithm. The IMU
performs a dead reckoning algonthm from a known starting
point given by GNSS. This approach a 100% wvailability
in the positioning solution, However, the computed position is
not always accurate enough for the system to work fulfilling the
requirements of a given use case. For example, when getting
mm a wnnel, the last GNSS position could contain misleading
due to the degraded GNSS information obtained in
the proximity of the blocking scenario. This initial misleading
situation leads the IMU to give a wrong direction and position
when performing the dead reckoning nlgumhm lMUx hnv:
accumulative errors and having un g
mcurs in an even bigger er timate. That is
the reason to introduce & Known Blud.nd Scenarios (KBS)
algorithm to overcome these difficulties. Fig, 3 shows a diagram
in which the situation above is explained. When doing the
GNSS and IMU integrtion, the HPL. of both technologies are
compared. If the HPL of the GNSS is lower than the HPL of
the IMU, the PVT obtained from the GNSS is the one given by
the system. And the IMU is updated with it. In the other hand,
if the HPL of the IMU s lower than the HPL of the GNSS, the
PVT is obtained from the dead-reckoning of the IMU.

C. KBS

The KBS is the novel map aided software positioning en-
hancement proposed by this paper. It helps the GNSS and IMU
positioning algorithm in terms of anticipating blocking scenarios
and minimizing the use of GNSS misleading information.

Having a reliable heading and position of the train is important
before entering a GNSS blocked area. The orientation of the train
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Fig. 5. CDF of SNR decreases between epochs for Threshold detection.

is computed before ing blocked sc mnnbnnp:r- Fig. 4),!hem|hthlyuxhlru5lhuholduukw13|l
form an itioni ion. With a non-red This threshold is highly d dent on the positioning
syn:mlhcbadm'mglcuohmndﬁumthem “a prion”  and the tracksidy i If the has a full view of
reliable position of the GNSS - Thus, detecting the sky, the threshold will be higher as the difference between
information imp the perfi of the solution in GNSS  blocked and non-blocked ios will be more ek d duc to
blocked areas. the good health of the ‘ui;uliu blocked 3
Regarding the use of the KBS, two main steps are defined. The  This is why the auth rform tnips in different

first step is the determination of known block scenarios for the
determination of the KBS threshold and the second step is the
KBS peration mode to enh lhcpoaum in which
1 DekmmbanﬁebNSSMd&mﬁmdelS
Threshold Determination: Thcumofd:cKBSulolw
the positioning and it is done under map | d known b

times of the day, wuhdaﬂuwsadh&cumdhnounvu
and different her to have a

Innmlw-ywn&mydnﬂmumndpam.mwmmem
has line of sight with the satellites every moment apart from the
blocked scenanios, 2 runs will be enough to build an accurate
database as the satellite arch and the ding cnvi-
will not have a big influence. In the case in which the

Liahbe th 14

scenarios, Thus, for the KBS to be available, before starting its
operation, it is necessary to first detect and create a databuse
with these spots and sections with known blocked scenarios.,
In this case, for the determination of a degraded GNSS area,
the received signal to noise ratio (SNR) of the GNSS signal
strengths is analyzed, Having a lower SNR increases the proba-
bility of having error in the received information | 30).

Fig. 4 shows a real case for the known blocked ios, It

surroundings of the blocked rios are GNSS challeng
ue-.mmmnudedu\oduwd;ﬂahawmblncbd
and no-blocked arcas as the SNR decreases are lower, and the
threshold must be calculated more Ily. Runs in different
umes of the day are recommended in order 0 evaluate the
performance with different satellite architectures.

The sensibility of the KBS is riggered based on the SNR
! This means that s SNR fall down compared with the

shows the SNR difference between a GNSS measurement and
the previous one,

Every scenario produces an attenuation based on the sur-
rounding environment. So in the first phase, an analysis of
this environment needs to be done. With that purpose, maps
are consulted and the trackside is inspected with the aim of
identifying the possible GNSS blockers such as urban canyons,
tunnels, woods or other artificial blockers and constructions. A
databuse with all the arcas where possible GNSS outages are

pected is d and proper position and heading values
are introduced based on reliable track database information.

With the aim of reducing the computation time for the en-
hancement of the position estimate, the KBS ix only triggered
under certain conditions. Thus, based on the analysis of the SNR
along these known block scenarios campaigns detection (see

previous epoch determines that GNSS signals are not trustful
anymore unless the SNR shortfall is recovered. This allows
complementary positioning sensors to have a trustful position
once GNSS signals are not available, which improves the po-
sition estimation results. The KBS system allows detecting the
entrance of the tunnels or other blocking structures where the
complementary positioning sensors take the key role regarding
to the position estimation. Summing up. the KBS threshold is
set-up based on the SNR decreases.

For the particular case of the test campaign shown in Fig. 4,
the selected threshold to trigger the software enhancement tool
was ~2.5dB b two ive SNR To
select that threshold, a Cumulative Density Function (CDF) is
used. The threshold is selected to be the one which marks the
109 of probability (Fig. 5).
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Fig.6. KBS operation.

2) KBS Operation: Once the KBS threshold is properly se-
lected, the positioning algorithm is able to enhance the position-
ing in these blocked scenanios, Fig. 6 shows the KBS algonthm
methods which relies on having a more accurate starting point
which leads to a more accurate position estimate.

The KBS determines not the valid GNSS, but the degraded
GNSS information based on the strong SNR decreases between
epochs. The KBS takes advantage of the detection of strong
blocking arcas, which are mainly tunnels. Tunnels are the main
blocking areas, due to their strong effect and their limitation to a
defined arca. At this point, apart from detecting and discarding
the GNSS information a “database™ is set up to reduce the errors
of the next time epochs where GNSS is not available by resetting
the yaw information of the algorithm

The positioning system proceeds in the same manner every
time that it receives a GNSS information. First of all, it compares
if the selected triggening option is reached, If not, the GNSS
is considered reliable und the algorithm computes the position
estimate. If the KBS is triggered, the KBS takes a look up into
the KBS database and based in the information of the previous
reliable estimate and the distance to the different known blocked
seenarios entries, it uses the stored mformation to correct it, The
distance to use an entry from the database is, as maximum, the
HPL (Honzontal Protection Level), The HPL is the statistical
error bound obtained during the real tme operation of the
positioning algorithm.

This methodology is repeated until the KBS detects a valid
GNSS.

IV. Test DeEFNmoN

This section shows the tests proposed and the measurements
done in order to validate the CPS algorithms. A demanding en-
vironment near Donostia / Sun Scbastian (Spain), was selected
In this section the track and train selection and ground truth
generation sre introduced,

LEER TRANSACTIONS ON VESMICULAR TRCHNOLOGY, VOL. 64, NO. 12, DECEMRBER 2010

Fig. 8

Section of Eusko Trenbide Sarea (ETS) network.

A, Track and Train Selection

The chosen railway is placed between Hendaia and Donostia,
in 2 regional train that puts together France and Spain operated
by Eusko Trenbide Sarca (ETS). This railway has a difficult
orography since GNSS blockers appear in more than 50% of
the truck analysed. Most of the journey is done inside tunnels or
canyons; both urban or natural (sec Fig. 7)

The trial track is mostly set in an urban environment inside
the city of Donostia and the villages near it, However, there
are also suburban and rural areas in the more than 20km of
track. The rural arcas are mountainous arcas in which the signal
reception is not direct in all the cases, The environment in which
the algonthm was tested can be considered a GNSS demanding
zone in which long periods of lack of signal were recorded

The tests took place in service during approximately 30 days,
in which the full operation of the truins during their usual jour-
neys were recorded. In this way, different satellite constellations
in view were tested, and the collected data was more realistic,

The route going from Fandena station to Errentenia station
(Fig. 8) has been chosen for the tests as it is a representative part
of the journey because the track is surrounded by buildings and
the train travels through a tunnel (see Fig. 8 (green area)). The
degradation of the signal prior to the entrance to the tunnel affects
the performance of the positioning system. The surroundings
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Fig. 9. EuskoTren Seric %0 Locomotive
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Fig. 10, Speed profile comparison,

and the fact that the tunnel is preceded by a curve also influences
the result without the software enhancement proposed by this
paper.

The vehicle used was an clectric locomotive Serie 900 from
Euskotren, (See Fig. 9).

B. Ground Truth Generation

For this measurement campaign, the ground truth is obtained
using independent sensors installed on-bourd, In this case, the
Euskotren on-board odometer [32] has been used,

First, the information source for this ground truth was inde-
pendent to the information used by the CPS in order to ensure a
non-dependent behaviour of the error

The odometer data were interpolated to obtain a smoother
speed profile. Additionally, in order to check the proper be-
haviour of this profile it has been compared and validated with
other GNSS based speed profiles from other journeys carried
out during this period. (see Fig. 10) and used 1o determine the
starting point of the journey,

The obtained accuracy after interpolating the information and
smoothing the behaviour depicts a representative and consistent
behaviour compared with other runs. Afterwards, this speed
profile is projected into positions in combination with a track
database composed by the geolocated information (x.y.z and
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Fig. 11.  Emor 2D full journey

travelled distance) to obtain the set of timestamped trustful
positions which are considered as the ground truth, in order to
compare them with the PVT estimates obtained using the CPS
{33]. The section under study in this work is 100 seconds long
so the drift error of the odometer is affecting the accuracy of the
ground truth less than the order of magnitude of the resulting
data from the CPS solution shown in the results section. For the
measurement campaign shown here, no slope and no slippery
effects are reported in the section under study at a 10m/s average
speed, so a speed error margin of (.333% could be applied for
the 100 seconds from one stop to the other. That represents
a maximum crror of +/— 3.33m of emor with the odometer
algonithm, which is lower than the order of magnitude of the
error computed by CPS,

V. ResuLrs

This section presents the obtained results, The results here
shown have been obtained from a | month 20b/day run on a CAF
900 series train, operated by Euskotren over Eusko Trenbide
Sarcak infrastructure.

First of all, the results obtained without the use of the KBS
will be presented to later on be compared with the results
when the KBS enhancement technigue is applied. Durning this
performance evaluation, scouracy and avalability results are
going to be discussed as they are the main drivers for the rilway
applications, as presented in the introduction. The sccuracy error
is assessed by the Euchidean distance in the horizontal plane
between the ground truth position and the position estimate

It is important to mention that the analyzed sector is part
of & longer journcy and the initial errors are dependent on the
previous position estimations. However, the tunnel ix reached
between the S0™ and 70" second. A change of behavior in the
error can be observed during the mentioned seconds in Fig. 11

A, Measurement Campaign Analysis

To be able to make a good comparison between both systems,
it is important to use the same observables generated during the
test runs when using KBS and when not. Fig, |1 shows the 2D
crrons computed for both KBS and non KBS operation modes
during the whole joumey

However, to analyse the whole journey could quit the focus
from the important part of the paper. That is the reason to show
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the graphs in the area in which the KBS enters in operation. The
focus will show the real improvement of the KBS, Fig. 12 shows
the KBS operation zone that is analysed,

The accuracy results of the CPS systems without the KBS,
howed peak that reached 54,29 meters. Itisi
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Fig. 14, CDF of the emparical emor 2D,

here it is based on the empirical data obtained. It can be stated
that the CDF (95%) is around 50 meters (see Fig. 14). This
means that the 95 percent of the time the emror is lower or equal
10 50 meters.

The CDF obtained from the error information when the KBS
is used, bounds the error at 95% in 8 meters (See Fig. 14).

As the graphs show, whcnlheKBSlsmtmnd.lh:m
obtained in the tunnel envi the p
ngmﬁcmlyndlh-nnpnmnglhummllluvelm
impact on the overall picture.

The performance of the KBS improves significantly the per-
formance of the GNSS and IMU dead reckoning algorithm by
detecting misleading information of the GNSS.

V1. ConeLusion

This paper presents a progress for the positioning systems in
the railway sector. One of the key aspects that is important to
mt:smewddcwmlcmuymfmm ontop
of GNSS, for the position to provide fully svailability

remark that even if the tunnel is almost straight using misleadi

information can lead to this undesired effects (see Fig. 12). The
mean error of this section is 21,15 meters.

In the other hand, when using KBS, the accuracy is signifi-
cantly better. The maximum crror peak is lower than 7.96 meters
and the main improvement is that the mean error is reduced to
5.07 meters (See Fig. 12).

Fig. 13 analyses the frequency of the different error during
this journcy. The error is mainly spread at low error di

P to ot the exp of the y error performance. For most of
the railway applicati the availability of the systems is as
i as the y. Itis Yy to have access to the

pﬂ&udﬂumm‘mmkm So as o overcome
these limitations, the Complementary Positioning System (CPS)
has been introduced in this paper with & map aid enhancement
software called KBS algorithm,

The CPS gives a positioning alternative to overcome the use
M&MGNSSMmtnmmcmmoflen
Blocking S [ dule combined with GNSS and

however, when KBS is not being used, there is a long tail with
errorthat reach the aforementioned value of more than S0 meters.
When using KBS, the emor is also mainly spresd at low error
li but the maxi error reaches a value of 8 meters.
which is smaller than the maximum error obtained without using
the KBS.

Having the error as a distnbution fi the CDF p

the probubility that the error will take a value lower than x. And

IMU algorithm.
The system presented in this work provides a step forward
in railway positioning with a low cost solution approach that
allows the discrimination of all the GNSS degraded situations
enhancing the avalability and overall performance in harsh
environments,
The use of the CPS
Ades i the

ystem and its soft h
isting on-board sy and can lead

s oy
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Lot th ke

the way t the be useful
for applications such as mhncsnrhmghlukag
mwhdlmemqmmaunmmhxcdﬂmformcs
level 3.

During the measurement campaign in EuskoTren, the suit-
ability of the KBS to detect and mitigate GNSS shadowed
mnndemnn&ngmnmmﬂlxupmdwnhmedmdu\e
imp shown in section V. The i error reached
is more than six times lower and the mean error is four times
lower when the KBS is used. Taking into account the introduced

‘hich

1619

[15] A.NuL.»\.ﬁip.Fh]lﬁ.—dA M. Vegai, “An analytical evaluation
for hazardous failure rate in a satellite-based train positioning system with
reference to the ERTMS train control systems.” in Proc. 25th It Tecik
Meeting Satell. Division Inst. Navigation, pp. 2T70-2784.
[16] F. Rispoli, M. Castorina, A. Neni, A. Filip, and G. Di Mambro, FS@.
“Recent progress in application of GNSS and advanced
for railway signaling” in Proc. 23nd Int. Conf. Radioeiektronika, 2013,
pp. 13-22,
n7 N Kﬂt‘LLMﬂF llqlll. wmw

to spatial
emors.” lba:k«u&unnvdll.mlm

10272, Jun. 2014,
18] “ERSAT EAV grant agrecment No 640747." [Ouline]. Available: bitp:

msulls,lhel(BSgiveslhcpmsmilhywnposiﬁoning Y to
go through larger tunnels without having to change the exists

sed on: Jan. 22, 2019,

alert limats, Mmmmmwmmbdnylnhnc
better operation limits in the existing positioning systems.

ACKNOWLEDGMENT
The authors would like to express special thanks to their col-
Iugna from EuskoTltnbuk Sarca (ETS) and EnskoTren who
llowed both in the project’s fi

L !

nndﬁ:cnscohheirinhmm

REFERENCES

(1] ERRAC, “Rail route 2050 The sustainable backbone of the single Eu-

ropean transpoet aren,” Eur. Rail Res. Advisory Council, hnxl‘c-u

Tech, Rep., 2013, [Online). dable: hetp:i iwp !
uploads/ 20131 /D9 SRRA - RAILROUTE0S0. pdf

121 “tld!l!-ldmwcbham |M~|Muuuupw

A ed om Oct. 28,

019,
[3] V. Amdas, T. Bradbury, S. Denniss, D, R. Bloomfield, and D.
Fisher, "ERTMS level 3 risks and benefits 1o UK milways (finsl report)”
Transp. Res. Lab,, Fur. Railway Traffic Manage. Syst., France, Panis, Tech,
Rep. PPCADSOSS, 2010
[4) L Marrudi ¢t al,, "GNSS for enhanced = The GRAIL.2 resules”
in Proc. NAVITEC 2012 Eur. Workshop GNSS Signals Signul Process.,
pp. 1T,
(5] E Gonzdlez, C. Prados, V. Autdn, and B. Kenoes, “GRAIL 2 Enhanced
based on GNSS." Prcedia - Social Behavioral Sci. Transp, Res.
Arena 2012, vol. 48, pp. R80-887, 2012
(6] "GSA, GRAIL- 2 Summary.” 2012, [Online]. Available: hipf/graal2,
imeco e Gral Miumb/main jsp. Accessed on: Oct, 28, 2019,
7 A Uuth.(ah’&\'mludwmm Madrid, Spain: | Rail Tech.
1 Forum For 1 ! w001
8] G lu'llludl Mamis, The SATLOC Project, Paris, Prance: Transport
Rexvarch Arema, 2014,
[9] "GSA. GRAIL 2 Susmmary.”
curopa Hle- based

lines. Accessed om: Oct. 2§, 2019
(10} J Marais, C. Meurie. A Flancquart, S. Lithgow, asd G. Barbu, “SATLOC.
of an concept ifhcut -dvmluo'-»
M!cnlunuu by bed g 1 lar Foute en-
viromment” 2014, [Ouline]. Mlﬂdk Iwwmlm <smb f/IFSTTAR/
hal-01061 356, Accewsed on: Jan. 22, 2019,
(1] TP K. Nguyen, ). Beugin, and ). Marais, “Dependability cvaluation of a
CINSS nedd BCS based localisation unit for railway vehicles,” in Prc. 13th
Int. Conf. ITS Telecommun., pp. 474479,

lwﬂl Avaslable: hupul\nmpu

Socal lows&

[12) “GSC. Gal.oROI—Summary.” 2014, (Online). Awsilable: it
e s srog s VTpT- 3ok call p Joros- gl
I? d: " —l-.-? P - A ad on: h u

019
(13] D Lu and E. S e of GNSS for tram
localuzation.” IEEE Trans MMI Tranap. Syt yol. 16,80, 2, pp. 1541049,
. 2015,
“GSA. G‘.dl)l--ﬁm-y" ((Hhtl Available:  hatpefiwww gea

114y

curopa.
va: Oct. 28, 2019,

9 mppaﬂ-ry I(H-e) Mﬂ“ httpsc/condis earopa.
199612_es haml/, A on: Janm, 22, 2019,
IXIlPthmC Sullo, S. Pullen, S. Ln.ld’En}."UudSlo\S
corrections with local-area monitoring for
applications.” m Proc. IEEE/ION Posision,
Apr. 2018, pp. 23-26.
[21] STARS Project. [Online}.

[22] B. Stamm and P Gumik. “STARS project—Satellite techmology for

 pdf.

[23] "X2RAIL-2 - Objectives,” 2018, [Online]. Available: hup-iprojects.
shift2rail.oeg/s2r_ip2_naspx?p=X2RAIL-2. Accessed on: Jan. 22, 2019

[24] “ERTMS on SATELLITE galileo game changer.” Periodic Rep. for pe-
riod 1, [Online]. Available: hitps://cordis.curopa.cu/project/acn/21 2000
enbtml. Accessed on: Jan, 22, 2019

125] ). Maris, R Hmida, A Flancquart, §. Sabina, and M. Claffi, “Video-
based classification of milway track areas for GNSS-based virtual balise
solutions in the ERSAT GGC project.” in Proc. Int. Tech. Meeting Inst
Navigation, Reston, VA, USA, Jan. 2018, pp. 196-205,

126] 1. Goya, L. Z Cadenas, S. Asrizab A. Brazdlez, §, Melds

and 1. Mendizahal, “Advanced traim location simulstor (ATLAS) for de-

velopeng, testing and validating on-board radlway location systems,” Eur

Transp. Rex. Rev,, vol. 7, 2005, Ant po. 24,

D.E Wells ¢f wl., Guide 10 GPS Poxitioning. Fredericton, NB, Canada:

Canadian GPS Associates, 1986

A. Nourcldin, T. B. Km-u.ndl(ku'y F—‘umvd-dl-md

Navigation, Satellite Based and Their Bertin,

CGermany: Springer-Verlag, 2013,

[29] R.Chow, Evaluating Inertial Measuremens Units, Loog Beach, CA, USA:

Electron, Amer., Nov. 2001,
[30] G. De Miguel. J. Goya, 1. Uranga, 1, Anﬁa.-dl W"GNSS
ay domain,” in

1271
28]

system |
Proc. Ifl*hn.(nllﬂ!hluu-—u u-,mngu 1
™) !Amlmalxlﬁ.—tl (byl.l..lnnn(‘ub-.d
LN

in GNSS demied areas.” in Proc. M(‘u'llahurla :m.n-l-u
Ialy, pp. 45624571
132] Bumwpean Rubway Agency. “F il
iy E'upn-l-hwyhm Whmwul Jun
2016
(31} 1 aay..a D Miguel, 8. A-mw-p.l.humc-b-.t Adim and
“Mabodology and key p 4 (KPls) for
uhdw-m"lmmmmhu.
vol, 19, no. 12 pp, $035-4042, Dec. 2018,

Gorka de Miguel received the M Sc. degree in
telecommunications  engineering  from  TECNUN
(Schaal of Engs g of San Schastidn), L

of Navarra, Donostia-San Schastide, sp-u-:ms
In 2015, bhe poined the CEITIK4 Rescarch Centre,
Denostia-Sun Sebastidn, Spain, where he is currently
o Rescarch Asvistant and o PhD. Student within the
Transport and Sustainable Mobility Group. He is also
wn Assivtant Lecturer in Electronic Fabrcation Sys.
term with TECNUN, His newesrch interests include
the feld of p g and software de
Ih-w-mmtymnumhwluddmum
signaling and posstoning topics.




286

Appendix A: Publication

11620

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 64, NO. 12, DECEMBER 2019

Jon Goya received the M.Sc. degree in telecommuy.

mications engineering in 2011 and the Ph.D. degree in
2016 from the University of Navams, Dosostia-San
Sehastidn, Spain. He s cumently a Lecturer with
TECNUN, University of Navarra, and a Rescascher
with CEIT-IK4 Research Centre, Donostia-San Se

bastiin, Spain. His professional research mterests
include the i f on-board p g system
and performance analysis for raslway. He bas partic

ipated in FP7 peojects coordinated by CEIT (EATS)
and is now actively partscipating in H2020 Ewropean

funded and ShiftJRail projects in railway signaling and positioning lopécs:
ERSAT-EAV and FRSRAIL

in national and
book Muin Service QoS Archisecrure for @ Multi Dwelling Gateway

Nerea Fernindez recesved the M Sc. degree in
telecommunications engimeering from the Faculty
of E n Bilbao, U ity of the Basgue
Coumtry, Bilbao, Spain, i 2016 In 2017, she
joined the CEIT-IK4 Research Centre, Donostia-San
Schastidn, Spain, wiese she is currently a Research
Assistant within the Transport and Sestainable Mo
bility Group. Her research interests inchade the feld
of milway signaling specially in zero on-site lesting
and adaptable communication systems.

Saioa Arvizabalags received the M. Sc. degree in
telecommunication engmeering from the Faculty of
Engincering in Bilbao, University of the Basque
Country, Bilbao, Spain, in 2003, and the PhD. de
gree in engineering from TECNUN, University of
Navarra, Donostia-San Sebastidn, Spain, in 2009, She
s currently 3 Lecturer with TECNUN and a Re
searcher with CEIT-IK4 Research Centre, Donostia.
San Schastidn, Spain. She is involved in the partic
ipation of Furopean research projects, direction of
doctorml theses, scientific and technical publications

| yowsrnals and She is the Author of the

Juizki Mendizabal received the M Sc. and PhD. de-
grees m electrical engineering from TECNUN, Uni
versity of Navarra, Domostia-San Schastidn, Spain.
m 2000 and 2006, respectively. He was with Fraun-
bofer Institut fur Integs
Cermany, and SANYO Electric Lid, Gifu, Japan.
as an RFIC Designer. He s currently with CEIT-
1K 4 Research Centre, Donostia- San Schastidn, Spasn.
He is also a Lecturer of Communications Electron-
s and Commaunications via Radio with TECNUN
His reseasch interests inclode commumications and
signaling systems for the railway industry

litige Adin received the M.Sc. degree in electronics
engimeering in 2003 and the PhD. degree n 2007
from the University of Navamra, Dosostia-San Se
bastsdn. Spain. He is the Author or Co- Author of one
patent, two technical books, an invited chapter, and
40 articles m journals and msernational coaferences.
His rescarch interests include safety-critical designs,
with special interest m positoning. commRRIcaons,
s bility, and

g g P Y Port micTop-
erability, He was the Coonfimator of the FP7 Ewro
pean Project TREND und now coontinates the H2020
AIOSAT for GSA



Appendix A: Publications 287

A Review of the Evolution of the Integrity Methods Applied in GNSS

Paul Zabalegui, Gorka De Miguel, Alejandro Pérez, Jaizki Mendizabal, Jon
Goya and lhigo Adin.

IEEE Access (Q1). March 2020.




288 Appendix A: Publication




Appendix A: Publications 289

IEEE Access

e ettt

Received January 21, 2020, accepted February 15, 2020, date of publication March 2, 2020, date of current version March 16, 2020
Digaal Obyest hdentifier 10 M0WACCESS 2000 29772455

A Review of the Evolution of the Integrity
Methods Applied in GNSS

PAUL ZABALEGUI ", comumwne ALEJANDRO PEREZ",
JAIZKI MENDIZABAL mmmm’-” AND INIGO ADIN”, (Member, IEEE)

CEIT, 20018 Demostia-Sun Scbaiin,
wuwwqwmxwwaw Universidad de Naviera, X018 Donot-Saa Schastida, Span

Comesponding author: Pas! Zabalegui (pzsbalegui @ ceit.es)
This work was supported in past by the Eurapean projects: FRERail- 11, which received funding from the Ewropean Unson's Horizon 2020
research and inmovation programme under grunt agreement No. 826206, and by amtosomons mdoor and omdoor safety tracking
‘y-—.uuounMmam.mum-mwmmﬁmmuhmm.umu

P under grunt No, 776425,

EAISTIACT 'Ihcu:col'GNSchchmlogmshmbo:u spreading over time up to a point in which a huge
y of quire their use, Due to this demand, GNSS has tumed into a more reliable tech-
nology, unullnplcupccuofllhlve- Ived. | ity has b a vital aspect of being considered when
using GNSS. The following d h udshows‘tﬁmmofmmylndeNSS
The paper mainly focuses on the dcscnpm of different receiver
For this purp basic pts and possible GNSS error (and their ponding solutions) are
mmdlud.Aﬂcrwud.u planation and a classification of the integrity itoring techniques is given,
where the fault detection and exclusi hods and different p ion level putation formulas are
analyzed.

L "

: INDEX TERMS Fuult detection and exclusion, GNSS, integrity
AUOROMOUS integrity monitoning.

ing, p ion level,

1. INTRODUCTION dependent on the positioni instead of the p "
Nowadays, the d di qui of industry and soci- of the data, it vnllmtbe di d in the d Even
otywpepuummnssymwheufam liable, and  if y improving techniques are not di d in this
even faster. In this 10, GNSS technologies are consid- p-pctuulwomuwmdmmcfuuldcmmmd
erably spreading since they emerged. The amount of appli- hods can improve the y of the soluti

cations and systems that rely on GNSS PVT solutions is Note that most of the time, position, velocity, and time will
substantially growing (1], [2], and users benefit from the be considered as the GNSS solution; nevertheless, the dis-

evolutions on this topic. cussed methods will mainly refer to integrity in terms of
Fotlhcnimuﬂulﬁlliulhehﬁs‘ ding requi posit
for p hnologi s and tech- GNSS integrity methods were developed to improve air-
mqnc:luvehccndcvelopcdwlmmmﬂwcmﬁdemd craft navig Nowadays, these h branches have
GNSS in terms of accuracy, integrity, and continuity. This spread to muluplc d on sy It is due
paper focuses on the review and explanation of the different wtm:mMMmuM&cwcnfmuwdon
fault detection and exclusion (FDE) methods found in the  ground transportation, as the harsh environments and the
literature to imp: the integrity of the d GNSS of these sy lead to more dynamic and chang-
PVT solution. These methods are based on the detection and ing, thus, challenging scenarios,
exclusion, when possible, of faulty satellites for the compu- According to the last issue of the federal radio navigation
tation of the PVT solution. According to [3]), inuity is  plan [4), “Integrity is the measure of the trust that can be
“a system’s ability to functi ithout 1 ption.” Asitis  placed in the of the information supplied by a
igation system. Integrity includes the ability of the system
The associate editor coondinating the review of this masuscript and to provide timely warnings to users when the system should
approving it foe publucation was Mayder A Hraish o not be used for navigation™.

VOLUME & 2000 T work i licensed wnder & Conative Commaons Asdbasion 4.0 Lo Far mare o https. o ases
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Integnity is connected and defined by a set of ¢
that are dependent on the target application. The following
list contains the ones that are going to be used in this paper
[51. 6]

Alert Limit (AL) is the error tolerance a system has, which
cannot be exceeded without issuing a waming.

Time to Alert (TTA) is the maximum allowable time
clapsed from the moment the integnty threshold is crossed
until the alert is issued.

Integrity Risk (IR) is the probability that the p

When talking about positioning sy a combination of
precision and accuracy is lly p d. Nevertheless, sys-
tems are not ideal: thus, positioning crrors are always present.
These errors, as seen in FIGURE 1, are usually bounded by
the accuracy rather than by the precision, as low accuracies
often lead to bigger distances from the ground truth than what
low precision does. Consequently. positioning systems tend
to define and set an error tolerance threshold (AL) that should
not be surpassed by the error in order to maintain the integrity

exceeds the Alert Limit.

Pusition Error (PE) is the difference between the mea-
sured position and the real position, also known as ground
truth.

Protection Level (PL) is the position emror that the algo-
nithm guarantees that it will not be exceeded without being
detected.

False alert (FA) is the event in which an alert is issued
without surpassing the alert limit,

Missed detection (MD) is the event in which there is a
fault that is not detected by the algorithm,

Positioning failure (PF) is the event in which the position-

| © ©
- - -
® @

FIGURE 1. Precision vs. Accuracy.

The positioning error is a term that appears in some of the
previous definitions. This error is und l as the “correct-
ness” of the position. Two terms are commonly used to refer
1o the “correctness”: accuracy and which they
do not mean the same. As shown in FIGURE 1, the sccuracy,
on the one hand, is the degree of proximity of the computed
solutions to the real position, The precision, on the other hand,
is the proximity between the computed solutions between

of the sy

Protection Level (PL)

Position Error (PE)
FIGURE 1. The Stanford diagram (7]

The Stanford diagram shown in FIGURE 2 specifies the
integrity and availability criteria that describe the perfor-
mance of a system, as a function of a user-defined alert-
limit. It describes the system's state according to the relation
between the tolerable error, the esti d evor, and the real
erTor.

The expected nominal operation mode, according to the
diagram, implics having a positioning error smaller than the
calculated protection level and a protection level which is
smaller than the alert limit,

Il INTEGRITY FOR GNSS POSITIONING
Incarrect integrity monitoning could lead to devastating con-
sequences for safety-critical applications scenarios, This
means that integrity is dependent on the quality of the input
information/signals and the detection and mitigation tech-
niques imph d in the positioning algorithm for the
Itiple error ces that i need to handle. The fol-
lowing section mentions the different error sources that could
degrade the input signals together with multiple error mit-

cach other. In ical terms, g an und d
probability distriby h ized by ity mean and vari-
ance, the accuracy can be understood as the displ of

the distribution’s mean from the real position, whereas the
precision would be related to the width of the distribution and
its variance.

" hniques that are used. Afterward, different kinds
of integrity systems are discussed in section B, with further
details on the hod, as it is ly found in
transportation systems and intelligent transport system (ITS)

VOLLME & 2000
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appllcmclu. Finally. due to the relevance oflh:mcnumed
lassification of these techni is ed out in

4

section C.

A. CHARACTERIZATION AND REDUCTION OF THE
MEASUREMENT ERROR SOURCES
As it is known and referred to in the literature, GNSS sig-
nals suffer from multiple error sources before reaching the
receiver's antenna. Some of the most common error sources
found are random noise, shadowing, multipath, NLOS (Non-
Line-Of-Sight), interferences and attenuation due to signal in
space and the receiver's surroundings (e.g., skylines, canyons,
tunnels, etc.). These phenomena are closely linked to GNSS
position performance and integrity evaluation.
Consequently, a wide varety of techniques have heen

The paper in [9] presents a novel hybridization weighting
model that takes into account satellite elevation, the signal
C/NO and a LOS/NLOS indicator obtained from the Urban
Trench Model (UTM)

2, 107005
o=k SNGE 3
where k is the LOS/NLOS indicator; k = 1 for LOS signals
and k = 0.5 for NLOS signals.
The author performs i [13] a comparison between the

¥ & e

2) MULTIPATH AND NLOS RELATED TECHN!QJFS
Multipath and NLOS and expl hai

o is

are especially used in urban areas, wha:ngull..()Su

developed in order to reduce or mitigate the af
SITOr SOUrces:

1) SIGNAL WEIGHTING METHODS
These methods are ly used as ia of signal reli-

ily blocked, and signal beam rebounds are commonly

found(mnlnp-dl)
Fwdﬁmwmambydudulwuhm
ignorer and avoid: of the 1oned beams

INI mitigation of these through HW design (correlator

ability, giving proportional weights to cach
according to certain criteria (e.g., received signal to noise
ratio) intending to relay more in better quality signals. This
m‘hunlumudlyduubyundlfylw:ummglmm
ance matrix ding to the i iteria. This covani-
ance matrix reflects the errors that affect each satellite" s signal
and, as it is assumed that the errors that affect cach satelliee
do not affect the rest of them, it tends to be diagonal

oy L 0

0 .- oa

where a,,, is the van of f !
mdmulh:uumb:rofohs«vm;lil

These values can be computed according to models that
consider different physical parsmeters 1o weight the vaniance,
The author shows in [9] a method that employs the inher-
ent information in the carrier-to-noise-power-density ratio
(C/ND) in order to estimate the random errors. This model
the vani of an undiffes d phase observation

errors,

as

af =V, + G0, m
where V,(m*| and C; [n* Hz] are parameters proper to the
model that must be estimated and may vary according to the
scenario. Further C/NO based research is found in literature
in[8)-[11).

Together with C/NO, satellite elevation can also be used
to estimate the quality of the received signal, assuming that
the higher the clevation, the more trustworthy it is. This is
represented as [13)

1
2
= 2 2
%= SN g

where # is the satellite elevation angle.

VOLWME & 2000

fifications [15), correlator banks [ 14}, [16}-[ 18], diverse
polanzation antennac [19]-{21), spatial diversity [22}-{24],
ete.) or using quality parameters [25] and the identification
of the NLOS beams for the later elimination or exploitation.

Elimination onented identification techniques are more
commonly used in cases where an LOS component is cor-
rectly received, and NLOS components can interfere with
it, whereas the exploitation ones are more useful when no
LOS beam is received and, thus, NLOS beams are the only
information input [26].

The mentioned methods can be sub-classified into three
miagmnpcncoldingmﬂtmnmm the ones that
require a phyucd signal (usually uuplﬂnemnd n HW).
the ones that reg F d from p '3
lbcu;uhlucb- dorange, C/NO, Doppler, etc, I
mvlcmemeduSW)udehchcommGNSS
data and external aid methods such as INS, map widing, ray
tracing, ete. (usually implemented in SW).

Despite the efforts to mitigate the effect of the error
sources, the possibility of faulty measurements remains,
Thtlt l'aulucould uwly umledm' positions; consequently,

error d have been developed to
mmﬂnmqmyu( lhe system.
I.MG”TYSWS

Ity developed for the -

duuum wba! a un;lc failure cwld cause severe fuli
ties, As ioned in the introd:

the user with timely warnings regarding the nluhllay of
the navigation system through its navigation message. The
employed health reporting of the GNSS system may not be
well-timed to be considered appropriate for a real-time appli-
cation that requires a quick failure reaction; thus, two differ-
ent approaches have been developed to provide integrity: an
autonomous one based on self-consistency check of redun-
dant measurements, and a ground-station network-based
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one [8], [27). mdmmcmedshwmlmdmﬂ:ckwl—
opment of two different I-asd-based
wmwﬂsm—(snsy ond:e
one hand, rely on the integrity
by geostationary satellites, slbcynmpovclheacmy reli-
ability, and integrity of the GPS signal [28]. The geostationary
satellites also provide ranging capabilitics, so that they can be
used as GNSS satellites to increase the availability [27).

GNSS @ SBAS &
Satedites >3 Satelinte

-y )

These systems (FIGURE 3) are based on regional networks
- el one: thad

»
//" \ ’
7,7/ /I—-.-\ \ ’

P - \
P SargAOn Massages

GBAS . \
ot ‘* N\
- v \
Wean . aea \_rentvers and
e f ey
GBAS ground suluysien

FIGURE 4. GBAS architecture [75].

These PL can be computed in different ways and can even be

calculated without applying RAIM, as it will be discussed in

Subsection 2.
AxRAlMcnmlybomdlltposmmgmmlhm

gically
GPS signal-in-space (SIS) for the purpose of computing the
error estimates at the master stations [29].

Ground-Based Augmentation System (GBAS). on the
other hand, provide mlcgnlymw information data based
on a locally | d In to SBAS's
mgmdcinmcwewbyumlluumbetdufu-
ence stations that perform and later i
at just one location, which is why these systems can be usually
found at airports [5], [27].

While providing integrity assurance is the aim of GBAS,
italso i the y and precision below 1 m.

Receiver Autonomous Integrity Monitoring (RAIM) is
atechnology developed to estimate the integnity of, onginally,
the GPS. The main aim is to provide the receiver with the
ability w perform a self- d fault d by com-
paring each GPS measurement 10 the other available mea-
surements [27). It is, thus, based on the consistency check of

dundant range [30]. There are two possible

error the fault-free scenario and the

a priori estimation, the previ d FDE method:
hlvebccndtvdopedumumofmldlomthc
positioning error.
The following will first explain the classical RAIM
thod, foll ‘bydffanmwnyswmmneﬂ_'l'o‘c&a
with this, the fault d and cthods will be
explained.
1) CLASSICAL RAIM

The principle of the classical RAIM method is shown in
FIGURE 5. Each of the diagonal slopes is related to cach
observable satellite, where the bigger the gradient of the
slope, the bigger the position error caused by the ranging
crror from the said satellite. It is assumed that, in the worst-
cmxceuuio.lfnihmcouldmun&tlheFDEkﬂ
Ci y, the PL is d to be such that overbounds
tll:mc.uodbylhuhymmnhhum:bped
satellite [32].

Inthe case in which there was one only faulty measurement
and the rest were ideal, the protection level should be located
at PRy, at the point in which the slope crosses the threshold
used in the FDE test (Tp) [32).

Nevertheless, as the rest of the measurements are not ideal,

fwltyoae hctudr.ﬁmmc;ﬁecwdonlybyme inal

they introduce an error that can be modeled as zero-mean
T

mmthummochledummcu depend
ihutions, in the

onu.nbdnunddedeo
some of the range measurements [30].
According to [31], the inputs to RAIM algorithms are the

standard deviation of the noise, the

ment g y. and a threshold that defines the probabilities
for a false alert and a4 missed d The main outp
of RAIM algorithms are the j levels (PL) and the
ability to provide an alert.

Although there are many RAIM schemes (see section C),
most RAIM algonthms include an error und its
corresponding bound in the form of a protection level (PL).

as81e

tables (gray ellipses) around a new mean value,
This value is called pae, and it is a deterministic value that
depends on the number of vmblc satellites [33].

Taking into the d the PL should
be set so that the probability of misdetection (Pu) is as small
as possible or, in other words, such that reduces the Integrity
Risk.

2) COMPUTATION OF THE PROTECTION LEVEL (Pl)

The PL is an upper bound of the p ing emor.
mauumlhuuuudwmwmlkﬂﬂn;wm.
defincd threshold is

¥ ¥

VOLLME &, 2000
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IRPMD,,  SLOPE ypy fine
4

Variations of this method are found in the literature. Nev-
ertheless, plenty of them show a similar structure, with the
same slope-based method as a base [38].

Three different methods for the comy of the PL
are discussed mn [31]. These methods are the Brenner's
method [34), which equals the PL to the largest error in the
lmrunuulphmhmbesnu(nd:mfythehkyntdbte:
Brown's method joned) and Lee's method
139], whlchllk:smbncmuﬂhfxllhﬁemuseddﬂec
tion probability depends on the bias error magnitude, and the
maximum occurs before the bias error reaches the value that
determines HPL in these methods [31]. Togclha’mllnhu.
it also prop a new method that ins the di 1
pm“' d by Brown's method’s SLOPE and the stochastic
pant defined by noise. This method differs from (2) in the
ﬁmmuhemu:cmpmcu)mzh:uudthcucydol
a noise d X d of I SBAS data.

>
>

o Pbias FDE test statistic
FIGURE 5. Classic RAIM scheme and the corresponding protection level
computation [32].

Even though different definitions of PL can be found for
the different applications, all of them are used for integnty

The computation of the PL can also be found to be based
on the real-time processing of the SBAS broadcast data,
as augmentation systems as EGNOS provide correction infor-
ion for all pseudoranges. For this purpose, the RTCA

!undlddlﬂ'mmwlwomodelofmthmn-
ch and the precisi h. The author

iy

purposes [20], [21]. The protection level is usually found
bmh:nduwulnomlwo P the Vertical Pr
Level (VPL) and the Horizontal Protection Level (HPL.).

in [28) computes the PL as following:
PL = Ky - dygjor = 6.18 - dyir 6)
where the Ky is computed by the Rayleigh cumulative distri-

Tlr PL is computed weighting different p

g to the application or the 10, Dy ding on

the characteristics of the error source, lhem.hlo(dusm

thcnoluuoammlyhcdtﬁaml,fumplc lhePl.w
hedecmwowdlmluut !

g to the propaga cnwwdlhnudmpm&n

bution fu , assuming a non-precision approach as [40]
K = RayleighCDF ™' (1 — Pyu)
= RavleighCDF~'(1 - 5-107%), %))

a; ISOTROPY BASED PROTECTION LEVEL

cubecump\uadindiﬁmmy: g to the ch
maodel [12):

PL = K(Pud) - dusajor + max (SLOPE}) - pras.  (4)
mfmmmoltbwmwhkhcmpwd:mw

noise, is d munmupmp-
agation with external SBAS data aid IJ-II is an inflation

lated to integrity risk, dependent on the probabil
itydmnchmchoﬂ(?.;)dm the error i

dcmhcdlryhmuﬂ-mauuoﬁhcmeltwmdhcu
be computed with the 2D elements of the variance matrix as

agor = \Ja} + a} 5

This d method is based on the hypothesis of the
cmpym&emnmtnmhvhnubuyvﬁuﬂu
vector can point in any direction equiprobably |30}, [41]. This
method, unlike others, does not assume any gaussianity on the
measurement distributions [42]. According to this method,
the PL is computed as follows |30, [41], [43):

PL =k |r)-XDOP. %)

The first parameter, k. is the isotropy confidence ratio
(ICR), a parumeter thut ensures a bound of the error estima-
tion by a confidence level (1) and the size of the residual
vector, being o the integrity risk. r is the residual vector of
the least square estimation. The later parameter, XDOP, is the
employed type of dilution of precision (HDOP if HPL is

puted and VDOP in the case of VPL).

The SLOPE; p is a ch line, particul
to each satellite, result of plotting the Horizontal l'omwnm.
Error (HPE) against a test statistic, as can be seen in FIGURE
5133).

Brown's method [36] or any of its vaniations are usually
uned o compute the SLOPE, p which gi

Reference [42] shows a varant of this method as

PL=k-|rf - yalEW )

whmuxuorp-mumuwwmmcu
lue of H7 H (H is the observation matrix used in the

grity by only accepting g ies that provide adequate
redundancy to determine if there is an error on any channel
of the receiver [37).

Imablervmonnpmun)
The PLs mentioned previously were all based on GNSS
measurements, Nevertheless, other sensor observations can

sy
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be added to the equation in order to obtain an estimation
closer to reality. An (ITS) application focused PL is shown
in [44]. This method adds IMU and vehicle odometer mea-
surements to the RTK positioning and the comesponding
integrity monitoring.
b: KALMAN INTEGRATED PROTECTION LEVEL
This d method is an of the IBPL that allows
boththeuuofGNSSumdnlnmandGNSSllNSuvnp-
tion [45]. It estimates the error using a zero-mean multivanate
Student distribution i d of a G one to impr
lhemhnan:ssnpmﬂomhax[ﬂ] It takes into account the
which, fing to
its author, is a q in order to P
bound to the Kalman solution errors [46]. Thcnsnluofllns
method, when applied to the case of a GNSS low-cost multi-
constellation receiver, are also shown in this publication.

3) FAULT DETECTION AND EXCLUSION (FDE) METHODS

FDE methods are extensions of RAIM used not only o detect
faulty satellites but also to exclude them from the navigation
solutions so that the system's operution is not i pted due
to an incorrect PVT solution. The FDE scheme is divided
into a global and a local test, where the global test (GT) is
used to check f there is any fault (for which a minimum
of five satellites is required) and the local test (LT) is used

A
densty
T on
T
B ]
N y E
\ P o s

" e
FIGURE 6. A central and a non-centsal chi-square distribution used for
failure detection during the global test [47].

~Subset testing (ST) [13], [47], [48]: the GT is recom-
puted using subsets of more than four satellites, and the one
with the most satellites and the smallest test statistic from the
ones that pass the GT is selected.
local test (SLT) [13], [47]: in cach wteration
of the LT, the one that further exceeds a given threshold with
theb:quTmmwdlhechumat

to identify it (for what six satellites are needed). A

For d-back d test (FB) [13), [48]: The forward

approach to performing the global test is to use a test 1 loop p the 1al local test while the backward
based on the Normalized Sum of Squared Error (NSSE), and wmmn:ehmmsndmdhmloﬁudmeqmmd
check if this variabl ltiplied by a factorand by  combination from all the possibilities,

the degrees of freedom (n-p), follows a centrally chi-squared MW[IJ] |48| an iteratively rewcighting is

distribution or not [47]. This test statistic is computed as perfi d on the pre based

oF s on the ration between an LT statistic and the local threshold,

A0 (19 A point that should be emphasized is that there is no exclusion

where r represents the range residual of the in this method and, if the algorithm cannot ge after
and X represents the covariance matrix of the measurement  iterating, the solution is idered liabl

emors, AhbmghdlﬂnmwmdFDEmmbMon

In a failure-free situation, in other words, in case the global  the same GT ~ LT principle, each introduced has

Aefined th

test passes the p hold, the test statistic wall fol-
low a central chi-squared distribution (H,) (FIGURE 6). This
would mean that the solution would be computed without
faulty satellites, obtaining, as a consequence, a reliable posi-
tion estimation. On the other hund, if the global test is fuiled,
which means that a failure has been detected, the test statistic
will be non-centrally chi-squared distributed (H,), with a
non-centrality parsmeter called A [47). FIGURE 6 shows a
statistical view of the GT and the behavior of the test statistic
in both the faulty (H,) and non-faulty (Ho) scenanios. a and ff
are the probabilities of d g ly and § ctly the
failure in the syste: pectively. nis the of satellites
that are observed, and p is the number of parameters o be
estimated,

There are multiple FDE schemes in which GT and LT are

a different result, Thcfoﬂowinuuewmem:
shown in [13] and classifies these methods from | to 4 as a
function of seven different aspects, being 1 the best and 4 the
worst,

The fact that the results shown in TABLE | have been
taken from a single measurement implies that some of the
values can change between 108, as a single sample s not
enough to make proper statistical Neverthel
itis still useful to huve an carly idea about the behavior of each
of the methods and performance of cach of them according to
the application,

The mentioned methods may not be robust enough, as it
is mssumed that one outlier cannot be spread into the rest
of the residuals. The author shows in [49] a possible solu-
tion to the mentioned issue by the Leave One Block Out

combined in different ways [12), [30]. In case of & ing a
failure during the GT, the next FDE techniques can be eried

pproach, When possible, the observations are decomposed
into lated blocks, so that the effect of a faulty obser-

out [12):

vation is isolated.

VOLLME & 2000
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TABLE 1. of the FDE This sch is lly used to calculate the initial position
in the recursive scheme, based, often, on the Least Squares
ST SLY F-8 | Danish Estimation (LSE). E.g: LS background [48], Parkinson’s LS
1 4 2 3 mﬂulnnhod.!iwmsplmynmhodlsusmspn-
e, % 2 3 2 ity method [52], Maxi idual method [48], soluti
1 2 2 4 separation method [53}-{55] etc.
Max. 1 4 2 3 Themmm:cl:mgmnm:mpmmnm—
HPE 1 a 2 3 ion than the snapshot one; fore, the first is I
2 1 3 2 used to detect rapidly growing measurement errors by moni-
Dev. 1 2 2 3 toring the residuals. These residuals, also called innovations,
are the differences between the current measurements and
lhpedtwdousbudm&ehmydﬂrm
Real-time appli for le, could ire lower  ppo e achonte: =2 using e
mmms “Mdﬂ“"“"fh"&‘(""m‘m test statistics, fails to catch slowly growing measurement
queat in solution) and the recalculation of the  errops called soft failures or ramp type because of attempting

sohnnnshouldb:dnmlmmnghmmeue:dlhemm
time.

Life involving applications, on the other hand, could
require high availability of the method, as a faulty

to adjust the solution to match faulty past measurements,
Soft fail can be d d by the hot sch Two
whmxsmubeusedmpullklmlchmhmuf-:h
detection.

measurement could imply an error that could lead to fatal No Cl | RAIM impk could fulfill the
conseqmmchlhu.mvﬁngloDL availability is d ding vertical navigats " that were needed
“the percentage of time a signal fulfills the above accuracy, i avi Therefore, the d of RAIM tech-
integrity and continuity criteria.” nmw&whpedlhcmuem:lwwmm
lateral and vertical An ph oflhumlhe

C. CLASSIFICATION OF NOVEL RAIM TECHNIQUES ARAIM and RRAIM cthod: that were p d as a pos-
Onpully lbeRAlM hod was developed for airpl sible solution [56]. According to GEAS [27], ARAIM with
y ing. In this original 10, GPS was just MHSSmdeudedulhep’mpllmhlmlmm

mpbyodwaummwhcuﬂnodyu‘wml-
ure could happen due to the malfunctioning of a satellite.
Nowadays, muluple constellations are used, which impl

on the other hand, was decided to be used wh
was not available, hlblnlbwm‘m&ewmm

a considerable amount of satellite combination. Moreover,
as GNSS positioning and RAIM methods are commonly used
on ground applications, where multiple error sources can be
found, the RAIM methods have been improved to deal with
the mentioned issues.
‘l'hen lccluuqm which primary emphasis is the failure
lusion, can be classified in multiple ways
mgwmﬂm-wn.wmmnumm
required amount of observations for the computation, one can

will be di d, among other novel RAIM methods.

1) ADVANCED RAIM (ARAIM)

With the deployment of multiple new Hlau
new RAIM methods  have ged. The Ady d
Recei A 1 . o TN

L
ahendd

method expands the RAIM © more !

than GPS. This combination of constellations contributes to a
better performance of horizontal guidance than RAIM based
Just on GPS [49], [57], [S8].

distinguish two categories [27): The ARAIM has been developed from the solution sep-
~A recursive scheme. Typically o Kalman or a particle fil- tion, as this meth ‘mruaulnbceummmodﬂyrw
tawhwhmhhxuxydﬁemmdukm providing the improved comp d for ARAIM
ﬂheum:....._ thus, they are best for — [27], [59). The soluti i hod is based on the
{ lmur Y with G noise [50). 'l'hcy mmwof&emnmwmdwmuwhm
h.vcmhlow«cmpuw qui than p the available satellite on the one hand and,

filters but are less flexible, Mtkﬁlm‘.ullnoth:rhlud.
can handle almost any kind of model, by discretizing the
problem into individual pnnkla"Thupmeu-mlyluv:
as drawbacks high comp | requi

~A snapshot scheme, A scheme in which the estimation
of the position and the time of the receiver are based on the
current measurements and satellite data. The main advantage
of this scheme is that it allows an instantancous position fix
as it does not depend on more data than the corresponding
to that same epoch [9]. Regarding its performance, never-
theless, it is usually outperformed by the recursive scheme.

m&eu&ahﬂ.:wumgthwlmm‘ﬂmdhm
except one. This soly ethod relies on three
an(«mhh&huxﬂe one for each coordinate
[55]. [60). ARAIM algorithms assume the possibility of hay-
ing multiple-signal faults, not as in classical RAIM. The
algorithm shown in [27] considers that the probability of
mlnpk-npllhnhlhcﬂnMunmmthum
mmugudbyuha thods such as core 11

design, ground 1 or irby luan

of broadcast data, lnll&l aatheodmhwd.dxm
assumes that the possibility of suffering multiple failures is
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not le and, as a g itdi how should The term reliability is used to quantify the minimum

belhc:lgmdmmﬁgmedlodﬂeﬂth:m d ble bias that stipul. with a high confidence level,
This approach takes advantage of the multi-frequency  the lower bound for detectable outliers [66].

ignals to an i here-free bination to Scparability. on the other hand, is the capacity of scparating

obmntn;humm Mueovu it can use camier-
smoothed code measurements for both fault detection and
positioning (61].

One of the main differences between ARAIM and RAIM
utlrclp-myofARAlMloldjmnsopamnmdlﬂheu
g Integrity p fault probabilitics, and
even the probability of missed detecti mﬁwdmkAlM.
whereas in ARAIM, these parameters vary according to the
[62]. The authors describe in [62] the minimum

enough for their use [63]. The full architecture for its deploy-
ment, on the other hand, is still being developed and stan-
fardized 1o support a peration (7). Consequenly
dcvdopngummhmnemllhclhccmmwdfumu
work in this arca for the use of this technology.

2) RELATIVE RAIM (RRAIM)
The relative RAIM (RRAIM) is a techmique that was devel-
oped to handle the GPS data latency problem [56], [64].

It is based on the propagation of older pscudoranges

fomdmmbym.mmcumphmm

[bll For this purp grity are

riodi "y, when available, and during these

intervals (alled coasting time), RRAIM takes the difference

between the accumulated carrier phase and the original value

to estimate the new positions [64]. The accumulated uncer-

tainty during this interval can be split into three main sources;

the change of noise and multipath levels, the change in the
tropospheric error, and the satellite clock drift [56].

Two main vaniants of the RRAIM algorithms are found
in literature: a Range Domain RRAIM that is based on a
Chi-square (x*) RAIM method (introduced in [56]). and
a Position Domain RRAIM based on a solution separation
RAIM method (introduced in [64]).

3) EXTENDED RAIM (ERAIM)

Ducwlhcfwnhnulellncuwwmdependuaundwfw
degradation of these could lead to a faulty
PWmhuonucmwmwlumum As a conse-
multiple ion sy in the ITS world have

mndwummmmp\emm(mhulNSm do

mmuns,in&euseoflﬁultym so that good

are not i Iy und d as a fault [65].
Mﬂmalﬁ]mﬂ[“]showanpmdlﬁnhsdﬂn
method; the first one does, a for

ERAleRAlednscamMmgamlyns

A different meaning is given to ERAIM in [27), where
ERAIM means RRAIM-Extended ARAIM. The main goal
of this method is to use RRAIM's coasting during ARAIM's
unavailability intervals. Together with improving availability,
this method leads to tighter detection thresholds as the carrier-
phase is added via RRAIM. The tighter detection results in
smaller protection levels than using just ARAIM.

4) CARRIER BASED RAIM (CRAIM)
Even if most RAIM methods are based on code measure-
ments, other architectures exist, such as the Camier-Phase
based RAIM (CRAIM) [46], [47]. This method s main char-
acteristic is the use of the carmier-phase, which is much more
precise than code measurements, as it is more robust against
noise. Nevertheless, it is not always available as an absolute
without | aid, due to its ambiguities,
especially difficult to compute in harsh environments.

The CRAIM method proposed in [67], which is a carrier-
phase based algorithm for high-accuracy positioning based
on Kalman filtering, only allows failure detection and does
not provide failure identifi This is why [68] introduces
A new variation of this method that permits both failure detec-
tion and failure identification using extended w-test detectors,
These detectors ure based on the use of two test-statistics for
the EKF, which are respectively presented for the code () and
carrier phase (p) double-difference (DD). These statistics can
be deduced as follows:

R ra

wy =
_—
.4 r,’ R7WuR "¢

i=cp (an

where the unit vector represents the use of a certain measure-
ment or, in other words, if ¢ = |, the i measurement is used,

ters) to complete and improve the perf of GNSS only
systems,

Thus, the purpose of adapting RAIM 1o GNSS/INS inte-
grated systems gave rise to the creation of ERAIM. This
method is based on the least-squares theory, which is used to
find the best of the state p in u Kalman
Filter [55], [56]. Once having chumcmed the filter, and

bud on the new grity g is per-
), including oulier detection and identifi bl

bility, and -embuuy 155), (56],

as020

R, rep the m noise msw,u
the reduction of Wy, ap that rep the -
1 of the i rie. Wi is & weighting matrix
that ders the and measurement noise of the
In a fuulty-free case, the test statistic follows & dard

Gaussian distribution. In a faulty case, on the other hand,

it follows a non-central Gaussian distribution [69], These

statistics can be used to define a threshold using the Py in

order to detect a fault in both the carrier phase and the code.
This innovation, which makes this method efficient for

multi-failure 1os, | i _',udrel‘ubﬂity.
Both papers [67], |68| ide un

of their algorithms and the behavior of the enployed

VOLLME & 200
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TABLE 2. RAIM technique classification and characteristics.

A ype Meterwsces  Messasement Ay ihen Toberaied lauits teternal Constetiotons
Owsucw dam ‘;-::“lln Code A5/ Vs methody FOR [ e o ~ N L) L]
Semon tegaration (53] meegrny
Adeomcegnang 7R Cade " o=y DY Muksle  Mubiph
N Mt hypothvess SoAmon g2
Sapetation (WS
TN e mathod
Ariatioe da0d ::2 Camer - L2 n v ks
35 methed
Eatended Raa Caoe Lewst suure eobiabaed £5F 0 7 mutigle ity Mumgle seniors [IETY
Ll Ariigunty hesobtion
Camer bamed AN i Camer Slgarrihemia (LAMBOA | FD (ne wactumicn) / Multiple teatts L3 Ay Moinzie Nutipe
Ll Katren #iler (£XF]
Frre A [ol)(s1]  code md. ler WLS a0 varatons. Formand Backwand 0 | o Maitghe
ot ’ WSO pem provides
Viuen Aded RAM . Code L g et -t v o
W mutiple fauits i b dutected
test statistics. Furthermore, the author shows in [67], an exam-
ple result of the obtained protection level during some mea-
surements.,
Pos,
Vel,
5) TIME RAIM (TRAIM) A,
Error

The RAIM concept is usually related to positioning; how-
ever, it can also be applied to time matters. The addition

of a new level of system reliability to timing appli

upmpowdml?ﬂl.mmhorpmmmw&u
dcmuudmvahulcﬂualhu d a p

defined time residual threshold. It is also ed that the
algorithm allows the end-user to predict the overall system
time accuracy and that the algorithm is able to predict the time

emor perfi of the both in faulty and fault-free
scenarios,
Ap ial T-RAIM approach for a mult lation

wcunoacimundm[?l] According to the author, the ben-
efits of multi-constellation T-RAIM are shown in hard envi-
ronments.

Experi | proof of the perf
in|72).

of T-RAIM is given

6) VISION-AIDED RAIM (VA-RAIM)

It is mentioned in [ 73] that the performance of existing RAIM
methods could not be acceptable during the landing phase of
a flight as & consequence of the lack of observations. This
is why it proposes s new RAIM method called Vision-Aided
RAIM (VA-RAIM), which employs computer vision systems
tomhlau&urhwuhﬂuunﬂuinadauobﬁm

Classical RAIM, this test-statistic is compared to a user-
defined threshold Tyggr that is dependent on Pyy: so that
whenever it exceeds the threshold, a fault will be detected.
The luhotnwu thl simulation results show that the
lassical RAIM both in terms
offmlldmmonmndmmo‘nn&hhhty

g y is & vital requi in multiple sub-
,ecutnudcsocmy As a consequence, 5o it is the falure
detection and the computation of an accurate upper bound of
GNSS techniques have been developed up to a point in
which the classical RAIM scheme may not be able to fulfill
its duty. As u consequence, rescarch is being camried out
on new RAIM schemes that cover the aspects that classical
RAIM does not consider, such as multiple faults, multiple

additional This mpr ilubility, C
as it introd: the landmarks as p satellites so that the
vubnlyslcmmmodellhelar‘— k iver di in

Or sugmentation systems.
Thhmshomnxloddcmmmwmss

definitions.

an analogous way as done in the GPS. These vision measure-
ments are used to expand the GPS measurement equations
in order to improve integrity. This is & concept that is casily
transferable to other transport means.

This method assumes that the test statistic defined by
the NSSE follows a chi-squared distribution. As shown in

VOLUME &, xu0

and P
Toptherwnb&cucxplmm multiple error sources that
could cause an incorrect position have been discussed and
classified.

pproach to the main fault detec-
lknndeulmmcchwwh-b«n-bownmml
Besides this summary, a classification (TABLE 2) and an
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explanation of the principal among these methods found in
the literature are done. Finally. as it is a relevant measure-
ment for navigation (together with the GNSS PVT solution),
different error upper bounds or protection levels have been
shown.
Towmup,mssmplhasnﬂlhmmlkm
mtegrity ing methods found in
the literature. This initial study can be understood as a state
of the art chapter on the matter and may be useful for creating
a knowledge base about this topic. Future work can be done
both in the development of cach of the presented techniques
and in the empirical comparison of these. This future rescarch
should especially focus on the computation of the
level, as models use to overbound the error in a loosely
way, not being able to properly adapt to the error. In an ideal
case, the PL's curve would be tangent to the error at every
moment, tightly bounding the error.

ACRONYMS
AL Alert Limit
C/NO  Carrier to Noise Ratio
DOP  Dilution of Precision
FA False Alarm
FB Forward Backward
FDE  Fault Detection and Exclusion
GBAS  Ground Based Augmentation System
GNSS  Global Navigation Satellite S
GPS  Global Positioning System
GT Global Test
HPE  Horizontal Positioning Error
HPL  Horizontal Protection Level
HW Hardware
IBPL
ICR Isotropy Confidence Radio
M Integrity Monitoring
IMU  Inertia Measuring Unit
INS Inertial Navigation System

Y

IR Integrity Risk
Irs Intelligent Transport System
KIPL  Kalman Integrated Protection Level

LOS  Line of Sight
LT Local Test
MD Misdetection
NLOS
NSSE  Normali
PE Positioning Error

PF Positioning Failure

PL Protection Level

PVT  Position, Velocity and Time

RAIM  Receiver Autonomous Integrity Monitoring
RTCA  Radio Technical Commission for Acronautics
RTK  Real Time Kinematics

SBAS  Satellite Based Augmentation System

SIS Signal in Space

SLT Sequential Local Testing

sT Subset Testing

Sw Software

TTA  Time to Alert

UTM  Urban Trench Model
VPL  Vertical Protection Level
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ABSTRACT Communication technologzies are in continnous evolution and as well, the different
apphcatwns making use of them In order to succeed vmh the roll-out of the commumication-based

s, 1t 15 required that the 1ons technol are 1 rely tested and validated befors
deployment Current strategies for testmgandvahdzuon coterﬁeldtestsmdlabontowtss Railways 15
also taking advantage of the lon technol lution, and therefore, there 15 a need for

having testing and validahon strategmes adapted to the ral.l\ny envuonmem especully for safety-cnfical
applications. Field tests and laboratory tests also apply in Rz:lwzys In the frame of laboratory tests, this

paper includes an overview of diffe network c 1y m the market. Furthermore, an

analysis of the gaps of the ;! lators with regard m&emedsofthnﬂwzysmtmnmnsalso

included. The goal of this paper 15 to show that k Jators are a flexible cost-effective solution for

communication technologies testing pup Additionally, this paper also shows that there 15 a need to

adapt current emulators to dte railway enﬂronmem in order to test and validate the futwe railway
lications based on tech

g2 e

INDEX TERMS IP Communication, Laboratory testing,

Communications

1. INTRODUCTION

N d y=. 1 1 h 1 are lll

evolution, offermng a higher perf: that allows getting

further services. In order to adopt these new services, the
commumication technology in use has to be tested to ensure
the required performance. However, due to the time
constraints and cost of mfrastructure deployment, the real
performance of new communication technologies are not
simple to be tested.

Railways is also aiming to move forwards in this field of
the communication technologies to make ralways more
efficient, sa&r and profitable [1]. even if the mam

kehold d m the depl of these new
communication technologies are mobil Future
rallway services mpushmgresmcm'erequnmentssuchb
large bandwidth (hugh data rate transmission capablhues) 21
and low latency [3]. To research these type of req ts

Network Emulator, Railways, Wireless

European projects were built, such as Shift2Ral [4] and
FRMCS [5]. Smft2Rail project covers the futwe adaptable
communications for railways, but also several different topics
such as tram mtegnity, interconnections between the different
components inside the fram car apart from the
communication technologies. FRMCS project is also
analyzing new mobile communications capabibfies for
ralways.

With regard to vahidation, particularly, Skufi2Rail includes
in its innovation program, a research activity related to the
development of 2 new lab y test fia ok, which
compnses smulation tools and testing procedwres for
camrying out open tests with clear operational rules and
simple certification of test results. It aims to minimize on-site
testng (with the objective of zero on-site testing) by
paﬁoamgﬁ:ﬂhbm:mryu'tptms even when systems

(among others) in the railway communication field. some

VOLUME XX 2017
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compared to on-site testing as well as increasing the number
and type of tests that can be done. Focusing on the
unfeasible in terms of cost and time. In order to overcome

communication technologies, testing all candidate
technologies for an appl makes the on-site testing

access modes, cybesecumy attacks, or different
and 1 dity which lead to a

this issue, the number of tools and strategies developed for

testing the communication mn the lab Yy is 1 ing
These different strategies for testng in the laboratory are
simulation, Hardware (HW) m the loop, and emulation
(explammed in section III).

It is important to find a laboratory validation tool mn order
to search for limitations and improvements of a new
technology, approaching the closest to the on-site testing m a

Ned  I<h iy . Nvertislens the
performance of a commumication network does not depend
mlumdyonthmhnologybmalsoouthed:f&lm

1mpai L&atﬂx i causes to, particularly, m
wrel ks, for ple, the multipath effect [6].
Especially railways do not p a clean envi In

fact, railways p the same probl as other areas (e.g.,

multipath effect) but additionally, some effects arise just only

n this area, eg,ﬂueﬁectmthmmmmmsofhm

] (EM) disturbances produced by the sliding
betwe y and pantograph [7][8].

In this paper, d:ﬁrmtndw:y:pphczhonsmdm

that ml.l be enabled with the new

huge ber of combu
Onhothnh:nd,nm-mhcalamhcznomasllh-
maintenance or p 2 tivity do not st such
cxiﬁcalmﬁmﬁons;ifhdzhmmﬂ:ahgbudehy
time than the cntical ones (e g., 43) it does not have a enfical

FIGURE 1. Communication scheme: train to ground and ground to train

Indleldulcase.ﬂiecommcaﬂonbetmenﬂzmnd

hnol lained (: 1) and. the different test
mng:esthtcou]dbeayphedwmdnmmhsnd(mm
I0). Moreover, cumrent network emulators are presented
(section IV) to, later on, compare their main features and
charactenstics (section V). Fmally, conclusions are drawn
(section VI).

1. RAILWAY APPLICATIONS AND SERVICES

Railway applications and services based on communication
technologies are mainly focused on the safety-cntical
operation or passenger services related to the comfort. Due to
these different goals, the applications making use of
commrmlcztmn technologies have different set of
The diffi ralway applications could be
chsnﬁgdmtwotyps critical related to safety and non-

critical related to non-safety and passengers comfort.
On the one hand, the ones caning about the safety-critical
operations are more restrictive than the ones related to the
fort dealing with high availability, low delay,
ndlawpzcketlosp] Thus type of applications includes
signaling systems such as ERTMS (European Rail Traffic
Management System) or CBTC (Communications-Based
TnmComtn)l) Anyofﬂ)sesystemcou]dsendmssags
g, e.g.. inf for an = jbnke,bemga
Safety-cnfical 3t use
cmmmuhmswmbetwmﬂxemmd&conhol
center at trackside. Taking info account that this kind of
operation could put passenger’'s life at risk, communication
technologies have to be i ively tested to ch 1ze the
performance in different scenanos. These scenarios could be
related to different commumication technologies, chamnnel

enheal

is rking and never disrupted

Howevu m&exulmummmmmmbeaﬁmd
by the environment the train 15 operating, namely a forest,
urban canyon, or conflict areas in terms of perturbations. All
these areas have a negative effect on the commumication
channel. reducing the performance of the commumecation due
to multipath effects or mterferences in the signal transmitted
having as result a degradation or even loss of the recerved
information.

The high-level communication architecture between the
train and the ground with any application (APP) 1s shown in
Fig 1. A communication channel is set-up between the tram
and the base-station transceiver to enable the bi-directional
information flow. The communication channel that allows
sending data between the train and the ground can be
implemented by different technologies. For ple, in
mainline tracks, the cwmrent ERTMS, consists of ETCS
(Ewopean Tramn Control System), focused on the signaling
protocols), and its commmmication technology based on
GSM-R [9]. Although GSM-R 1s the current communication
channel for ERTMS, it 15 becoming obsolete due to its
limitations [10] [11]:

1) GSM-R cannot provide advanced services and is not
able to be adapted to new requu ts, such as entical
widec application, which needs more data rate than the
GSM-R one. The maximum transmission rate of GSM-
R per connection is 9.6 kbps, which is sufficient only for
applications with low data rate demands such as ETCS.
As well, message delay 15 in the range of 400 ms, which
15 too high to support any real-time application and
emergency communication [10].
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2) Interferences: the interference between GSM-R and
GSM public 1k 1 ses b both
andpubhcq:mmmzthzungcmmgeahngdn
rail tracks [10]. Theoretically, such interference can be

ided 1if public op do not use frequency bands
adjacent to those of GSM-R for the areas close to rail
tracks; however, this 15 not well implemented m
practice. As well other EM mterferences disturb GSM-
R, such as the shiding contact b the v and
the pantograph [12].
3) Capacity lmitation (spectry )GSMRlusnosnﬁcunt
for the next. ihway system, where
eachmmﬂmedtoesnbhshaconﬂmnnsdzﬂ
connection with a Radio Block Center (RBC), and each
RBC ton needs to ly occupy one-time
slot [10] [11].

Because of these lLmitations, new technolomes for
rallways are being researched m order to achieve the
capabilities required by new services. Due to the cument
global communication  architectures, these new
communications technologies for raillways are moving
towards Internet Protocol (IP) based solutions, such as LTE-
R This technology 15 being specially hed in railways
&uetothpefnxmzncezndln‘elofmmmoﬂ.ﬁ snchb
[13] stated. Moreover, the first LTE-R network of China is
scheduled for 2020 [10]. Fwthermore, some Euwropean

jects are hing which soluti along different
possiblemdmologgswxllbedmopumalousmhasth

Shift2Rail project.

. TESTING STRATEGIES AND EMULATORS

Ths introdu the communication
technologies testing strategies and network emulator
charactenstics.

A. TESTING STRATEGIES

When a new technology or application 15 developed. 1t has to
be validated before putting 1t into service. In fact, the testing
strategy for the system under test is crucial to have a comect
validation. This can be done by different strategies, so it 1s
1mportant to clearly understand the difference between them
mordatoknmrtbgdlﬂ'am::pabdmeﬁuxenhofﬁm
offers. These stategies are 1mp d m different
emvironments startmg from thg laboratory by means of
simulation. HW m the loop (HIL) and emulation, and finally,
when the laboratory tests have been successfully passed, on-
site testng. Fig. 2 shows a plete proposal of validat
taken mto account the different strategies named above.

HW in the
loop

Knowing the duiff: b all these strategies 15 key
to understand what each can offer. It should be pointed out
that 1n the literatwre [14]-[17], there 15 no agreement with
regards to the smmulaton and emulation defimtions.
Therefore, the following defimitions of simulation. HIL, and
emulation are used in this paper:

1) Firstly, simulation iz defined as a software-based
technique that is based in an analytical model. which
represents the key characteristics, behaviors, and
functions of the real system descnibing them using
mathematical tools for a system virtuahzation in a
commlled emnronmenl Smnlzuon usually does not

1 d which can
sxgmﬁcamlvndmethgﬁnalcostofthsupmmznnl
technique. The disadvantage of this approach 15 the fact
that the real environment needs to be generalized to
describe the real system.

2) Thmﬂ:ehxdmmtlnlocp(ﬁﬂ.)ts:techmqu
where real hard isp t in the loop,
being the testing and the evaluation of the system camed
out m real-time [17]. HIL 15 most often used in the
development and testng of embedded systems when
those systems cannot be tested ea=ly. thoroughly. and
repeatable in thewr operational environments [18]. This
testing strategy 15 more focused on the subsystem level
than in a whole system under test. The system under test
15 thought as the final assembled product.

3) The emulation 15 an expenmental techmque, which
replicates the same inputs and outputs as the real system
with the same performance, e.g., being able to test n
real-time. The main goal is to test a whole system.

4) Funally, on-site testing 15 defined as testing the whole
system in the real world with a real environment The
on-site testing in ratlways 15 difficult and expensive.
Some reasons are the following ones: the non-full

ilabulity of the mfr ture and the dynamic ch
of the environment.

Therefore. it can be zaid that the emulation and the

lation are the op to check the performance of a
whole system under test. However, HW m the loop is not the
most swtable strategy ﬁorﬁshngawholz mmmnnderhes!
but for testing a specifi g subsystem
testing.

N, 3.1

these lab v testing strategies have some
advantages and disadvantages versus on-site testing, as it 15
shown in Table I

Ilcreulu costs

thon Scennrio

FIGURE 2. cunplmmm.

Tagtel
ADVANTAGES AND DISADVANTAGES OF LABORATORY VS ON-SITE TESTING
Laboratory On-site
Advantages Costs, Save time & Real world
R b
Di Dafficult to identify Hizh costs and time
all the possible Real condmms
diti dictable and not
xqmnbk}
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The main adv of lab v stat are the
reduction of costs and fime and the option of repeating the
test the tme= that the user desires. However, for an effective
testing an important disadvantage 15 the need to overcome the
chzllmgofha\mgamahsﬂcemmmempnmto
deployment m order to reprodu

ditions. For this purpose, the lation can be 1dered
because it 15 close to the real world. and it replicates the real-
fime perfc of the lated system However, 1t is
hard to obtamn in the emulation the same results as the on-site
msungdug!othgfzctthatdxenalmmmmeondmom

di i In fact. one of the main
chzllengesumaccmtelyldennfvwhmhmthebestand
worst use cases conditions m wiuch ks and dewa

B. NETWORK EMULATORS CHARACTERISTICS

As it1s stated m section II, different elements along the track
cause different effects on the commumication channel Some
of these effects that disturb the communication channel at RF
level are multipath or EM effects. These disturbances caused
in real world have to be taken into account when testing
Communication Network Emulation tools are capable of

insertng dafferent impar to the channel with the aim of
reproducing real-world diton effects. approachmg the
best to reality.

As 1oned in section II the trend is to move

forward to IP based connection schemes. When employmg
an IP emulator, these RF distwrbances are present but
indirectly; although the distwrbances affect the channel

will have to work m.

Companng emulation and sumulation, it can be eazily seen
thztthemuhmhaabbemmal-m beczuse 1t employed
the final equu whule 1 can be faster, slower or
m real-ime because it employs simulation models. This
wmplies that the emulator 15 expected to have the same
behavior (or close to) of a real system. same inputs, and
outputs as the real system allowing a clozer real performance
evaluation.

With regards to on-site testing, due to the costs,
availability. and not repeatability among others, it is clear
that the fact of shifting tests from on-zite testing to the
laboratory 15 necessary. In this field of moving on-site tesu.ng
to the laboratory there are a ber of E

directly at RF level. they do it indwectly at IP level Hence,

the RF interferences are present and possible to be translated

into IP network impawments if the research of how they

affect to IP level 15 developed. A list of IP level emulators 15

listed in section IV.

With regards to the IP level the network emulators, the
following IP impauments are defined:

1) Packet delay: 15 the time required for each bit of the
packet to traverse the network or a segment of the
network, mdependent of the packet size [24].

2) Bandwadth: mn terms of data network, bandwadth
quantifies the data rate at which a network link or a
mtworkpathcantnnsﬁu‘themwmofdana]inku

path:andelxvupermmofnme["S]

mchasEATS[’O]mcluddeP?EUmseachﬁmdmg
program; and VITE [21], X2RAIL-1 [22] and X2RAIL-3
mcluded 1 Shift2Rail mitiative [4]. The main objective is to
reduce on-ate tests for signaling systems (in these cases,
focused on ETCS railway application), leading to reduce
overall testing costs under the zero on-site testing concept. In
fact, the key objective of zero on-site testing 1s to perform
functional and non-functional test: (comp test.
mtegration test. and system test) in laboratory, instead of
testing on-site, In order to save time and costs wathout
compromusing safety [23].

Therefore, bringing to the laboratory (emmlation or
simulation) at least a representative number of use cases from
the real world 1s required. Nevertheless, it should be taken
mto account that some of the use cases could only be tested
on real site testing; they are not posmble to be shifted to
laboratory such as brake testing.

The lete and most desirable testing p

wou]dbe

3) Packet conuption: deleti ion, re-
ordenng in a packet in terms of bits.

4) Packet loss: the faillwe of a packet to traverse the
network to its destination [24][26]: it 15 measured as a
P tage of lost packets with respect to sent packets. It
occurs when one or more packets transmutted over an IP
network fail to amive at their destination. Packet loss 15
typically caused by what 15 generally refemed to as

network congestion but also b of distance or poor
hu quality. Excessive packet loss 1s percerved as
10ns (broken or Ing communication).

Thanks to the possibility of modifying these impanments,
it 15 possible to ch the conditions of the env 50
nmabksmmtbothdnmmgmudmgmhng
application and the communication technology that 1s used to

it the diff ges. Therefore, in order to select
the most suitable network 1 1t 15 needed to have a
look mto the charactenstics of the different cument
that are bemng developed for the sector

|

topassthmughevetylabonwry'estmgmﬁegy llowing
chancmmﬂumﬁ:smxmepefomamebefmemhngth
deployment decision, and once the deployment iz completed
on-site test could be camied out However, 2 trade-off 1=
nece'sarvduetofhecostxesumnnsofco\umgalldl
mung A‘~ prop R, . 2 ﬂutthe
mﬂamisthensﬁngsumgydosestmtheualw&nh

idered the best sol to shaft the on-site testing to the
laboratory.

4

(exp]zmedmsecnonm in this case, railway area.

Some critena can be applied m order to choose the best
suitable network emulator. In fact, the three features shown
in Fig. 3 are the main cntena from the functionality pont of

view. These functional f are explained below:
1) Puﬁnmnce the degree to whuh a system or
mp ‘I h mj '7 +tad & - mthln
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given constramts, such as speed. accuracy, or memory
usage [27].

2) Precision: refers to the closeness of two or more
measwrements to each other.

3) Repeatability: the user can canry out the same test under
the same conditions the times that the user wants.

well. due to the lugh portability of the SW emulator, as they
are computer programs, it can be installed in any device: they
just need a host hardware platform to be executed.

In the rest of the terms, the concept of high cames positive
meaning; therefore, being low negative meanmg.

- HW based Emulator Mom.ﬂg.
~——SW based Emulator

(.e o e
'b“ 7 . o
" : 55, ¥
eéo t‘ a— "—.'4‘7 on —
[ P "T | e \. paortability
Best /
£ emulator,“ f .,,,,\\ /
| ' | N7/
g o, A ¥ /j /
\ e »/' /‘
rePeat'b'mY"', / repeatabllity ‘physical ports
T—— . FIGURE 4. Comparison of HW-based vs. SW-based smulators.
FIGURE 3. Criteria for the best emulator.
Theﬁezlwesofboﬂ:typesofqnn]zmnmnotomlyﬂwse
If an emulator has a high perft high precision, and d m II (performance, repeatability, and
high repeatability. it 1 for sure an emulator closer to the real ) but also portability and hmitation of ports:

worchNe\'ertbgless ﬂauefemesmwtheonlyms
when a other mmp t non-
functional cmuu are cost and time constramnts (not
represented in Fig_ 3).

oY

Dafferent 1k ] . which are ly m the
i are explaned and compared mn the following
cti ction IV and V. respectively.

IV. CURRENT IP NETWORK EMULATORS TESTING
In this section. a number of IP-based network emulators
available cwently m the market are listed and bnefly
described.

Furst, the difference between HW and SW lators is

1) Portability: the ease with which a system or component
can be transferred from one hardware or software
emaronment to another [29].

2) Limitation of ports: HW based emulators are limited
physically with a fixed ber of ports. H . the
SW ones are device-independent, so(beycznbe
deployed in any device with the possibility to add more
ports.

3) Performance and p : HW \

SW ones, audedmaﬁeddn'lce'ho!bemlzmnsk,
and its operating system may be optimuzed for this
pwpose offerng higher execution speed and higher

explained accordmg to Fig. 4, where the definition of terms
of high and low depends on the explained concept. For
example, low physical ports means that the HW emulator has

v of the effects being infroduced [30]. However,
SW based ones have to share the processor with other
tasks.

Another dzssxﬁcahon of the emulators refers to

a fixed number of ports, and it 15 not possible to &
them.

Usua]l)' HW based emulators are standalone devices,
i ted on dedi “‘HWplatﬁolmseqmppedmth:n
opentmg system and software smtzbly opﬁmlzed and
customized. Thanks to these ch Lt
maﬂyg:memdkntpuﬁormzmmdaccmycemﬁedby
the manufacturer. On the other hand. they usually are very
expensn![ZS]

pite the app houts of SW network

emulzm dwymwxdelyusedmmnycomn'and

1ally for h applicaty The mamn reason 15 thew

bemgopensowceanicomequgnﬂy they can be eaaly

modified by the researcher for thewr goal [28]; the SW

emulator could be adapted to the user’'s requirements. As
s

: y or 1 and open
sowceutwoxkemdamBothmmshzvemdesaibeda;
they are two relevant pomnts in the emulators. The propnetary
or commercial network emulators are the ones which its
software 15 owned by the indrvidual or the organization that
developed it In the ! refer to
&emsthzthzvebeendﬂ'elopedandﬁes&dd:mghopen
collaboraion meamng anyone with the required academme
knowledge can access the sowrce code, modify it. and
distrbute his own version of the updated code.

Furstly, the proprietary emulators are listed as follows:

D SpnemN’etwcd:EumhmBl] npm‘ldesmdmtry
ity in buldmg and these

complexualh&sstemsmbhngdnusertoemﬂm
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networks and the real-world conditions under which
applications and platforms need to perform.
2) PacketStorm IP Network Emulators [32], [33]: it

since then used for 2 vanety of applications. includmng

bandwidth It fi queue and

bandwadth lumhum delays, packet losses., and
Itipath effects.

reproduces the unfavorable dity of IP Ni ks
and WANs m a llable and ble lab settng.
The 1 r s the d behavior of the

kY

Internet such that any network model can be reproduced.
including those models that ch with traffic, time, or
the behavior of another traffic flow.

3) DXIA [34]: 1t allows users to accurately emulate the real
network conditions that occwr over live production
LAN/WAN networks. By emulating realistic and worst-
case network conditions the lab. users can validate

§) NIST Net [41]: 1t 15 a general-pwrpose tool for emulating
performance dynamics in IP networks.

9) NetEm [42], [43]: it provides network emulation
functionabity for testing protocols by emulating the
properties of wide-area networks.

V. COMPARISON BETWEEN THE DIFFERENT

EMULATORS

Each of the emulators histed m section IV has different
pects: thus, a comparison 1s ded m order to see which

and test performance of new hard tocols. and
applications to prevent flewummdmmks
4) NetDistmb [35]: it allows distwrbing flows over IP
networks, helpmeg to study the behavior of applications,
devices, or services m a disturbed network environment.
5) Linktropy 8510 [36], [37): it emulates temestmal

one 15 the best option according to the user requrements. In
this section, a companson 15 shown focusing on the mam IP
impairments (explained mn section III) that almost all the
netwoﬂt emulators can modify. However, modifymg these
ts does mnot just affect the emulated

wireless, satellite. mtemnet, and other wide area networks
to test applications under a spectrum of real-world
Then, the open-source emulators are the following ones:
6) WANem [38]. [39]: 1t 15 a tool. which brings the Internet
mto the user s development/testlab environment. It
under diti within the user’s
control so that the user can check application
performance and availability.

commm;czhonchanul,butal;othgpefozmamofthe
i lications that go through it. e.g.. video or voice,

can be worsened.

In this section, a n by IP imp ts of many
emn]ztolsuslwwn,ne\'utheles' d:mughomﬂ)elmnm
more mparison between 1 ivolving a
specxﬁcaspeﬂensts(mzﬂymttwomﬂzmanhesm
fime and just one IP umpairment) [44][45]).

In Table IT and III, it 15 shown the different charactenistics

1 1 3
7) Dummynet [40]: it 1s a live network emulation tool, 9‘:"“1‘ > (from nIV) € to the
imitially desizned for testing networking protocols, and provided by 1ts corresponding vendor.
Tasell
COMPARISON BETWEEN THE DIFFERENT NETWORK EMULATORS I
Network Emalator Spireat PacketStorméxz | PacketStorm | IXIA NetDisturb Linktropy
HurricaneV 8510
Type of emulator | Commercial Yes Yes Yes Yes Yes Yes
Open Source No No No No No No
| GUT friendly Yes Yes Yes E Yes Yes
HW/SW based HW HW HW HW SW HW
Configurable Delay From 0 ms up | From 0 wp to 1000 | From 0 up to | Max 2520530s | From lms up | From 0 ms wp
metwork to 410 s | ms resclmion of | 10s resolution | dependinzg om | to 10s o 10 sec. i
impairments depending on | 100ns of us 1GEN0GE00 mcrements  of
10GYE/1GHE MBE 0.1ms
Loss (%) From 0.1% wup | From 0 up to 100% | From 0 up to | Min 2232*10e- | Yes From 0 up to
to 100% i |in increments of | 100% in|8% 100% in
i of | 0.01 mcrements of increments  of
0.1% 0.01 0.0001%
| Duplication Yes Yes - Yes Yes Yes
Packet Yes Yes Yes Yes Yes Yes
| corruption
| Reordering Yes Yes Yes Yes Yes
Limited BW From 500bps | Upto7475Gbps” | Up fo 4848 | - Upto 1Gbps’ | From 300 bps
up to 1Gbps Gops® uwp 0
(depending on
1 Not provided by the vendor
Zqupﬂu_“byh
Baxdwidrs data gumber depsnds cn e Nerwerk Iearfacs Card of 26 devics whars s SW szmlator s imsmliod. Etharmet FauErherner GigaEenarnat
4Neth-stm‘17
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the license key
of the product)
in mcrements of
1bps
Disconnection Yes Yes Yes Yes Ye: Yes
TasLe L
COMPARISON BETWEEN THE DIFFERENT NETWORK EMULATORS [T
Network Emulator WANem Dummynet NIST Net' NetEM
Type of emulator I Commercial No No No No
Open Source Yes Yes Yes Yes
| GUT friendly Yes (basic & adbance mode No - No
HW/SW based SW W - SW
Configurable network | Delay &5 85 85 Yes
impairments Loss (%) {es min 127 Yes s Min 0.0000000232%
| Duplication e es es Yes
Packet (25 - - Yes
| corruption
Reordering e 3 Yes Yes
Limited BW fes’: min 120 kbps Yes' Yes' Yes'
Disconnection Yes - - -

In Tables II and III. there are some relevant differences
with regards to the specific parameters between the analyzed
emulators:

The rest of the features. in general. differ ones from others
anddependontheuserltcmﬂdbemoreorkssmmnga,
the ease ofthe 1} usage. For example, the

1) The most obvious one is that some 1 are
commercial and the other ones are open sowce. This
usually 15 one important feature of the emmlator
depending on the user’s budget and support. In Table IT
and III there are six proprietary emulators and four open-
source emulators.

2) Themwodemhmrmd:hlghaumcy,mmmof
the configurabl would allow
mmpncmonmthgmuln Therefore, having high
repeatability due to the same mputs would camy the
same outputs. For example, in this comparison
PacketStorm6xg 15 the more accwate emulator mn terms

_.__1' e

h 1 of the rk emulator. The
emu]ammusedasweﬂtotestdnquormameof
different types of applications. Depending on the application
that the user wants to test, the choice of the emulator would
bed:ﬂ"enmAnodur pl I-ime audio inf lon 15
delay and rve packet loss decline i voice
quality [46]. Therefore the IP impamments, which the user
has to focus on, are delay (and jtter) and excessive packet
loss, which affect the quality and produce distortion. Another
example of applications 15 the real-me wvideo, which
nommally has more data to transout. The IP impar that
deg:diuhedlﬂamtypesofudeosmd!maamandm

of delay due to the accurate lution that is ble of

PP inchuds ther aspect: the bit data rate

providing to the user.

3) Another difference. which requres z more in-depth
analysis, 15 the selection of HW or SW based emulators
(See Fiz. 4). The HW ones, e.g., Spwent emulator, have
a given hardware device with some physical
charactenstics as up to 16 ports; if the user needs more
ports, 1t 15 not possible to add more. However, the SW
emulator can be adapted to any deswed device. ez
NetEm emulator.

4) The quabity of the avalable documentation of the
emulator could also be a drawback, 1e., some i

nomzl}ylsh:ghrthznmaudm_ therefore, the bandwidth
[47). However, other types of applications such as exch

and retrieved information (e.g., FIP, mails) are focused on
loss and bit ervor rate [48][49].

These examples would need a different choice of network
emulators. Consequently, the real-ime audio and video
applications would be suitable to be tested with a network
emulator which delay 15 accurate such as PacketStorm
HumecaneV or PacketStorm6xg (which has high BW to test
wideo :pphcznons) However, for data transfer applications, a

lator having the option of packet corruption and

as NetEm whose source code is constantly modified, and
there 15 no well-documented description of its
5) Another important topic 15 whether the emulator 15 a
generic emmlator that could be applied for a i

more accwracy in loss would be more suitable such as
Linktropy 8510 or NetEm. Throughout the literature, it can
be found that many expenences have been camied out with
different applications and the network emulators exposed in

tion V as [50]-[55] state n order to test the performance

P

sector. or it i1s specific for a given sector. In the case of
the emulators compared, all of them are genenc.

of the target applications.
The ;! I allow the app to test them
in different network environments allowing the research of
VOLUME XX, 2017
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ﬂum&pufomnmmxtofdmapplmmmme
H , the tenistic 1s the fact that all of
tlwmcanupeausis.

From the railway point of view, it can be stated that none
of the emmlators analyzed mcludes railway aspects, 1e., the
impairments that the user could mtroduce in the emulator are
m a static position not in as a train does.
Therefore, due to the different environments present on the
track. dynamic confizwrable impairments are needed as mput
m the emulator in order to represent the effects of these areas.
such as tunnels or wban areas, matching with the tram
position. In this manner, the effects in the on-zite testing
cmﬂdbeshxﬁedmtbehbmmynphﬂngﬁemalmm
and all g to test diffs Therefore, it has
mbetzkmmmaccaumﬂntthsmedlsm;smgndhasto
be developed.

Vi. CONCLUSIONS

Thgfum nxlw:ys appbcanons bemgmonnstncﬁvethe
safety- 1 ones, for the
commnnmmtechnolog)es snchbhrgebmdmdfb.law
delay. and ligh availability. Therefore. m order to test the
functions of the different applications based on
communications, the performance of the communication
technolozy has to be validated prior to puttng it into service.
Currently, extensive on-site tests are considersed for the
validation, however, due to the high cost. time demand. and
lack of repeatability, on-site tests could be considered
unfeastble for the whole validation process. In order to
overcome thiz drawback. this paper propozes a testing
strategy where, firstly, laboratory tests are performed. and
then on-site tests getting as result that the network emulator
15 the best option at laboratory level to approaches the closest
to the real world and allowing to reduce the on-site tests.

As it is shown in this paper, many network emulators are
cwrently available mn the market, being able to modify
different parameters of du ccmmmhm channel.
Choosing the bl d ds on the user
requirements, e.g., whztawhcanonhaatobepuﬁnmed
and/or the budget. By means of the analysis and companson
of the different ch 15tics of the lator shown in this
paper it can be stated that there 15 cuvently not a umversal
emuhtoxconseqnenﬂy theuszrshmldbeabktochooseﬂ!
most bl ding to hs’her
requirements.

With regard to the railways case, it has been shown that no
one of them 15 specific for the rallway environment. The need
of a railway network emulator 15 given by the necessity of
testing different environments that the train could be passing
through (tunnels, wrban areas, suburban areas...). each one 15,
mdirectly (due to e.g. multipath effect) modifying the
charactenstics of the commumcation channel Because of
this. a network emulator bemg able to take into account the
location of the tramn will improve the test and validation
process. In this it 15 possible to include the negati
effects of the pertwbations listed beforehand related to the
VOLUME XX, 2017
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Abstract — An on-board Complementary Positioning System
(CPS) has been proposed to overcome the limitation of GNSS
positioning systems. This paper deals with the test phase of CPS
to guarantee the localization functions in areas in which GNSS
signals are mot In order to amalyze the suitability of
Qsmpuimenarichm-ﬂhehsbtc
evaluated The CPS is based i on GNSS, Imertial
Measurement Units (IMU) and Wireless Communications
Technologies (WCT) as input sources for localisation. The field
tests have been carried out in an operational regional line and
availability has been increased as it was the purpose.

Keywords—Railway; positioning; GNSS; Muln-sensor; IMU;
GSM; UMTS; Kalman filter; Cdlnmq(m,

1 INTRODUCTION
Ewopean Umon (EU) has established many goals mn rail
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A proposal 15 to improve the on-board GNSS based
positiomng systems to fulfill the Ewropean Tramn Control
System (ETCS) requirements On-board GNSS positioning
system are expected to be the key factor for ETCS level 2 o
ETCS level 3 mugration. ETCS level 3 allows the
mﬁmmmtodeuemwto’i%tbekwl’cm[’]
Furth with this mugr the efficiency could
be increased in more than 2 50%.

Theuizlnhtyof&‘fss')mﬁnrnﬂwwsa&tv
d by several E;

PP 9 P Y

such as:

ERSAT-EAV [3] Main challenges m ERSAT are to reuse the
ETCS od v by using the vurtual balise comcept to

industry, such as the mpr of the port efficiency
or the reduction of costs m order to make 1t 2 more attractive

ation method R ding the efficiency, the European
Rz:lResaamhAthsoryCmmcﬂ(ERRAQ[l]hzsd:ﬂmd
some milestones amung an augmentation m track’s capacity
by means of a more efficient use of them.

elininate fixed bakises; use the public EGNOS augmentation
netwmk:lmgwnhloczlmmmmwwksmdmxmfy
and vahdate al e
pcsmonmgfunchmsmmmwhthNSSsngmlum
available.
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GRAIL?2 [4][5][6][7] aumed to develop and validate a GNSS-
based ETCS odometry systems prototype. The objectives of
SATLOC [8][9] were to develop and validate the use of GNSS
m low traffic lines signaling and train control. Satloc showed
the feasibality of the system presented on a real ine. The need

of complementary posiioming techniques were shown as
essential and a future use of route maps and virtual balises was

proposed.
GaLoROI [10][11][12] po;ed based the posmon soluﬂm on
a GNSS Galileo 1

EM)CWSW(ECS) :nduzckmehngeedmnqnes
The RAMS tests camed out dunng the project determuned that
the performances of GNSS could not meet the railway
requirements in harsh environment showing the need of
additional sensor fusion m order to increase the avalability of
the system.

3nSat [13)[14] developed 3 Localization Determination

System (LDS). It combimes GNSS =y with
techniques and mtegnity detecty lutions. The objective of
the project was to fulfill the i of the E Ral

position
when the CPS crosses 2 GNSS blocked area.

*  GSM/UMTS recerver (WCT receiver): , used to give
a position when GNSS and IMU posifion estimation
uwmhzbk.hnalsotopeﬁrmacoldsuﬂof

smpcﬂzble As it has 1ts own GNSS receiver (a mud-range

Traffic Management System (ERTMS)'EDCS Lewl 2
trackside balise. A GNSS solution and a theorets

. usually less accurate than other on-board GNSS
mgfm)@Sunpafotm:ﬂ:nd-alouapu:ﬂonmdﬁﬂy

cmmgh&hylmmlﬂelmdadnpedmm
to integrate the satellite based localization systems m ERTMS-
ETCS environment.

The mam drawback detected 1n the use of on-board satellite
mﬂmgmutbzmabnhyofmﬂmgamm
every pomt of a rallway [15]. They have coverage problems in
whan emvironments or n difficult orography such as tunmels
or canyons.

In order to solve this limitaty a ber of other 5
such as IMUs or WCT have been proposed to buld the
Complementary Positionmng System The accwacy and
nhhlmofthuhnddmsmasgoodasdnme
provided by GNSS systems but on the other hand they offer an
increased avalability.

Tl!pﬂrpclssﬂn:hndhfollm
Section II descnbes the complementary positioning
system proposed.
¢ Section HOI ch the emv and the
ratlway in which the fests were done.

® Section IV shows the results obtamed.
® Section V descnbes the conclusions drew from the
work presented.

I. COMPLEMENTARY POSITIONING SYSTEM DESCRIPTION

In this section the complementary positioning system
d to the limutation of GNSS 1s introduced
and its hardware described

the train wath

P

Two different architectures have been proposed: one for the
charactenzation of the ratlway in which the CPS 15 used and

5

Figure 1 Positioning and line characterization system
hardware

) Yo

The main diff: both archs 15 the need of
different elements for the different functions to be camied out
by the system A PC and an external GNSS recerver are
mtroduced in the characterization architecture m order to
monitor the GNSS status dunng the first jowneys and identify
zones in which GNSS signal issues, such a5 tunnels or natwral
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blockers occwr. These zones are then marked as Known
Blocked Scenanios (KBS) and an algonthm to deal wath them
has been developed.

In both cases the CPS subsystem sends and recemves
commmmnication data through the comwmmication modem
connected to the antenna, and obtamns the GNSS data from the
GNSS antenna, as 1t has to work stand alone for that test
campaizn.

Moreover. some of the equipment mounted m the train has
also been used. and it 15 also desenbed In particular, the
antennas used for GNSS and GSM data acquisition were
placed on the tram roof, see Fizure 2.

Figure 2 Antennas placed in ALN 668 3114 roof (Courtesy
of ASTS)

IO TEST CAMPAIGN
The Ceit test camparzn was performed during three days mn the

Sardmia Tral ralway site from 24102016 wmnl
26.10.2016.[16]
The test plan f i dunng the can be seen m

Table 1. Fm‘hermﬁ:rmnmabmuchofﬂzmwpesb
gven in Section III.

Day Test Description

24 KBS calibration

24 KBS calil lid

25 CPS subsystem average operation

« 805,13 05 16:05
*  SanGaw 1t
* 910, 1410, 17: 10
*  Dynamuc vehicle: Diesel locomotive AIN 668-3114
from Tremtzha (See Fizwre 3)

Figure 3 Diezel locomotive ALN 663-3114 from Trenitalia
* Ralway lne: Caghan — San Gavino, nearly 50km.
(See Fizure 4)

Figure 4 Sardinia trial railway site

The pilot hne where the GNSS Measwing Campaign was
performed 15 placed in an open-view-sky area. It 15 settled ina
ruwal environment as shown m Figure 5. Even though some
mdustmal facilites can be found during the jowmey, these
buildings are not as high as to obstacle GNSS aignals. Then
the test raillway track 15 2 GNSS fendly track as there are no
tunmlaorczmm..mwhmhafnlllossofGNSSs:gmlb

CPS subsystem average operation
KBS operation analysis
Cold start of 3551 analyﬁs

KBSoperationanalysis |

-
L ] L [ [

5
5
6
6
6

1o | ol 1ol ra e

CPS m's!em average operation
Table 1 Test plan performed
General details of the test campaign are:
*  Time frame: 24.10.2016. - 26.10.2016
*  Caglian-San Gavmo trips:

. some bridges that affect to GNSS signals
cznbefmmdwhendnnckgoesthxmgh‘ﬂhges Anyhow,
there are challenzing scenanios during the track. In Figure 6, 2
tram staton with the buildings very close to the track is
shown. In addition. a shed roof and a bridge crossing the track
are shown This kind of env 15 quute chall as
GNSS =1gnals could be totally or partially blocked due to the
facihities along the trackside. Furthermore, m the case that the
signals are received. most of them are gomg to be non-line of
aght or multipath signals due to the multiple objects mn the
signal trajectory i which 1t could reflect [17].
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Figure £ General landscape in the trackside

Dunng the 1zn, addity ‘Lthggoun‘l
truth was obtained with some quip on board (
hhusupmanszpa' aGPSozﬂwamnawas
used by the CPS as the mul d antennas
were used for the zround truth creaton This fact has some
ub\mmhuﬂdﬁo&mdthmuhuﬁd
using a multi 15 higher. The
test campaign camied out was divided in two parts:
¢  Deternunation of the GNSS blocked scenanos
® CPS subsystem op analysts meludy
openhan.K'BSops:nnnandcoldstzxtofm

A.  Determination of the GNSS blocked scenarios

In this first test phase the fisuration and threshold
Wh&mmmofﬁe@smw
For this pwpose, the real fime confizwration architecture 1s
used. It 15 connected to a GNSS antenna (in this test 1t 15 just a
GPS only antenna) to recerve the GNSS signal for on-board
positioning and a commmmications anterma (GSMTUMTS m
this test) to receive the observables from the base stations for
on-board positioning [18]

ThCPSmdd:mmbszNSSmen‘erhz\!bbeabhto
the threshold to mggu the KBS
i T TR T g deait " it ¥

Figure 6 Possible GNSS blockers

B CPS subsystem average operation

In this test phase the CPS has already been confizured and can
be used to posiion the tram stand-alone. For this purpose, the
real time operation architecture 15 used. In this case it 1s also
necessary to connect it to a GNSS antenna (in this test 15 a
GPS only anfenna) and a commmmications antenna
(GSM/UMTS).

as a result of its inputs. Three different round tnps were
performed m order to test the performance of the average CPS
subsystem operation under different emvironmental conditions
and satellite geometries. Making a total of more or less 300km
of test.

IV. RESULTS
In this sechon the obtaimed results are presented Two
fucnhions of the sysetma are analysed:

* KBS operation
*  Cols start of mission

A KBS operation analysis
KBS operation was analyzed once the average operation was
liable (see Section IV). For this pupose, the real time

¥
amumposmonmglfd!mhmaﬁﬂl\uwoftheskv
the threshold will be lngher as the difference b blocked

architecture 1s used The suitability of the KBS to detect and
GNSS shadowed areas was proved.

and non-blocked scenarios wall be higher due to the good
health of the recerved s1znal in non-blocked scenanios.

This test was performed dunng the first jowmey m 2 round tnp

from Caghan to San-Gavino, what makes a total of nealy

100km The reason to perform the tests in a round tnp 15 that

thaem’lrmmunlob:tzclescmldmm&emadxﬁsmtnnv
pending on the

As m the other test types more than one round trip was tested
under this type of operation to analyze its performance under
different emronments. At the end the operation was tested m.
about 200km of ratlway.

Regarding to the positioning system one of the first steps 1s the
calibration of the KBS positioning technique to detect the
SNR threshold applicable for the field tests to fix the KBS
sensibility for which KBS 15 tnggered As KBS 15 based on
mean SNR of the satellites the mean SNR and the SNR
difference with the previous epoch.
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The sensibality of the KBS should be confizured to be
tggered in case the SNR difference falls down considerably
conpared with the previous epoch and thus asswmng that the
GNSS signals are not trustful anymore umless the SNR
shortfall 15 recovered This allows that complementary
positiomng sensors, such as IMU or WCT, have a trustful
reference beginninz for s wse improving the position
estimation results once GNSS signals are not avalable The
KBS system allows detecting the enfrance of the funnels or
other blocking stuctwes where the complementary
positioning sensors take the key role regarding to the position
imation. For the particular case of the test campaigns the
Ll oy e ive SNR epoch was
set to -4 dB (Figwre 7 depicted m green).

A rur " IIW" {“"'W*"‘#T'Wﬂ."m"

e

TP PO VRN \

Figure 7 KBS Threshold obtention
mmdlhesmndsmbshpcﬁmmnsulsoﬁb

repetition of cases that do not shed light on the performance of
the CPS.

Tbﬁxstasemdﬂﬂndvuﬁgnmgmmuofﬁa’s
system along the test campaigns allowing the firther
companison with the other representative situations. Figwe 8
depicts the average CPS performance where the accuracy emor
15 bounded to 10 meters. Dunng the test campaign the CPS
system worked only with the GPS signal, however the use of
GNSS can mprove the CPS system accuracy performance.

Figure 8 CPS aﬂr‘age performance acﬂlﬁq’ error

Fizwre 9 show the histogram of the obtamed
Asxtcznbeobsu\'edd:emfoﬂcwsa(}zusm
distnbution. The absolute mean enror 0.95 meters and standard
deviation of 0.84meters.

ag i

Figure 9 CPS average performance histogram

Thanks to the complementary sensors employed, the system
availability and contimuty reaches 100%.

Once the average (PS performance 15 descnbed other
it ted . pe

o P

Next test campaigr 1des the beh of an und d
degadedGPSﬂgnilTkumofhK'BSlsbwﬂl
degraded GPS siznals to avoid the use of them in the position
mm&m@hﬂmm&gmd
the p estimation and thus the KBS should
&tectﬂnssxmml’lg\nwsbwsapeakof?:smd
acowracy error. This error mmst be avoided and a lower KBS
conditions should be applied However, as the SNR 15 also
dependent on other factors and not only m the posthon It is
mmportant to have in pund that some peaks could steal appear.

"h’"‘} W A A “1&»»*

Figure 10 CPS performance during a not detected
degraded GPS signal

Regarding to the error accwracy histogram. it 15 clear that the
error is still very low and the pezk 15 a punctual situztion for
wihuch the CPS systems 15 recovered very fast (see Fizure 11).
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B » ® O n - ™ B = »

Figure 11 CPS performance histogram during a not
detected degraded GPS signal

B. Cold start of mission analysis
Cold start of mussion was analyzed using the real time
architecture but without GNSS =ignal avalability. For that
purpose, at the beginning of a journey, the GNSS zignal was
dlscahd.Asd:ﬂewasmtaxeﬁmweposmmg\ubydn
GNSS, the IMU was not able to esti the ratlway p
WCT was the system used to obtamn an absolute position.

Thus test was only performed once as the satelli

l

g o - ) =] S

Figure 13 CPS histogram for cold-start of mission
The descnbed three test campaizn scenanos are the most
significant situation in which CPS works. The average CPS
psﬁtmmeof&n’ymummgmdmtmmm

b or FDE techmni used. Hi
dem:nngd! of the poaty imation and cold
start mussion situations are still topics that need to further
researched.

V. CONCLUSIONS
This paper p the progress for the introdh of GNSS

wmxﬂmtmﬁumdgmpsﬁrmmndﬂnbemmg
of the jowney 15 always performed in the same station.

One of the most relevant test campaign for the CPS 15 the cold
start nussion where the CPS 15 no able to obtam any GPS
s;gnals Thxscmsemllﬁxced‘esysmtousethwa

position estimation to obtain an absolute p
anmelZduaﬂasﬂnseﬁctdmmgﬂ:begnmgofdn
Jjowmey. As it can be observed the ervor 1s high compared with
the average CPS behavior.

Figure 12 CPS performance for the cold-start of mission

Flgmel3dqactsﬂ!smbdmmmnshtedmdn

Compared to the second descnibed test
mhmofgoehvmhmmmofni
meters lasts more than one epoch being clearly observed as a
second lobe around 175 accuracy envor.

based p systems in ratlway. One of the key aspects
Mbmnrmkxsdnmdofcomlmv
mformation for the and speed
mmgwmﬁmhmbunga\mhbhaﬂﬂ:
tume at the expense of the accwracy emor

Freld-test igns allows the definition system 1bili
ﬁmsboldbld:e@SSblockmgm P\mcmzlGNSSsxgml
are that posiioning systems already are

dezhngmdwhmgﬂomud!mmchaﬂmguto
overpass the GNSS blocking situation Because of the
dependability of GNSS signals of the emvironment these
undesired effects should be handled and discarded m order to
provide a lugh infegmty system Regarding to this, CPS
provides a low cost solution approach that allows the
&mmofsomofthssmmThemdmof
ddu fault hm will enh the
pwosedwhmmam:f:benwhhh&yoflhesvmmbe
Mhmm:&&ﬁumhmm
uses addity that 1 the
availabibity of the on-board positonmg system IMU and
WCT based data fusion strategy implemented for the CPS
provides a solution to reach the 100% avalability, which is
one of the zoals set to the system to satisfy the requirements of
safety enfical applications.

AL hh -
! the

case of the safety cold start of
v enor should be reduced
cons:dsahly Further research will belp to enhance the
performance that already 15 inproved regarding to the position
mmwmmmmmmm

Tusion of positioning techm that will take advantage of
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the static situation of the train dunng the cold-start of mussion
mmst be addressed in order to improve the first fixed position
estimation when GNSS 15 not available.
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Abstract

The suitability of EGNSS (including EGNOS and Galileo early services) for safety railway applications has been analysed by
several Ewropean projects such as Grail, Grail-2, Satloc, 3InSat, and it is currently being analysed by ERSAT EAV. ERSAT EAV
in particular is addressing the following three challenzes beyond the state-of-the-art. a) reuse of ETCS odometry by adding the
virmal balise concept to eliminate the fixed balise along the line; b) adoption of the public EGNOS Augmentstion network
y ded” with Local to fulfil the railways’ requirements; ¢) verification and validation of altemative
G\Iss solutions to guarantee localization functions in areas where the GNSS signal is not available and/or subject to interference.
Thus paper focuses on the third of these challenges, addressing the design and the implementation of a complementary positioning
system (CPS) for GNSS-denied areas. This system is based mainly on the Public Land Mobile Network (PLMN) information but
also incorporates additional source information (such as predefined GNSS blocked zone information and GNSS positioning
information for calibration purposes, when available) in order to enhance positioning performance.

Thus paper deals with the different steps taken to create the CPS:

1. Analysis of the alternatives for complementary positioning systems when GNSS is not available

2. Simulation and development of alzorithms for the CPS in the lab

3. Creation of a protorype for the CPS based on COTS components

More specifically, after analysing the state-of-the-art technologies, the algorithms for the selected solution will be impl d in
the lab v. In order to analyse the th ical performance of the algorithms, the environment and observables for the algorithms
will also be modelled in the simulaty The per e of the CPS will be analysed in terms of accuracy, reliabiliry,

connmntyndmegmymlmyﬂmhrmtheGNSS systems. Finally, the algorithms will be implemented in a prototype based
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on COTS components so that the CPS will not be a theoretical solution but also a real solution that could be useful for the on-board
positioning function in trains when GNSS solutions are not available.

Kaywords: nailway positioning. GNSS-denied areas: data fusion: IMU; radio communication observables: fingerprinting

Nomenclature
AoA Angle of Amival
BTS Base Transceiver Station
CDMA Code Division Muhiple Access
CPS Compl v Positioming System
DCM Data Correlation Method
EIRENE European Integrated Railway Radio Enhanced Network
GNSS Global Navigation Satellite System
GSM-R Global System for Mobile Communications
MU Inertial Measurement Umit
MORANE MObile RAdio for Railways Networks in Europe
RSS Recerved Signal Strength
LDS Location Determination System
oM Quality Measurement
TDoA Time Difference of Amval
ToA Time of Amival
ToF Time of Flight
UMTS Universal Mobile Telecommnmcahon System
WCT Wireless C ication Technolog
1. Introduction
One of the main challenges of ERTMS Level 3 15 defining a suitable positioning system given such restrictive
safety and availability requi ts. The inclusion of GNSS technologies 15 one of the unavoidable steps forward that
the railway sector has to face. However, the particulanties of train ity 1es force the GNSS receiver to complement

other devices. In that sense, this paper shows the progress made in that field in the first peniod of the European project
ERSAT-EAV (ERSAT-EAV 2015).

There are two main alternatives for location i non-GNSS based systems. On the one hand, wired sensors such as
odometers and mmerhal measurement umts (IMU) provide continuous positioning after directly processing ﬂmx data.
With such systems, the quality of the device and affects the dependability/reliability of the esti enor.
On the other hand. some wireless devices are able to estimate position nsmg a more complex operation. Recently, the
EATS Project (ETCS Advanced Testing and Smart Train Positioning System) (S. Amzabalaga et. al 2014) has, for
the first ime, mtroduced the GSM-R and UMTS (WCT) technologies in the on-board location system.

These technologies are mainly based on the analysis of the specific physical char 1stics of radio signals, which
are called observables, such as Rece.i\'ed Signzl Strength (RSS), Time of Flight (ToF) and Angle of Amival (A04).
The wireless locati thod d in section 3 use the observables introduced in section 2, either alone or in
combination, in order to pmwde a position (Bensky, 4., 2008).

In any case, m each cx the set of availabl affects the positi imation techmique or
sngnz.l processmg stntegy used to solve the user’ E positioning problem. Three main groups of algonthms can be

1 2 approaches, dead rech and fingerpnnting (Mauricio A Caceres Duran et. al. 2012).
The first and d technique types est thenscs, ition using the mf 1on (e.z. ime, angle, and odometer
data) extracted directly from the signal ived wirelessly or through wired input. The third group first requires
a measurement campaign be carried out in order to build a database of location fingerpnints, and then the location of
the user 15 estimated by matching the received measwrement (usually power t5) with the closest one stored
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in the database. The algonthms and techni are shown in section 3, the pli itioning system (CPS)
in presented in section 4, and the plans for mmpl lon, validati andfnhnedq)loymen!:redesaibedmdu
sections 5-7.

2. Technologies and information needed for non-GNSS-based location systems

This section describes the wirel t hnologies (GSM-R and UMTS) and devices such as the IMU
and the odometer that are idered as of information that can be used for positiomng.
2.1. Wireless icati hnologies: GSM-R and UMTS

GSM-R (Global System for Mobile Communications-Railway) 15 used for communication between train and
railway regulation control centres as part of the Ewropean Rail Traffic Management System (ERTMS). GSM-R 15
based on GSM technology and on EIRENE (Ewropean Integrated Railway Radio Enhanced Network) and MORANE
(MObile RAdio for Railways Networks in Europe) specifications. 'l'lu tzsk of railway operators in EIRENE is to

define the GSM-R system requirements and the functional req thus g the 1 perability
between the railway networks.
Special requirements for GSM-R networks denve from the requu of applications using GSM-R. such as

95% coverage for 95% of the fime in a designated coverage area with a level of above -90dBm Moreover, coverage
must ex:sts mside tunnels (3GPP TS 44.031 2012). The high availability of GSM-R in railway environments makes
it & g for location purposes, although ziven that it is based on GSM technology, the btained with
this tedmology 15 much worse than ﬂn accuracy obtained by the GNSS system. However, it canbe nseful when higher
accuracy technologies are not available.

In analysing the viability of the GSM-R system for positioning, we looked at previous analyses of GSM technology

in order to select the observables that p lly could be obtained from the GSM*R Iranscex\'u in the tramn or that
conldbeaemmthgmnscenubvthesunomdmg fra The mnfc ding potential observables
will be integrated into the positi lculation algonthm presented m the next sectwn.

In contrast, location accwracy from third generation cellular devices (UMTS) 15 sigmificantly better than that
achieved m GSM and CDMA. The inherent accuracy of UMTS 15 greater because of the increased signal bandwidth
am'l shorm bit period. These features sigmficantly improve the ability to distingwish the line-of-sight siznal among

in ption. The Universal Mobile Telecommunication System (UMTS) supports the following
locanon methods (3GPP TS 25.305 2012):

Cell-ID
Uplink TDOA (U-TDOA)
Observed TDOA -idle period downlink (OTDOA-IPDL)
Network-assisted (A-GPS)

e 61N

Cell-ID 15 the most basic positioning technology for cellular networks (also for GSM-R). Each base station knows
which cell the handset is in, and the handset also knows what cell it is in. The accuracy of this method depends on the
dimmensions of the cell. where smaller cells yield higher accuracy. Table 1 shows the sizes of some types of cells. It

can be easily observed that the position obtained usmg this method will be very vanable depending on the locati
Table 1. Cell types according to their sizes (3GPP TS 23.305 2012).
Cell Type Cell dimension (km)
Larze macrocell 3-30
Small macrocell 1-3
Microcell 0.1-1
Picocell 0.01-01

Nanocell 0.01-0001
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The Cell-ID method 13 more te in urban envi where there are more UMTS users and more cells are
requirad to provide proper service. Thneedmlum a higher number of UMTS cells is behind the need to make
smaller cells, which sub 1ally enh v. On the other hand, in rural environments macrocells
mcomonanddmsdnsmthodlsnurlymm.abk Apart from that, a user termunal 15 not always connected to the
nearest antenna. In some conditions the terminal can decide to connect to a neighbounng antenna, worsemng the
accuracy in positioning. Other enh t methods can be defined for Cell-ID methodology. but this paper does not
addms.»anyofdiemmdepdx'rhebmeasmdfonhewod:onERSAT-CPSuCe!lIDRTT

On the other hand. both U-TDOA and OTDOA-IPDL methods are based on Time Diffe of Amival method
The first one, Uplink Time Difference of Amval (U-TDOA). involves using the uplink signal and domg the time
computation in the network. The second one, Observed Time Difference of Amival (OTDOA-IPDL). uses the

downhink signal ts, and the computztion that obtains the posi can be done m the handset. Further
information about these two methods can be found in the deliverables from the EATS project (S. Amizabalaga et. al.
2014). but they are not reprezentative for the needs of the pli ifioning system p d here. H

they are compared to the Cell-ID method in Table 2. TDOAlsfoundbyﬁndmgthemmmnmuoss con!latlonof
a received signal with a replica of the known transmutted signal. In 2 handset-based system, the handset estimates the
relative time delays of the mput sequences from three or more base stations. Usually there 1z no synchronization
betw the handset and base stan clocks, so to estimate a position with TDOA the handset must receive the
transmission times from each base station according to a common clock and their positions. The handset could also

transmit 1ts observed tume diffs to a special inal that has all the mformation necessary to calculate the
handset’s position.
Table 2. Positioning methods charactenistics (3GPP TS 25.305 2012).
Positioning Methods Reliability Latency Applicability Accuracy vs. Positioning Scenario
Rural Suburban Urban
Cel-Id-RIT High 153 High 250 m-35km 250-2500 m 50-530m
OTDOA-PL Meadium <10s Medium 50-150m 50-250m 50-300m
U-TDOA Medium <10s Low 50-120m 40-50m 40-50m

2.2. Inertial measurement unit

An merhial measwement umt (IMU) 15 a device that has three gyroscopes and three accelerometers that are
displaced along three mutually orthogonal axes. The main 1dea of mertial navigation 15 Newton's First Law: “A body
will continue in its state of rest, or of uniform motion in a straight line, unless an external force 15 applied to it”. The
acceleromete:s detect the acceleration changes due to the forces of gravity and the gymscopes detect the changes n

the al The bination of these parameters can easily be used m al, to a positi
as the next section will explain.
Using IMUs has some benefits; they are aut and do not dependent on other devices or signal visibility.

They do not need an antenna. so they can be placed anywhere as it is not necessary to have a clean sight for signal
reception.

On the other hand, the main problem with IMUs 15 accumulative ervor. There are two main sources of error, namely
bias ervor and noise:

® Bias errors are constant emvors suffered by the s n their Bias can be static or dynamic. Static
biasis a error lting from 1 ctly calibrated sensors, wh dy 1c bias 15 the in-run vanation
and changes over time. Dynanuc bias is about 10% of static bias, so its influence in the total error 15 lower.

* Noizeis the unwanted signal generated from internal electromics, which interferes with of the desired
signal In general velocity, position. and pitch-or-roll error from the 1 or gy pe white noise will
be smaller than the bias and constant emors described before.
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2.3. Odometer

Odometry 15 the process by which the posiion of wheeled vehicles 15 estimated. This term 15 usually used m order
to speak about the dist: lled and the position relative to 2 known point at which the tnp started. To have good
odometry data. 1t 15 necessary to have aprecise data acquisition system, well-calibrated equipment and good data
processing.

The odometer 15 the device that 15 responsible for giving the velocity of the train at any moment. This element 15
already present in all the trains equipped with the modem signalling systems. Specifically, inside an ERTMS system,
1t meets the following secunty requirements:

* The odomets q a precision of +/-(3m+5%*s), s being the distance (in meters) from the last reference point
to the position of the tramn.

® The precision for the on-board velocity should be better than +/-2Km/h for velocities lower than 30Km'h and 1t
can increase hinearly unnl the +/-12Km/h when the train reaches S00Km'h

o Finally, it can support an acceleration eror of +/-4 fm/s] 2.

3. Analysis of non-GNSS baszed location algorithms

This section presents three different algonthms. each of which 1 dently calcul 2 user’s position by using
the data that 15 ired by each approach Tlmxmpmdztaated.tmcﬂvc‘** d from the tech '= ’ observables

and other information systems. such as those presented in the previous section.

3.1. Geometric approach to wireless location algorithms

Consider that we want to calculate the (x,, y;, z,) position of the user by using the observations presented in the

previous section. Assuming perfect observations, 1e. that the calculation of these esti 15 made without any eror,

the position of the user can be found by using simple g tric determumst iderations:

* Using TOA or RTT observations, the user’s position will be the intersection of the spheres centred in each BTS
and with radio signals the du b each BTS and the user. In a 3D space, 2 minimum of four BTSs are
needed to obtain four ranging estimates. Thus, m a 3D space, the real distance d; ;) between user i and BTS j1s
equal to:

diyy = (0 —xers)? + 1 — yers))* + (21 — zers))? )

where (x;,;,2,) are the user coordinates and (Xprg;, Vars,» Zgrs,) are the BTS coordinates.

* Using TDOA observations, the user’s position will be the intersection of the hyperboloids describing the ime
difference measurements between four or more BTSs m a 3D space. The time differences of amval are a set of
points with constant range-difference from each BTS j to the BTS reference m = 1. In a 3D space, the real d(yjm)
1s equal to:

dugmy = A gy — Agm)

J(xa = xprs))? + O — yers)® + (50— zers))®

@

- J(xl‘xns_) + (3 — yers,, )’ + (50— za1s,,)°
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Unfortunately, in the real world the observations present emors and the comresponding sph -‘- perboloids or
lines do not infersect m a umque position. To solve the equations and provide the poszit 1 diffe
techniques are used, such as Least Square Emror (LSE) (Guowei Shen et. al. 2008), Taylor Senes (Guowe: Shen et. al
2008), R ive Least S (RLS) (Yuechun Chu et. al.2005) or more advanced techmques such as particle filters

(H. Wang et al. 2011) and Kalman filters (5. M. Kay 1993), (G. Welch et. al. 2006).

3.2. Dead reckoning

Inertial navigation systems are 1 d systems able to detect position and velocity of 2 unit in movement, due
to the mnfc ion obtained from od s, BY pes and 1 ters. They calculate the position via dead
reckoning using the data received from the 1 and the rotati sors. To do that, IMUs and odometers
are used.

Deadreckonmguameﬂmddutcalmhtsthzcmutposmonofmobjedbnedmpmmsmsmmts Itis
able to give the best available trajectory est on position, but the information must be to be reliable, as

it suffers from accumulative emor. Ifthemﬁozmanonlsnotaccmteewugh.ﬂmposmonmllmbeaccmte and the
calculation of the next position would be based on an incorrect imtial position, making that second calculation have
an even higher error.
Deadmckonmgcwldbe sufficiently accurate for a short period of time, but the longer it runs, the ervor in position
will Iy 1 due to the lation of errors.

3.3. Fingerprinting

Fingerpnnting 15 2 Data Correlation Method (DCM). The idea behind databas lation 15 to store the parameters
obtamed from a siznal seen by a mobile station from the whole coverage arez of the location. The algonthm uses
a comrelation approach to obtain the location (B.D.S.Lakmali et. al. 2007). This method involves three steps:

* Obtaiming fingerpnnts: The stored signal information 15 called a “fingerpnnt”. Depending on the cellular system,
fingerprnnts include signal strength, signal time delay, etc. Measurements can be taken by the network or by the
mobile station. As previously mentioned, the xecewed signal strength (RSS) at the mobile station 15 the selected

12ble for the technolog: tioned in previous sections. The fingerpnint database consists, i this

case, of the GPS coordinates of alocanon and the recerved signal strength of the base station it 15 connected to and

other neizhb g base stan A shiding window method can be used to reduce the distance between two
fingerprmts and lution can be 1 ’byoverlzppingd:emeaswmms (B.D.S Lakmal: et. al. 2007).

* Database preparation: The database can be prepared in two ways. The first one 1s by taking measurements in the

location where the algorithm will be used afterwards. The second one 1s by using predictive databases, wlnchuse

propagation models in different scenanios to predict how signals are going to behave in that enva

* Location estimation: The RSS of each of the cells and the mput fingerprint should be given to the DCM algorithm.
The objective 15 to find the stored fingerprints that best match the mput fingerpnint. This can be done by measuring
the siznal distance between each database fingerprint and the mput fingerprint Another way to do this is by
defining a valid RSS range for each cell in each fingerpnnt, and then determining whether or not an mput RSS
value 15 inside this valid RSS range. After identifying the nearest neighbours by usmg one of these two approaches,
the location 15 estimated using the weighted k-nearest neighbours (WkNN) method. as in (3):

p= Zow 3

where p=Estimated location, p=Location of the i* ighbour and w= Weight of the i nearest neighbour
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4. CPS architecture in the ERSAT-EAY system

CPS 15 the ERSAT-EAV’s (ERSAT-EAV 2015) on-board LDS (Location Determination System) block, which
provides a position whenever GNSS 1is not available. ERSAT-CPS wall contmuously provide a PVT estimation and
a QM (Quality Measurement). The PVT will be employed to provide Position, Velocity and Time Data; on the other
hand. a quahity measurement will be a data of the quality of the position provided. An overview of the architecture 1=
briefly explained in that section.

4.1. CPS architecture

The CPS approach differs depending on the nature of the GNSS availability. It rehes on different strategies
depending on whether GNSSub].ockedornm For non-blocked scenarios, the CPS will be synchronized, calibrated
and aided by GNSS wia the Universal PVT strategy. When GNSS 15 blocked the CPS will be used alone.

CPS will require PVT and QM from the ERSAT-EAV core (SIL4 EGNSS-based Enhanced Localisation for
Ratlway). This function will be used to calibrate the CPS when GNSS 15 available, as the positi v offered
by GNSS is higher than the one given by CPS. ThedziarecenedwﬂlbeunployedbydwCPSasauﬁeunceposiﬁon
to estimate the position based on data or information from other sensors. QM will be used in order to determine the
qnzln'y ofthe posmon data. S]L4 EGNSS-based Enhanced Localisation for Railway will be also used for the CPS

s Time sy ion 15 the key factor in order to provide the data with the same fime reference.

LA sos

Y Setmem et

Fig 1. ERSAT CPS block diszram.
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Fig. 1 shows the block diagram that 15 going to be included in the ERSAT-CPS core, as well as the implementation
fe for the p and the penipherals based on COTS.

The CPS will plete the following fu 1
* (CPS will power on together with the plete ERSAT-EAV system.
. ConmmnicationsbetwemﬂncommdtheCPSmllbetakeplacethmughaMmdintufme.TInPVdeQM

will be itted in 2 bidirectional way from the CPS to the core and vice versa.
* (CPS will synchronize its owntnne reference to the ERSAT-EAV core tume reference.
e CPS will cabb its position to the one provided by the ERSAT-EAV core, whenever the provided

position quabty 15 higher than the one estimated by the CPS.
* CPS wall estimate the train PVT and QM by means of different sowrces, which were infroduced in the previous
sections. It will have an IMU ndtheconespondmgpmces;mgmobtmdnposmonusmgdudud reckoning

strategy. By means of the observables obtained from WCT-TLC, 1t will est k ition. It 15 f¢
that observables such as GSM-RXLEV or GSM-TA will be employed as part of a ﬁngerpmmng positioning
strategy.

The SIL4 EGNSS-Based Enhanced Localization for Railway 15 not a part of the CPS; 1t 1s the complete system,
but it p\esdatatodnCPSmowdeltocah‘brm and time-synchronize the CPS. On the other hand, the CPS wall retum
the p btained from all the systems that compose 1t to the SIL4 EGNSS-Based Enhanced
Loczlmnonfchm]way It will provide Position Time and Velocity to the CPS and will be developed by other
partners in the project.

5. Simulation strategy for the CPS algorithm

This section describes the ATLAS platform employed for the system simulation and lists the system performance
indicators employed.

5.1. ATLAS platform

For the development and analysis of new location system algonthms, the ATLAS platform (J. Goya et. al. 2015)
has been developed as part of the EATS project (S. Amizabalaga et al 2014).

The Advanced Train Location Smmulator (ATLAS) four independent and exchangeabl dules to cover
the entire process for location algonthm testing: the route sumul dule, the mput g dule, the posity
estimator module and the performance analysis module:

¢ The route sumulator module obtains the real trajectory of the tramn; it has support for providing real trajectones for
many places in the tram (e g- several receivers placed on the roof of the train in the different cars).

® The Input Generator module generates the observables/ ts that the particular location system to be
developed/tested needs. If there are several raceivers, the inputs for each of the receivers are generated. Different
error patterns can be used and hundreds of iterations can be performed in order to provide statistically significant

results at the end.

* The position estimator module 15 directly related to the location system: it offers a position estimation for the input
parameters provided by the previous module. ATLAS makes it possible to test 1 al 1ves simultaneously
m order to compare their perf

* The perf analysis module offers 1cal and graphical results for the statistical analysis of the location
algonthm results compared with the true/real trajectory that was generated in the first module.

The nfc 1 hange b the modul ucnmdmbymngaﬁxedmzmofﬁoldusandﬁle
names that are handled aut lly by the platfi This 1 the dules to be eazily

exchangeable as long as they fulﬁldae predeﬁned file format. In addihon. ATLAS 15 useful not only for who].ly
simulated scenarios; it also camies out a performance analysis of locah lgonithms based on inf
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collected 1n field testing. as 15 the case for the ERSAT-CPS, whuch is introduced here. Field testing information
can also be bined and/or compared with sumulated results. as it offers many possible combinations.

5.2. CPS algorithm performance evaluation

As already ughlighted in the descniption of the ATLAS platform, this tool has a perf: analysis module that
provides not only basic statistical analysis of individual shots but also grouped statistical analysis for several iterations.
The basic statistical parameters are the following:

. mr b A W,J v -4 JISMF B3 Aot St ‘hel’!al, 141 1 1 Jand“ - A
one at each fume instant along the trajectory.

* RMSE (Root Mean Sq Emor) 1z a of the square root of the deviation of the estimated position about
ﬂmmpoauon. soit combmes both the vanance and the bias.

e CDF (C lative Distmb Function) 15 the probability of having a distance error in positioning that is lower
than a certain value.

Wken several runs have been camied out within the same configuration, the grouped analysis can be run in order
to analyse overall results at zglzme Utihities for companng different configurations for one location system
simultaneously or for p ] location systems are also integrated into the platform. Additionally. the
ATLASphffompufwmanmlyﬂshsakobem‘mmdedmmchﬂemmpufmmpumm that are
especially common in GNSS algonthms: accuracy, rehiability, integnty and continuity values are calculated. and
Stanford Plots are included 1n the analysis.

In those conditions, the CPS algonthm will be evaluated in ATLAS by includng real input data from the
measurement campaigns, which should reflect a quite reliable behaviour for its final performance in the prototype
deployment.

6. Future prototype deployment

Once the prototype introduced in the previous section is implemented and its software 15 validated in ATLAS, 1t
will be deployed in a real environment. More specifically. the ERSAT project has a work package dedicated to the
validation of the systems through a jpaign on board a train and another test period using the DLR
train simulator.

During deployment, the performance of the CPS will be analysed and the diffe between the lab v test,
1ts validation and the pilot test will be understood. The plan includes the following procedure:

® The real trajectory will be collected by using high-end GNSS receivers and/or map-matching techniques so it can
be used as the “truth” refe for both lab v and pilot tests.

* The measurements used by the location system will be collected m order to provide the possibility of fine-tunmg
the location system in the laboratory by using the ATLAS platform.

® The laboratory-based (simulated) location algonithm results and field-test-based results will be compared by using
the ATLAS performance analysis module, providing useful mfc 1on for future enh ts for both the
simulation platform and the deployed location system.

7. Conclusions

After analysing the state-of-the-art technolozies and the information that a specifi eqmppedtrmnsabhpmwdg
the Compl t ,P itioning System was designed and its impl tion with COTS comp was prop
Three algonth hes to wireless location, dead reckoning, and fingerprinting — need to be used
1n accordance wlth du :\'ulzble f 10m at every

Pror to deployment and validation in the field, the theoretical performance of the algonthms, the environment, and
the observables for the algonthms could be modelled in the simulation platform called ATLAS. This would evaluate
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the performance of the CPS m terms of accuracy, rehiability and continmity, indicators similar to the GNSS system
which CPS has to complement.

Acknowledgements
This work was supported by the European Community’s Framework Program FP7/2007-2013 in the frame of the

EATS project under grant agr t 31419, and also by the European Community’s Framework H2020 in the frame
of the ERSAT-EAV project under grant agreement 640747,

References

3GPP TS 25.305 Stage 2 functional specification of User Equipment (UE) positioning in UTRAN Universal Mobile Telecomnmumications Systam
(UMTS) - Cell-ID location technique. limits and benefits: an experimental stady E. revisani, A Vitaletti, version 11.0.0 Release 11, 2012-09.

3GPP TS 44.031: Digital cellular telecommunications system (Phase 2+): Location Services (LCS). Mobile Station (MS) — Serving Mobile;
Radio Resource LCS Protocol (RRPL) Location Centre (SMLC) 3GPP V11.0.0 Release 11, 2012-10.

Arrizabalaga, S., Mendizabal, 7. Pinte. S.. Sanchez, ], Gonzalez, J., Bauer, J., Themistokleous, M. and Lowe, D. “Development of an Advanced
Testing System and Smart Train Positioning System for ETCS applications,” TRA2014, 2014.

Bensky. A, 2008. Wireless positioning technologies and applications. Boston, Mass. Artech House.

Caceres Duran, M.A, D"Amico, A A., Dardan, D.. Rydstrom, M., Sottde. F., Strom. EG. and Taponacco L. In Davide Dardari, Marco Luise,
ww&mm Satellite and Temrestrial Radio Positioning Techmiques, Chapter 3 - terrestmial network-based positioning and

pages 75-153. Academic Press, Oxford. 1 edition 2012.

ERSAT-EAV H2020 Galileo Call 2014, funded by European Commission with contract mumber 540747 2015-2017.

Goya, I, Zamora-Cadenas, L., Arrizabalaga. S.. Braz'alez, A.. Meléndez, J. and Mendizabal. J. “Advanced Train Location Simwulator (ATLAS)
for developing, testing and validating on-board railway location systems,” European Transport Research Review, vol. 7, mo. 3, p. 24, 2015.
[Online]. Available: htyp/tink springer com/10.1007/512544-0150173-5.

Guowei Shen, Zatik, R and Thoma, R.S. “Performance comparison of TOA and TDOA based location estimation alzonithms in LOS
environment,” in Positioning. Navigation and Comnmumication. 2008. WPNC 2008. 5th Workshop On, 2008, pp. 71-78.

Kay, SM. Fundamentals of Statistical Siznal Processing: Estimation Theory. Prentice Hall, 1903

Lakmali BD.S. Wijesinghe, WHMP., De Silva, KUM,, Livanagama, K.G.. Dias, SAD. D&gu.hphnmn&'fmgofposmng
Techniques in Mobile Networks, Information and Automation for Sustainability, 2007. ICIAFS 2007. Thind International Conference
on 4-6 Dec. 2007

Welch, G. and Bishop, G. “An introduction to the kalman filter.” 2006.

Wang, H. and Hou, H. “Experimental analysis of beamforming in high-speed nilway communication,” in Personal Indoor and Mobile Radio
Communications (PIMRC), 2011 IEEE 22nd Intemational Symposium On. Sept. 2011, pp. 745-749.

Yuechun Chu and Ganz, A “A UWB-based 3D location system for indoor environments.” in Broadband Networks, 2005. BroadNets 2005.
2nd Intemational Conferance On, 2005, pp. 1147-1155 Vel 2.



" = Universidad

Po Manuel Lardizabal, 13.
20018 Donostia-San Sebastian, Spain

Tel.943 219 877
Fax 943311 442

www.tecnun.es




