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Abstract: Within the context of Industry 4.0, AREVA is presented: a Voice Assistant
with Augmented Reality visualisations for the support and guidance of operators
when carrying out tasks and processes in industrial environments. With the aim
of validating its use for the training of new operators, first evaluations were per-
formed by a group of non-expert users who were asked to carry out a maintenance
task on a Universal Robot.
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Resumen: Dentro del marco de la Industria 4.0 se presenta AREVA: un Asis-
tente por Voz dotado con visualizaciones de Realidad Aumentada para el apoyo
y guiado del operario a la hora de realizar tareas y procesos en entornos indus-
triales. Con el objetivo de validar su uso para el entrenamiento y capacitación de
nuevos operarios, se ha realizado una primera evaluación con un grupo de usuar-
ios no-expertos a quienes se les pidió que realizasen una tarea de mantenimiento
sobre un Robot Universal.
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1 Introduction

Industry 4.0 is one of the main paradigms
of the latest years, where the industrial fac-
tories are augmented with wireless connec-
tivity, sensors, and AI mechanisms that can
help with different processes and tasks. In-
dustrial 4.0 revolution has shown how tech-
nology can alter the way work is performed,
the structure of organisations, and the role
that workers play in the manufacturing pro-
cess (Simões et al., 2019; Posada et al., 2018;
Serras et al., 2020).

This paper describes an Augmented RE-
ality Voice Assistant (AREVA) to assist op-
erators during the maintenance of Univer-
sal Robot’s (UR) Grippers. To this end,
the system guides the operator combining
voice interaction and real-time 3D visualisa-
tions. Augmented Reality (AR) glasses with
a built-in microphone are used to provide
hands-free interaction and as a solution to
overcome practical limitations in tasks that
rely on intense manual work.

This paper presents the AREVA system
for industrial maintenance tasks. The pre-
sented prototype system was tested by a set
of 10 participants (Gender: 5 male, 4 fe-
male, 1 would rather not say; Age ranges:
50% 25-29, 30% 35-39, 10% 30-34, and 10%
18-24) who had little-to-none technical ex-
pertise on the field and no prior knowledge
of similar maintenance tasks, using the pre-
sented assistant to support and guide them
through the process. After the experimental
sessions, participants filled an assessment
form to judge the system’s validity.

Section 2 describes the architecture of the
system and the use case, Section 3 details
the experimental framework and presents
the evaluation results. Finally 4 presents the
conclusions and sets the future work.

2 System Architecture

The system architecture follows the classi-
cal SDS schema, but incorporating commu-
nication channels with the necessary hard-
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Figure 1: Architecture of the Augmented Re-
ality enhanced Spoken Dialogue System

ware devices to allow for both visual and au-
ral communication with operators, as shown
in Figure 1. The core components are pre-
sented in more detail below.

• AR Headset: this device is responsi-
ble of capturing the users’ speech, play
AREVA’s responses, and render AR an-
imations. The selection of a head-
mounted device is motivated so that op-
erators have theirs hands free to per-
form the task while interacting with the
system. For the proposed system, Mi-
crosoft HoloLens were used.

• Speech to Text (STT): is the compo-
nent in charge of converting the audio
streams into texts. First, an energy-
based automata is used as Voice Ac-
tivity Detector (VAD) to segment au-
dio streams into speech chunks, which
are then sent to a speech transcription
service to get the text utterance. Tran-
scriptions were provided by the Google
Speech API.

• Natural Language Understanding
(NLU): once the voice segments have
been decoded into text, the NLU ex-
tracts the communicative intention of
the transcribed text so it can be inter-
pretable by the system. For the AREVA
system, the grammar-based Phoenix
parser was used (Ward, 1991).

• Dialogue Manager (DM): the DM is the
module that ensures the correct plan-
ning and interaction through the indus-
trial process. The DM implemented for
AREVA consists of an Attributed Prob-
abilistic Finite State Bi-Automata (Tor-

res, 2013; Serras, Torres, and Del Pozo,
2019) which uses a stack of expert-rules
and simulated interactions to guide the
operator through the task.

• Response Generation: this module re-
ceives the response selected by the DM
to carry out with the interaction. It per-
forms two actions: 1) it selects an ad-
equate text template for the response
which is then synthesised by a Text To
Speech service (Hernaez et al., 2001),
and 2) it checks if the action has an asso-
ciated AR rendering. Then, these audio
and visual responses are sent to the AR
Headset to be conveyed to the operator.

2.1 Use Case
We considered as a use case the maintenance
of the Universal Robot’s gripper. The objec-
tive of the system is to assist untrained op-
erators in real time with contextualised re-
sponses to the questions that may arise dur-
ing the course of the task. AR is used to over-
lay animations that further enhance the ex-
perience.

The maintenance steps considered for the
use case were retrieved from Subsections 7.1
and 7.3 of the official maintenance manual1,
which require the following actions:

1. Shutdown the UR, unplug the con-
nected wires, and dismount the gripper.

2. Open the gripper to clean it and inspect
it both visually and by moving its fin-
gers to detect any wear, damages or in-
correct joint articulations.

3. Close the gripper’s fingers, mount it
back to the UR, and attach the wires.

Once these four stages are completed, the
monthly maintenance of the UR’s gripper is
finished. As it can be implied by the steps
to perform the task, a heavy manual effort
is required to perform the operation, so a
hands-free system is critical to improve the
User Experience (UX).

For the presented use case, the developed
NLU module can understand a total of 10

1https://assets.robotiq.com/
website-assets/support_documents/document/
3-Finger_PDF_20190322.pdf?_ga=2.105997637.
750885948.1563187207-1298495031.1563187207,
last accessed 29/04/2020
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Augmented Reality & Spoken Dialogue System
Visualisations aside, how helpful has the voice interaction
been in performing maintenance? Mean score: 4,3/5

Voice interaction aside, how useful have the visualisations been to you? Mean score: 3,7/5

Do you think you could have done the maintenance properly
without the visualisations, just with the voice interaction?

Yes: 1,
Yes, but it would have taken longer: 4,
No, AR was a key feature: 4,
I don’t know: 1

Do you think you could have done the maintenance properly without the voice interaction,
just with the visualisations?

Yes, but it would have taken longer: 4
No, voice interaction was a key feature: 6

If you had to say which technology was more relevant, which would it be?
AR: 1,
SDS: 3,
Both: 6

Do you think it was useful to combine both technologies? Yes: 10, No: 0
Usability and perception

Has the system made maintenance easier? Mean score: 4/5
Have you felt frustrated at any point in the process? Never: 1, Almost never: 4, Sometimes: 5
“The system has increased my confidence that I was performing the task correctly” Mean agreement score: 3,8/5
How much has having your hands free made maintenance easier? Mean score: 4,5/5

Task Completion and Recommendation
Have you been able to complete the maintenance task? Yes: 9, No: 1
Would you recommend using the assistant to someone who has never done the maintenance before? Yes: 10, No: 0
Would you use the assistant to do maintenance a second time, the following month? Yes: 8, No: 2

Table 1: Summary of the evaluation form filled by the participants

different intents, 20 entities, and more than
20 entity-values in total, using more than
2000 grammar rules to parse the operators’
input into valid semantic actions.

The initial DM version was trained us-
ing 33 expert-rules. These DM rules map
the dialogue state –which encodes the lat-
est system’s response, user action, and dis-
crete memory attributes– with the possible
actions to perform in the task, with phys-
ical objects (e.g. tools, wires, bolts), and
with their properties, so that questions like
”Which tool do I need?” and ”Where are the
bolts?” can be disambiguated according to
the current step context. These rules also
control the dialogue navigation aspects such
as the welcoming prompt, repetitions, flow
constraints (do not allow the operator to go
to the next step if the current one is not sat-
isfied), and so on.

The Response Generation had 48 possi-
ble response actions, amounting to 131 text
templates (an action may have more than
one associated template). A total of 8 possi-
ble AR animations were developed: 1) initial
gripper position over the UR, 2) point shut-
down button, 3) point the wires location, 4)
point the bolts in the base of the gripper, 5)
point the bolts under the gripper’s fingers,
6) gripper’s fingers opening, 7) gripper’s fin-
gers movement to check, and finally 8) grip-
per’s fingers closing.

3 Experimental Framework
The objective of AREVA is to help and
guide operators during maintenance tasks
and make them more independent. Ten par-

Figure 2: An operator using the AREVA sys-
tem to carry out the gripper’s maintenance

ticipants were recruited to validate the sys-
tem and asked to perform a maintenance
task in which they had no previous experi-
ence.

The robot arm was fixed on a pre-set po-
sition, with the gripper coupled and its fin-
gers closed, as shown in Figure 2. The tools
needed for the task were placed on the table.
At the beginning of the session, while the
participants were adjusting and getting fa-
miliarised with the AR Glasses, a researcher
would present the UR, the system, and the
task at hand that they should complete with
no additional details.

The evaluation form had several ques-
tions regarding the technological compo-
nents of the system, which were evaluated
both separately and in conjunction. Besides,
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additional questions about usability, partici-
pants’ perception, and task completion were
included. The results to these questions are
summarised in Table 2.

The results reported in Table 2 show
that the use of AR and SDS technologies
combined in AREVA is useful for training
and assisting applications for industrial pro-
cesses.

The Spoken Dialogue System is perceived
more positively by the participants, both in
helpfulness and as a key feature, but, over-
all, the combination of both technologies is
perceived as advantageous and both of them
are relevant to assist and guide the operator
through the gripper’s maintenance task. Re-
garding the scores achieved in the system’s
usability and perception evaluation, all par-
ticipants agreed that the system made the
maintenance easier, especially by allowing
them to have both hands free, and made
them feel more confident that they were do-
ing it correctly. Still, there were times when
some users felt frustrated using the system,
mostly due to STT or Voice Activity Detec-
tion errors.

Finally, 9 out of 10 users were able to
complete the maintenance –note that no par-
ticipant had made this process before and
their knowledge of industrial processes was
limited–. All of them would recommend the
system to someone who has never done this
task before, proving the usefulness of the
system when training new operators. More-
over, 8 of them would use AREVA again for
the following month’s maintenance.

Additional observations made by the
participants set the focus on improving
the hardware ergonomics, as sometimes it
would bother the participants when per-
forming the maintenance. Also, the capabil-
ity of adapting to each user profile (begin-
ners/intermediate/advanced) to adjust the
response verbosity was deemed as a useful
feature.

4 Conclusions and Future Work
This paper describes an Augmented Real-
ity Voice Assistant for natural and hands-
free guiding for a Universal Robot Gripper’s
maintenance. The proposed solution facili-
tates the capture, distribution, and commu-
nication of domain specific knowledge to
operators in training and production phases.
The hands-free, technology-combining mul-

timodal system was well accepted by a
group of non-expert operators unfamiliar to
the task. As future work, a wider sample of
participants will participate as testers. In ad-
dition, UX factors will be further improved
and evaluated, such as improvements in the
STT and NLU modules and the use of Wake-
up words to avoid ambient-noise activation
of the VAD module. Also, the extrapolation
to other industrial processes will be further
investigated.
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