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The Effect of Spectral Resolution Upon the Accuracy of Brain Tumor
Segmentation from Multi-Spectral MRI Data*
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Abstract— Ensemble learning methods are frequently em-
ployed for brain tumor segmentation from multi-spectral MRI
data. These techniques often require involving several hundreds
of computed features for the characterization of the voxels,
causing a rise in the necessary storage space by two order of
magnitude. Processing such amounts of data also represents a
serious computational burden. Under such circumstances it is
useful to optimize the feature generation process. This paper
proposes to establish the optimal spectral resolution of multi-
spectral MRI data based feature values that allows for the
best achievable brain tumor segmentation accuracy without
causing unnecessary computational load and storage space
waste. Experiments revealed that an 8-bit spectral resolution
of the MRI-based feature data is sufficient to obtain the
best possible accuracy of ensemble learning methods, while it
allows for 50% reduction of the storage space required by
the segmentation procedure, compared to the usually deployed
featured encoding techniques.

Index Terms— Magnetic resonance imaging, spectral resolu-
tion, image segmentation, ensemble learning.

I. INTRODUCTION

The ever growing number of deployed medical imaging
devices produce a continuously increasing amount of data
day by day. The need for automatic data processing methods
has been visibly identified. For example, the MICCAI Brain
Tumor Segmentation Challenge (BraTS) that was organized
yearly since 2012, led to the publication of a wide range
of automated solutions for the diagnosis of brain tumors
from multi-spectral MRI data [1], [2]. Recent methods pro-
posed to the problem formulated by the BraTS challenges
employ the whole arsenal of supervised and semi-supervised
machine learning techniques, including ensemble learning
[3], AdaBoost classifier [4], random forests [5], [6], [7],
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extremely random trees [8], support vector machines [9],
[10], convolutional neural network [11], [12], deep neural
networks [13], [14], [15], [16], Gaussian mixture models
[17], fuzzy c-means clustering in semi-supervised context
[18], [19], active contour models [20], [21], [22], tumor
growth model [23]. For earlier solutions the reader is referred
to the review paper by Gordillo et al. [24].

Beside creating accurate automatic processing algorithms
for the image data, it is also necessary to study the efficiency
of data storage. Some of the above mentioned machine
learning algorithms involve several hundreds or even a couple
thousands of computed features. Under such circumstances
it is utmost important to use the optimal spectral resolution.
Using finer resolution than the optimal one results is slower
data processing. On the other hand, a too coarse resolution
may damage the segmentation accuracy.

This study proposes to study the effect of color depth
(also referred to as intensity resolution or spectral resolution)
upon the segmentation accuracy of brain tumors from multi-
spectral MRI data. The main goal is to establish, which is the
optimal spectral resolution that yields the best segmentation
accuracy while using the smallest number of bits to store
each feature value.

The rest of this paper is structured as follows: Section II
presents the data sets and data processing methods involved
in the study. Section III relates on the performed experiments
and their outcome. Section IV concludes this study.

II. MATERIALS AND METHODS

The problem is formulated as follows. Given an existing
brain tumor detection and segmentation procedure [25] based
on machine learning that uses volumetric MRI data taken
from the MICCAI BraTS challenge [1]. The procedure uses
an ensemble learning approach: binary decision trees (BDT)
[26] are trained to separate tumor tissues from normal
ones. Beside the four observed features provided by the
MICCALI BraTS database, each voxel is characterized by 100
further computed features. The accuracy of the system is
characterized by the average and overall Dice scores (DS),
extracted according to the definitions given in Section II-
D. The main goal of this study is to establish what color
depth or intensity resolution is necessary to achieve the best
possible performance.

A. Data

The whole set of 54 low-grade tumor volumes of the
MICCALI BraTS 2016 training data set [1] was used in this
study. Records contain four data channels (T1, T2, T1C,
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TABLE I
INVENTORY OF COMPUTED FEATURES. OBSERVED DATA CHANNELS
WERE EQUALLY INVOLVED.

Neighborhood | AVG MAX MIN MED GRAD GABOR Total
3X3x3 4 4 4 12
3x3 4 4 8
5X5 4 4 8
TxT 4 4 16 24
9x9 4 4 8
11 x 11 4 4 32 40
Total 24 4 4 20 16 32 100

AVG - average, MAX - maximum, MIN - minimum, MED - median
GRAD - gradient, GABOR - Gabor wavelets

FLAIR) which represent the observed features for all voxels,
and the annotation established by human experts. A standard
automatic method was employed to register all data channels
to the T1 data. Non-brain tissues were eliminated from all
images. Technical details of the BraTS data are given in [1].

B. Procedure

The tumor detection and segmentation procedure em-
ployed in this study was previously described in [25], [27].
MRI data undergoes four main processing steps, which are
the following:

1) Preprocessing, which consists of the following items:
(1) intensity inhomogeneity compensation [28], [29],
[30] of the MRI data accomplished with the enhanced
N3 method [31]; (2) histogram normalization on all
data channels via mapping to a predefined scale, ac-
complished with a context dependent linear transform
[32] that maps the 25-percentile and 75-percentile of
the intensities onto previously defined fixed values,
modifies all other values accordingly, and cuts both
tails of the transformed histogram at fixed thresholds.

2) Feature generation, which is motivated by the follow-
ing: (1) neighbor voxels are likely to belong to similar
tissues, so their labeling should depend on each other;
(2) automatic registration is never perfect: there is no
guarantee that a cubic millimeter of brain tissues is
represented by the same coordinates in all observed
data channels; (3) not only the observed intensities, but
also the textures may contain relevant information. The
additionally computed features are exhibited in Table
I. Details of this feature generation process are given
in our previous work [25].

3) Ensemble learning, which employs binary decision
trees for decision making. The whole set of ny = 54
LG tumor records were randomly divided into two
equal subsets, which were involved in the training
and testing process in turns. Ensemble consisted of
a predefined number of nr decision trees, each of
which were trained to separate normal and tumor
voxels within a randomly sampled set of N voxels
(pn percent negatives, 100 — py percent positives).
During the training process, an entropy based criterion
was deployed to select the optimal unique feature and
threshold to be used by each decision node. After en-

semble training, each voxel of the test records receives
a vote from each trained decision tree, and the label
of the voxel is decided by the majority of the votes.

4) Post-processing, which improves the decision accuracy
of the ensemble using a morphological criterion. The
ensemble of trees provides intermediary labels only.
Post-processing reevaluates the intermediary labels
based on the ratio of spatial neighbors (within an
11 x 11 x 11-sized neighborhood) whose intermediary
labels are positive. Post-processing has a regulatory
effect upon the shape of the tumor and improves
the mean values of the statistical accuracy indicators
presented in Section II-D.

C. Color depth or intensity resolution

The original MRI data has each observed voxel intensity
encoded in a 16-bit unsigned variable. Although this variable
can store 65,536 different values, true MRI data hardly
contain more than few thousand different values. Several
records from the BraTS dataset only use hundreds of differ-
ent intensities. During the histogram normalizing task of the
preprocessing step, presented in Section II-B, the first thing
is to set the target range of the normalized intensities, which
is 1 to Ny, where N, represents the number of possible grey
levels. The O value stands for missing data or non-brain voxel
within the MRI volume. We may set N, with any value. If
we intend to use a b-bit resolution, N, should be no greater
than 2° — 1. The predefined value of N, defines the range
of intensities for the normalized observed features, and later
the range for the further 100 computed features as well.

During this study we investigated how the intensity reso-
lution influences the accuracy of tumor segmentation within
our ensemble learning framework. Choosing various values
of N, between 15 to 1023, and performing full training and
testing cycles using the LG tumor volumes of the BraTS
dataset, allowed us to formulate recommendations regarding
the necessary number of bits to store each single value of
the feature vectors.

D. Evaluation

The accuracy of the segmentation of data record ¢ (1 =
1...ny) is characterized by the number of true positives
(TP;), false positives (F'P;), true negatives (TN;), and false
negatives (FIN;). The Dice Score (DS) is our main accuracy
indicator, which is computed for any record ¢ as:

2><TP1

DS; = . 1
We can also extract the average DS as:
_ 1
DS=— DS; , 2
and the overall DS as
ny
DS = = : (3)
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Fig. 2. Dice scores obtained for individual LG tumor volumes, plotted
against each other, in all head-to-head combinations of five, six, eight and
ten bits resolution.
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III. RESULTS AND DISCUSSION

The 54 LG tumor records, their 4 observed and 100
computed features, were resampled at various intensity res-
olutions varying from 4 bits (16 intensity levels) to 10 bits
(1024 intensity levels). All versions were fed to the very
same ensemble learning method presented in section II, using
up to 125 binary decision trees in each ensemble, each tree
trained using the feature vectors of 10k to 100k voxels, out
of which 93% were negatives and 7% positives.

Figure 1 presents the average and overall Dice scores
obtained in various scenarios, plotted against the intensity
resolution of the feature data. Dice scores seem to be stable
above 8-bit resolution (256 intensity levels). However, as we
decrease the color depth, the accuracy indicators drop more
and more rapidly. On the other side, it is surprising that
16 intensity levels per data channel can provide acceptable
Dice scores, less than 2% below the ones obtained at optimal
resolution.

Figure 2 reveals us how different resolutions perform
against each other, using the very same settings on the same
individual LG volumes. Each panel compares two resolutions
from the set of five, six, eight and ten bits, and each cross
in these panels represents the Dice scores obtained for the
same LG tumor volume by the two represented resolutions.
Coarser resolutions usually have less accurate outcome than
fine ones, but 8-bit and 10-bit resolutions perform virtually
identically. Differences are better visible in case of the
volumes where the Dice scores are lower.

The above results suggest that the highest achievable
accuracy is guaranteed by an 8-bit resolution, so there is
no need for more than a single byte to store the intensity of
each voxel in the MRI volumes, after having performed the
data preprocessing. Using this kind of data representation, it
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is possible to save 50% of the storage space used by most
MRI data formats.

IV. CONCLUSIONS

This paper investigated how much the accuracy of an
ensemble learning based brain tumor segmentation proce-
dure based on multi-spectral MRI data is influenced by the
intensity resolution of the observed and computed features.
The experimental study revealed that even an extremely
coarse resolution of 4 bits is enough to produce acceptable
results, while 8-bit resolution is enough to provide the best
accuracy. This result suggests that the widely used 16-bit
unsigned integer data representation is a waste of storage
space, because a single byte per feature could efficiently store
the full amount of relevant information.
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