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HOMOTOPY RG FLOW AND THE NON-LINEAR σ-MODEL

RYAN GRADY AND BRIAN WILLIAMS

ABSTRACT. The purpose of this note is to give a mathematical treatment to the low energy effective
theory of the two-dimensional sigma model. Perhaps surprisingly, our low energy effective theory
encodes much of the topology and geometry of the target manifold. In particular, we relate the β-
function of our theory to the Ricci curvature of the target, recovering the physical result of Friedan.
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1. INTRODUCTION

In this note we give a mathematical treatment to the low energy effective theory of the two-
dimensional σ-model. This σ-model involves maps from a Riemann surface Σ to a Riemannian
manifold X with metric h. Physically, a field is a smooth map ϕ : Σ → X and the action functional
is given by

S(ϕ) =
∫

Σ
h(∂ϕ, ∂ϕ),
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2 RYAN GRADY AND BRIAN WILLIAMS

where ∂, ∂ are the holomorphic and anti-holomorphic pieces of the de Rham differential on Σ. The
map ϕ satisfies the classical equations of motion if and only if it is harmonic. Classically, of course,
the theory is conformal. In particular, when we work locally on Σ the theory is scale invariant. We
study the failure of the classical theory to be scale invariant at the quantum level. The quantity
that measures this is precisely the β-function of the quantum field theory.

We do not study the full theory, but rather only the theory in perturbation around the space of
constant maps in the space of all harmonic maps. Our low energy effective quantization encodes
much of the topology and geometry of the target manifold. Our main result is to relate the one-
loop β-function to the Ricci curvature of X.

Theorem A. The one-loop β-function for the two-dimensional σ-model with target the Riemannian mani-
fold (X, h) satisfies

β(1)(h) = −
1

12π
Ric(h).

In 1985, Dan Friedan [7] gave a physical argument for the validity of Theorem A; see also the
more recent geometric overview of Carfora [1]. This manuscript is by no means the first treatment
of the Riemannian σ-model using the Batalin-Vilkovisky (BV) formalism. Most recently, using a
different approach, Nguyen [14] has constructed the BV quantization of the theory for a general
target manifold and recovers Friedan’s result from it. Below, we give a mathematically rigorous
treatment for a general target Riemannian manifold (X, h) using the language of L∞ spaces. Our
approach also uses Costello’s paradigm for BV theory, as well as the subsequent (rigorous) devel-
opment of the β-function in this setting by Elliott, Williams, and Yoo [6].

The theorem identifies the one-loop contribution to the β-function, so to compute it we only
consider the quantization to first-order in the quantum parameter h̄. Key to this process, in the
BV formalism, is to study the moduli of all such quantizations. Perturbatively, the object which
controls this moduli space is the deformation complex. Its cohomology represents the space of all
functionals by which we can deform the classical action functional.

Theorem B. Let Def denote the obstruction deformation complex for the σ-model of maps C → (X, h).
There is a quasi-isomorphism

(Def)Aff(C) ≃ Riem(X, h)[1] ⊕ Ω3
cl,X,

where Ω3
cl,X is the sheaf of closed three-forms and

Riem(X, h) = TX
d
−→ Sym2(T∨

X )[−1].

The first summand of Def deforms the metric on the target manifold, while the second sum-
mand introduces an H-flux. In this note, we don’t discuss how the addition of an H-flux modifies
the β-function. Though we expect that one could study this through the exact Courant algebroid

determined by the H-flux 3-form; this would provide an interpretation of recent work of Ševera
and Valach [15] in the BV formalism.

There are many remaining mathematical questions, especially regarding the observable theory
for the σ-model, which are beyond the scope of this paper. For instance, the algebra of quan-
tum observables [4] should be quite large and include the bc-βγ-vertex algebra. There is also the
question of studying the non-perturbative behavior of the β-function. The full β-function should
be a section of some line bundle on the full space of classical solutions (that is, harmonic maps)
obtained by quantizing the theory in families.

In Section 2, we construct the classical BV theory using Lie theoretic techniques as in [2] and
[10]. We also compute the obstruction deformation complex of the theory, culminating in Propo-

sition 2.8. Section 3 is about quantizing the σ-model to one-loop, i.e., modulo h̄2; a cohomological
argument shows there is no obstruction. In Section 4, we summarize the relevant results from [3]
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and [6] regarding the mathematical definition of the β-function. In particular, we have aimed to
point out connections to and differences from the physics literature, e.g., as in Remark 4.5. Fi-
nally, in Section 5, we compute the one-loop β-function in terms of the Ricci tensor of the target
manifold.

1.1. Acknowledgements. It’s a pleasure to thank Kevin Costello, Chris Elliott, Owen Gwilliam,
Steve Rosenberg, and Philsang Yoo for helpful feedback and discussion. We owe an especially
large debt to Si Li and thank him for his insight and suggestions over the course of this project. We
appreciate Eric Berry’s careful reading of a preliminary version of this work that helped correct
numerous typos. In addition, we thank the referee for providing useful feedback that greatly
improved the organization and exposition of the paper.

2. THE CLASSICAL σ-MODEL

In this section we set up the mathematical model that we use to study the the σ-model of maps
from a Riemann surface Σ to a Riemannian manifold (X, h) where h is the metric. Physically, a
field is a map ϕ : Σ → X and the action functional is of the form

S(ϕ) =
∫

Σ
h(∂ϕ, ∂ϕ),

where ∂, ∂ are the holomorphic and anti-holomorphic pieces of the de Rham differential on Σ. The
classical solutions to the equations of motion are harmonic maps Σ → X. This whole mapping
space is quite complicated and difficult to study, and the approach we take is to work perturba-
tively around a fixed harmonic map ϕ0 : Σ → X (in fact, we take ϕ0 to be a constant map).

2.1. Smooth geometry and L∞ algebras. The language we will use to describe the perturbative
non-linear σ-model uses the formalism of L∞ spaces. For examples on how this formalism has
been used to study related theories see [2, 9, 10, 12, 13]. The goal is to describe the target by Lie
algebraic data so that the theory we write down behaves formally like a gauge theory. In later
sections we will see that such a description lends itself to a rigorous analysis in the BV-BRST
formalism, and hence in a description of its behavior under local RG flow.

Let TX be the sheaf of smooth vector fields and Ω∗
X be the sheaf of de Rham forms equipped

with the de Rham differential. If we want to refer to the sheaf as a graded vector space, that is
with the differential turned off, we use the notation Ω#

X. If E is the sheaf of smooth sections of a
vector bundle E with flat connection we let Ω∗

X(E) denote its associated de Rham complex.
The main input we need is a description of X in terms of a certain curved L∞ algebra defined

over the de Rham complex Ω∗
X. For a definition of curved L∞ algebras and a proof of the following

result we refer the reader to [11].

Proposition 2.1 (Lemma 4.12 in [11]). Let X be a smooth manifold. Then, there is a curved L∞ algebra
gX over Ω∗

X such that
C∗

Lie(gX) ∼= Ω∗
X(JX),

where JX is the sheaf of ∞-jets of the trivial bundle on X.

Remark 2.2. As a graded Ω#
X-module there is an identification gX

∼= Ω#
X ⊗C∞

X
TX [−1]. Moreover,

the curved L∞ algebra gX is a natural object to consider for any smooth manifold X: up to isomor-
phism it is unique up to a contractible choice.

We will denote by {ℓk} the family of L∞ brackets of the curved L∞ algebra gX. For example,

ℓ0 ∈ Ω∗
X is of cohomological degree two and represents the “curving” 1. Similarly, the unary

bracket ℓ1 : gX → gX gives gX the structure of a dg module over the dg ring Ω∗
X .

1To fix an L∞ structure on gX it suffices to choose a connection on TX . In this case, ℓ0 is identified with the curvature
of this connection.
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A choice of a Riemannian metric h on X determines an isomorphism h : TX
∼= T∗

X. This isomor-
phism extends to the L∞ algebra gX in the following way.

Lemma 2.3. Suppose h is a Riemannian metric on X. Then, there is an isomorphism of Ω∗
X-modules

h♭ : gX
∼= g∨X,

where g∨X denotes the Ω∗
X-linear dual. The inverse isomorphism is denoted h#.

Proof. Since the isomorphism h : TX
∼= T∨

X is of C∞
X -modules we have an induced isomorphism of

graded Ω#
X-modules

h : Ω#
X ⊗C∞

X
TX[−1] ∼= Ω#

X ⊗C∞
X

T∨
X [−1].

�

Given any vector bundle E on X we can consider the DX-module of smooth ∞ jets JE, and
hence its de Rham complex Ω∗

X. If E denotes the sheaf of sections of E, there is a natural quasi-
isomorphism

j∞ : E
≃
−→ Ω∗

X(JE)

sending a smooth section to its power series expansion. For example, in the case of the trivial
bundle on X this defines a quasi-isomorphism C∞

X ≃ C∗
Lie(gX). In general, we make the following

definition.

Definition 2.4. Let E be a vector bundle on X. We define the gX module, which we still denote by
E, whose Chevalley-Eilenberg complex is the C∗

Lie(gX) dg module

C∗
Lie(gX; E) := Ω∗

X(JE).

In the case of a Riemannian manifold (X, h) we have a metric h ∈ Sym2(T∨
X ). In particular, we

can consider its ∞-jet

(2.1) h∞ := j∞(h) ∈ Ω∗
X

(
J

(
Sym2(T∨

X )
))

= C∗
Lie

(
gX; Sym2(T∨

X )
)

.

By the equality on the right-hand side, we can think of h∞ as being a functional on gX with values
in the sheaf of symmetric (0, 2)-tensors.

2.2. The BV formalism. To write down a theory on Σ in the BV formalism it suffices to prescribe
a sheaf of elliptic complexes E on Σ equipped with a (−1)-shifted symplectic form – the space
of fields – together with a local functional on E – the interaction functional. For a more precise
definition we refer the reader to Definition 5.4.0.3 in [4].

The sheaf of fields of the Riemannian σ-model is the sheaf on Σ of Ω#
X-modules

E = C∞
X ⊗C gX[1]⊕ Ω2

X ⊗C g∨X.

We write the fields as ϕ ∈ C∞
Σ ⊗ gX and ψ ∈ Ω2

Σ ⊗ g∨X . The shifted symplectic pairing of degree
(−1) is defined by

〈ϕ, ψ〉 =
∫

Σ
〈ϕ, ψ〉g ∈ Ω#

X.

We will write the classical action functional S : E → Ω∗
X in the form

S = Sfree + I

where Sfree is the free part that is quadratic as a functional on E. To define this functional consider
the operator

∂∂ ⊗ h♭ : C∞
Σ ⊗ gX → Ω2

Σ ⊗ g∨X.
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where h♭ is interpreted as in Lemma 2.3. There are internal differentials on gX (and g∨X) given by

ℓ1 (and its linear dual). We let Q = ∂∂ ⊗ h + ℓ1. Define

Sfree(ϕ, ψ) =
∫

Σ

〈
ϕ, (∂∂ ⊗ h)(ϕ)

〉
.

Note that
〈

ϕ, (∂∂ ⊗ h)ϕ
〉

= h(ϕ, ∂∂ϕ) so that this reduces to the familiar kinetic term of the σ-

model. Further, we remark that the operator Q satisfies Q2 = ℓ2
1 which is, in general, not zero,

which reflects the fact that the L∞ algebra is curved.
To define the interaction we first recall from (2.1) that we can view the metric as determining an

element h∞ which we view as a functional on gX. We can extend this to a functional on C∞
Σ ⊗ gX

simply by multiplying the function component. Similarly, we can extend the brackets ℓk defining

the L∞ structure on gX. The interaction is written as a sum of two terms I = Ih + IX where

Ih(ϕ) = ∑
k≥1

1

k!

∫

Σ
h
(k)
∞ (∂ϕ, ∂ϕ; ϕ⊗k)

and

IX(ϕ, ψ) = ∑
k≥2

1

(k + 1)!

∫

Σ

〈
ψ, ℓk(ϕ⊗k))

〉
gX

.

For each k, h
(k)
∞ denotes the kth term in the jet expansion and the ‘;’ separates the tensorial indices

from the jet indices.
Thus, the full action functional can be written succinctly as

S =
∫

Σ
h∞(∂ϕ, ∂ϕ; eϕ) +

∫

Σ
〈ψ, ℓ(eϕ)〉gX

.

2.2.1. Functionals. To describe functionals on E we need to introduce the dual to the space of fields.
This is defined by

E
∨ = HomΩ#

X
(E, Ω#

X).

The space of fields is built from the infinite dimensional space of functions on the Riemann surface
Σ, which has the structure of a topological vector space. The exact category of topological vector
spaces we work with will not be important, but is discussed in depth in the Appendix of [5]. In
the notation above, the space of homomorphisms is taken to be those that are continuous. With
this convention, there is a natural embedding E →֒ E∨[−1] defined by the shifted symplectic form.

The space of functionals O(E) is defined by

O(E) = ∏
n≥0

HomΩ#
X
(Symn(E), Ω#

X).

There is a subspace of local functionals Oloc(E) ⊂ O(E) consisting of functionals of the form F(ϕ, ψ) =∫
L where L is a Lagrangian density. For a precise definition see [4]. The symplectic pairing on

the space of fields induces a bracket of degree +1 on local functionals that we denote by {−,−}.

Proposition 2.5. The function S = Sfree + I is local. Moreover, it satisfies the classical master equation

QI +
1

2
{I, I}+ Fℓ1

= 0,

where Fℓ1
∈ Oloc(E) satisfies {Fℓ1

,−} = ℓ2
1.

Proof. Due to the nature of the symplectic pairing it is immediate that {Sh, Sh} = 0. To see that
{SX , Sh} = 0 we observe that Sh is defined using the jet expansion of a globally defined tensor,
namely the metric. Next, we note that the operator {SX ,−} is precisely the Chevalley-Eilenberg
differential for the L∞ algebra C∞(Σ)⊗ (gX ⋉ volΣ · g∨X[−1]) with L∞ structure given by tensoring
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the algebra of functions with the L∞ structure on the square-zero extension gX ⋉ g∨X[−1]. Thus
{SX , SX}(ϕ, ψ) =

〈
ψ, ℓ2

1(ϕ)
〉

is equivalent to the closure of this curved L∞ structure. Since ℓ2
1

represents the curvature of the connection, we are done. �

An immediate corollary is that the operator {S,−} = Q + {I,−} defines a differential on the

space of local functionals (considered as an Ω
♯
X-module).

Definition 2.6. The obstruction deformation complex is defined by

Def = (Oloc(E), {S,−}) = (Oloc(E), Q + {I,−}) .

2.3. Calculation of the obstruction deformation complex. The definition of the obstruction de-
formation complex is a very natural one from the point of view of the classical field theory: natural
deformations of the theory are given by deforming the local action functional. A local action func-
tional is specified by two pieces of data: a functional on the space of fields depending only on the
infinitesimal jet data of the fields (modulo constants), and a density on the manifold. A model for
this space of local functionals is given by the following tensor product:

Oloc(E) = DensM ⊗DM
Ored(JE)

where DM denotes the sheaf of differential operators on M. To make sense of this tensor product
we recall that DensM has a natural right D-module structure and the infinite jet bundle has a
canonical flat connection (and hence a left D-module structure).

A priori, the space of all deformations is very large and not very manageable. In this section,
we restrict ourselves to studying deformations that respect certain symmetries of the σ-model and
compute such deformations in terms of geometric quantities on the target Riemannian manifold.

We consider the theory with source manifold Σ = C. In this case, we see that the theory is
acted upon by the group of affine linear transformations Aff(C) = C×

⋉C given by rotations and
translations. This is the symmetry that we wish to impose on the deformations of the model. The

subcomplex of deformations that are invariant for this symmetry is denoted (Def)Aff(C).

Remark 2.7. By (Def)Aff(C) we mean the strict (underived) fixed points of the affine group. The
deformation complex Def is the global sections of a Aff(C)-equivariant vector bundle on C. This
Aff(C) representation is induced from a finite dimensional C×-representation. Since C× is reduc-
tive, its derived and underived fixed points agree, so this operation is reasonable in our context.

Already, for the translation invariant subcomplex there is a vast simplification of the space of
local functionals. Indeed, Lemma 6.7.1 of [3] implies that

Oloc(E)
C ≃ C · d2z ⊗L

C[∂z,∂z]
Ored(J0E)

where J0E denotes the fiber of the infinite jet bundle at 0 ∈ C. This statement is a consequence of
the fact that a translation invariant local functional is completely determined by its behavior in a
neighborhood of the origin.

Before stating the main result of this section, we will set up some notation. Consider the follow-
ing sheaf of dg vector spaces on the Riemannian manifold (X, h)

TX
d
−→ Sym2(T∨

X )[−1]

where the differential is defined by d(X) = LXh where L is the Lie derivative. In fact, the Lie
bracket on vector fields together with the natural action of vector fields on symmetric tensors
endows this sheaf with the structure of a sheaf of dg Lie algebras. This sheaf of dg Lie algebras
describes the formal neighborhood of (X, h) in the moduli space of all Riemannian structures on
X. We will denote this sheaf by Riem(X, h).
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Proposition 2.8. Consider the classical BV theory E(C) placed on the Riemann surface Σ = C. There is
an equivalence of Ω∗

X-modules

(Def)Aff(C) ≃ Ω∗
X(JF)

where F is the sheaf of dg vector spaces on X given by

F = Riem(X, h)[1] ⊕ Ω3
cl,X

where Ω3
cl,X is the sheaf of closed three-forms.

As with the de Rham complex of any infinite jet bundle we observe immediately that there

is an equivalence of C∞
X -modules (Def)Aff(C) ≃ F. In fact, we can describe explicitly a quasi-

isomorphism

R : F → (Def)Aff(C)

as follows. Let j∞ : F → Ω∗
X(JF) denote the quasi-isomorphism given by taking the ∞-jet of a

section. For instance, if α is a section in Sym2(TX) we have j∞(α) ∈ Ω∗(X, JSym2(TX)). Moreover,

we know that there is an isomorphism of Ω∗
X-modules C∗

Lie(gX; Sym2(T∨
X )). We obtain a local

functional via the formula

R(α)(ϕ, ψ) =
∫

j∞(α)(∂ϕ, ∂ϕ; eϕ)d2z.

Geometrically speaking, these deformations and symmetries are apparent from the point of
view of the σ-model. Indeed, we see all deformations of the Riemannian structure on the target
manifold. The formal neighborhood of (X, h) in the moduli of Riemannian structures is described
precisely by the dg Lie algebra Riem(X, h).

For the other component of the deformation complex, note that the degree zero cohomology of
the sheaf Ω3

cl,X can be thought of as the collection of H-fluxes. The deformation of the action is

realized as follows: every closed 3-form H is locally exact, so choose a 2-form B with dB = H. We
then have the following functional on maps ϕ : Σ → X:

SH(ϕ) =
∫

Σ
ϕ∗B.

2.3.1. It is convenient to introduce the notation L = E[−1] for the L∞ algebra obtained by shifting
the space of fields up by one. In this case, the piece of the differential {SX,−} determines an
identification

(Ored(J0E), {SX ,−}) = C∗
Lie,red(J0L).

To handle the translation invariant piece of the deformation complex, Lemma 6.7.1 of [3], ref-
erenced above, says we must compute the derived tensor product C · d2z ⊗L

C[∂z,∂z]
C∗

Lie,red(J0L).

To compute this we choose a free resolution of the trivial C[∂z, ∂z] module C · d2z given by the
complex

M =

(
C[ǫ, ǫ, ∂z, ∂z], d =

∂

∂ǫ
∂z +

∂

∂ǫ
∂z

)

where ǫ, ǫ have degree −1. To remind us that we are resolving the trivial module C · d2z we will
write M · d2z.

We see that the derived tensor product computing the invariant deformation complex reduces
to
(2.2)

−2 −1 0

(ǫǫ · d2z) · C∗
Lie,red(J0L)

d1 // (ǫ · d2z) · C∗
Lie,red(J0L)⊕ (ǫ · d2z) · C∗

Lie,red(J0L)
d2 // d2z · C∗

Lie,red(J0L)
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where the differentials d1, d2 are determined by the action of C[∂z, ∂z] on J0E. We have omitted
the contribution of the part of the differential given by {Sh,−}.

Now, we see that the ∞-jets at 0 ∈ C of the L∞ algebra L are of the form

J0L = gX ⋉ d2y · g∨X[−1][y, y],

where we have denoted the formal jet variables by y and y.
We have yet to account for invariance for the other piece of the affine group C× given by scaling.

Let λ ∈ C×. The volume element d2z scales as λ ·d2z = λλd2z. On the variables ǫ, ǫ scaling acts as

λ · ǫ = λǫ and λǫ = λǫ. Similarly, C× acts on the jet complex via λ · y = λy and λ · y = λy. Thus,
in the complex (2.2) above we see that the C×-invariant subcomplex will be given by summands
labelled by the following C×-invariant elements:

ǫǫd2z , ǫd2z(y∨) , ǫd2z(y∨) , d2z(y∨y∨) , d2z(d2y)∨.

We read these terms off as follows:

(1) the term labeled by ǫǫd2z contributes the summand C∗
Lie,red(gX) in degree −2 (remember-

ing the overall shift by −2);
(2) the term labeled by ǫd2z(y∨) contributes the summand C∗

Lie(gX; g∨X[−1]) in degree −1;

(3) the term labeled by ǫd2z(y∨) contributes the summand C∗
Lie(gX; g∨X[−1]) in degree −1;

(4) the term labeled by d2z(y∨y∨) contributes the summand C∗
Lie(gX; g∨X[−1]⊗ g∨X [−1]⊕ g∨X[−1])

in degree 0;
(5) the term labeled by d2z(d2y)∨ contributes the summand C∗

Lie(gX; gX[1]) in degree −1.

In all, we see that the C× invariant subcomplex of (2.3) is of the form

(2.3) −2 −1 0

C∗
Lie,red(gX)

d1 //

d1

((◗
◗◗

◗◗
◗◗

◗◗
◗◗

◗

C∗
Lie(gX; g∨X[−1])

d2 // C∗
Lie(gX; g∨X[−1]⊗ g∨X[−1])⊕ C∗

Lie(gX; g∨X[−1])

C∗
Lie(gX; g∨X[−1])

d2

33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣

C∗
Lie(gX; gX[1])

YY >>

We have seen that the differential of the deformation complex is of the form {Sh + SX,−} =
{Sh,−}+ {SX ,−}. Moreover, in the proof of Proposition 2.5 we showed that {Sh,−} and {SX ,−}
commute and are each of square zero. The differential {SX,−} has the effect of turning on the
Chevalley-Eilenberg differential for gX (and its modules). We now study what {Sh,−} does to the
complex above.

Note that Sh is a functional purely of the ϕ variables. So, its Poisson bracket {Sh,−} only acts
non-trivially on the deformation complex containing functionals of the ψ field. The only term
above involving the ψ field is term 5 which is given by C∗

Lie(gX; gX[1]) ∼= Ω∗
X(JTX

). The differential
{Sh,−} maps this term to the the factor C∗

Lie(gX; g∨X[−1]) ∼= Ω∗
X(JT∨X) in term 4. In fact, this is

nothing but the isomorphism Ω∗
X(JTX

) ∼= Ω∗
X(JT∨X) determined by the metric h. Thus, the part of

the differential {Sh,−} has the effect of killing term 5 and the second factor of term 4 above. We
have included {Sh,−} using the dotted arrow in the complex (2.3).

Before stating the following lemma, we recall the following basic construction. The metric h on
X induces the Levi-Civita connection on the tangent bundle TX and also a covariant derivative on
the cotangent bundle T∗X. At the level of sheaves, the covariant derivative is of the form

∇h : Ω1
X → Ω1

X ⊗ Ω1
X.
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Lemma 2.9. There is a quasi-isomorphism of (2.3) (including the dotted arrows) and the complex

(2.4) −2 −1 0

JOred(X)
d1

//

d1

$$■
■
■
■
■
■■

■
■

JΩ1
X

d′
2

// J(Ω1
X ⊗ Ω1

X)

JΩ1
X

d′
2

99rrrrrrrrrr

where d′
2 is equal to the infinite jet expansion of the map

(∇h,−σ∇h) : Ω1
X ⊕ Ω1

X → Ω1
X ⊗ Ω1

X

sending (ω1, ω2) to ∇hω1 − σ∇hω2, with σ the permutation operator sending ω1 ⊗ ω2 7→ ω2 ⊗ ω1.

Note that we can make the following change of coordinates in the degree −1 part of the com-
plex (2.4) sending (ω1, ω2) 7→ (ω1 + ω2, ω1 − ω2) so that d′

2 decouples into a symmetric and

antisymmetric summand d′
2 = Sym2(d′

2)−∧2d′
2, where

Sym2(d′
2) : JΩ1

X → JSym2Ω1
X

and
∧2(d′

2) : JΩ1
X → JΩ2

X.

We can check locally that former differential is nothing but the Lie derivative and the former the
de Rham differential. (This is classical, see for instance Proposition 2.54 of [8].)

We are left with the following complex

JOred
X

ddR
// JΩ1

X

ddR
// JΩ2

X

JTX

L(−)h
// JSym2Ω1

X.

3. ONE-LOOP QUANTIZATION

In this section we construct the one-loop quantization of the classical BV theory introduced
above. In the BV formalism this means that we construct a solution to the quantum master equa-

tion modulo h̄2. We proceed in the formalism developed in [3–5] which combines the effective
functional approach to the path integral with the BV-BRST formalism for analyzing gauge sym-
metries. There are two steps to quantization. First, we must write down an effective family of
functionals satisfying the (homotopical) renormalization group equations. We utilize a regular-
ization technique based on heat kernels to construct this effective family. Next, we must consider
the quantum master equation (QME) for this effective family. This can be viewed as studying quan-
tizations that respect the natural gauge symmetries of the theory.

We will only produce a quantization for the σ-model with source given by a two-dimensional
disk.

3.1. Gauge fixing. Before writing down the heat kernel and propagator we must choose a gauge
fixing operator. For us, this is the degree (−1) operator QGF on the complex of fields E given by

−1 0

C∞
Σ ⊗ gX Ω2

Σ ⊗ g∨X
⋆⊗h♯
oo
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where ⋆ is the Hodge star operator on Σ and h♯ is the inverse to h♭.
The generalized Laplacian for this gauge fixing operator is

[Q, QGF] = [∂∂ ⊗ h♭ + 1 ⊗ ℓ1, ⋆⊗ h♯]

= D ⊗ 1 + 1 ⊗ [ℓ1, h♯].

The operator D is the Laplace-Beltrami operator acting on functions and two-forms on Σ. Now, we
have the freedom to choose the L∞ structure on X to be compatible with the metric h. Indeed, we
can choose the L∞ structure coming from the Levi-Civita connection ∇ associated with h. Once we

do this, the operator ℓ1 is identified with ∇. Moreover, [ℓ1, h♯] = 0 is equivalent to the condition
∇h = 0. Thus, the generalized Laplacian is simply D ⊗ 1.

3.2. Heat kernel and the propagator. For L > 0 the heat kernel KL ∈ E⊗E splits into three pieces.
First, there is the scalar heat kernel for the Laplacian acting on functions on Σ = C which has the
explicit form

kL(x, y) =
1

4πL
e−|x−y|2/4L.

Second, there is the term d2x ⊗ 1 − 1 ⊗ d2y which accounts for the natural pairing between func-
tions and two-forms. Finally, there is the element idgX

+ idg∨X
∈ gX ⊗ g∨X ⊕ g∨X ⊗ gX accounting for

the natural pairing between gX and its dual. In all, we write the heat kernel as

KL(x, y) = kL(x, y)(d2x ⊗ 1 − 1 ⊗ d2y)(idgX
+ idg∨X

).

The defining property of the heat kernel is that it satisfies the relation

〈KL(x, y), Φ(y)〉 =
(

e−L[Q,QGF]Φ
)
(x)

for any Φ ∈ E.
The propagator is defined by

Pǫ→L(x, y) =
∫ L

t=ǫ
(QGF ⊗ 1)Kt(x, y)dt

=
∫ L

t=ǫ

1

4πt
e−|x−y|2/4tdt ⊗ h.

As we discuss in Appendix A, the propagator gives rise to a homotopy RG flow operator
W(Pǫ→L,−) and the corresponding homotopy Renormalization Group Equation (hRGE). As we
will see in Section 4, the limit as ǫ → 0 of the hRG flow W(Pǫ→L, I) is not well-defined in gen-
eral, and we must introduce counterterms as in [3]. In loc. cit., it is shown that counterterms exist
(given a choice of renormalization scheme), they are local functionals, and they only depend on
the UV parameter ǫ. Identification of the one-loop counterterms will play a critical role in the
computation of the β-function for our theory; this is explained in the subsequent sections.

We can now define our naı̈ve one-loop quantization.

Definition 3.1. The naı̈ve one-loop quantization of the two-dimensional σ-model of maps C → X
is

I[L] := lim
ǫ→0

∑
Γ

W(Pǫ→L, I + ICT(ǫ))

where the sum is over all genus zero and one graphs Γ, and ICT(ǫ) denotes a specific choice of
counterterms dependent on fixing a renormalization scheme.
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This one-loop quantization indeed defines a pre-theory (modulo h̄2) in the parlance of [3], i.e.,

the family of functionals {I[L]} satisfies the hRGE (modulo h̄2) and is asymptotically local in the
L → 0 limit. Further, {I[L]} is a pre-quantization (to one loop) of the σ-model, as

lim
L→0

I[L] ≡ Ih + IX modulo h̄.

3.3. The quantum master equation. To define a consistent QFT, the collection of interactions must
satisfy the quantum master equation. This quantum master equation should be thought of as a
quantization of the classical master equation we have already encountered.

The starting point is to introduce the operator Q + h̄∆L where ∆L : O(E) → O(E) is the scale
L BV Laplacian defined by contraction with the scale L heat kernel KL. The issue here is that this
operator is not square zero, in fact for every L > 0 one has

(Q + h̄∆L)
2 = ℓ2

1.

To rectify this, we introduce the modified Q-differential

QL = Q + ℓ2
1

∫ L

t=0
QGFe−tDdt.

Lemma 3.2. For any L > 0, the operator QL satisfies
(

QL + h̄∆L +
1

h̄
Fℓ1

)2

= C

for some C ∈ Ω
♯
X.

Proof. This follows from the observations that Q2
L = −{Fℓ1

,−} = −ℓ2
1 and [∆L, Fℓ1

] = ℓ2
1. �

Definition 3.3. The family of functionals {I[L]} is said to satisfy the scale L quantum master
equation (QME) if the operator

QL + h̄∆L + {I[L],−}L

is square zero acting on O(E).

Lemma 3.4. The family of functionals I[L] satisfies the scale L QME if and only if

QL I[L] + h̄∆L I[L] +
1

2
{I[L], I[L]}L + Fℓ1

is zero modulo constant terms, i.e. elements in the ring Ω
♯
X.

3.4. The obstruction. Not every naı̈ve quantization of a classical field theory defines a quanti-
zation. The obstruction is precisely the failure to satisfy the quantum master equation we have
just defined. In this section, we show that to order h̄ the obstruction, though not identically zero,
determines a trivial class in cohomology. This is enough to determine the existence of a one-loop
quantization of the classical σ-model.

Proposition 3.5. The obstruction to satisfying the quantum master equation modulo h̄2 is cohomologically
trivial in the deformation complex Def.

By Lemma C.5 in [13], we see that the obstruction satisfies

Θ[L] = lim
ǫ→0

∑
Γ,e

WΓ,e(PL
ǫ , Kǫ − K0, I)sm

where “sm′′ denotes the smooth component of the functional. The sum is over one loop connected

graphs Γ and edges e of the graph. The notation WΓ,e(A, B, I) where A, B ∈ Sym2(E) means that
we put A on each edge besides the distinguished edge, where we put B.
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We find that the tadpole diagram is purely singular, hence does not contribute to Θ[L]. More-
over, the diagrams involving three or more vertices vanish by type reasons. That leaves the wheel
with two vertices with internal edges labeled by Pǫ→L and Kǫ − K0, as shown here:

I I··
·

··
·

Kǫ − K0

Pǫ→L

The non-vanishing part of the weight of the diagram is of the form

∫

z,w

∫ L

t=ǫ

1

4πǫ

1

4πt
e−|z−w|2/4t ϕ(z, w)d2zd2wdt

where ϕ is some compactly supported function on C2 depending on the inputs of the diagram.
Applying Wick’s formula, we see that as L → 0 the smooth part of the diagram can be written as
the following local functional

−
log 2

4π
Θ(ϕ, ψ)

where Θ is represented by the diagram:

I I··
·

··
·

K0

Id

It suffices to show that we can make this functional exact in the deformation complex. For this,
consider the following local functional

J(ϕ, ψ) = I··
·

Id

The differential of the deformation complex is of the form {S,−} = Q + {I,−}. Applying this
operator to the functional J we find

(6) QJ + {I, J} = Q I··
·

Id +
I I··

·

··
·K0

Id

Note that the functional in the parentheses is equal to ∆̃(I) where ∆̃ is the BV Laplacian. Moreover,
one has



RG FLOW AND THE σ MODEL 13

∆̃ I I··
·

··
·K0

=

I I··
·

··
·K0

Id

+

I I··
·

··
·

K0

Id

Since Q and ∆̃ commute, we find that the right-hand side of Equation (6) becomes

∆̃ QI+ I I··
·

··
·K0

− I I··
·

··
·

K0

Id

Finally, we note that the expression inside the parentheses is zero by the classical master equation.
We conclude that

(Q + {I,−})

(
log 2

2π
J

)
= Θ,

as desired. We note that J has scaling weight zero.
To obtain the quantization from the naı̈ve quantization we consider the family of functionals

{I[L] + h̄J[L]}.

Here, I[L] is, as above, equal to a sum over graphs of genus ≤ 1. Since we are working modulo

h̄2, the quantity h̄J[L] is equal to the sum of the weights of trees where at a single vertex we
put the functional h̄J and at the remaining vertices we put the functional I. It is an immediate
consequence of the compatibility of homotopy RG-flow and the quantum differential that this

family of functionals satisfies the quantum master equation modulo h̄2.

4. β-FUNCTION GENERALITIES

Having defined and quantized (to one-loop) the σ-model, we now recall some generalities and
computational lemmas regarding β-functions. We compute the β-function for our quantization in
Section 5 below.

Consider a translation invariant BV theory (E, Q, I) on Rn. We denote by E0 the fiber of the
bundle E over 0 ∈ Rn. The group R>0 acts on the fields E = C∞(Rn)⊗ E0 via the action induced
by rescaling Rn. Further, R>0 acts on the space of functionals, O(E), and preserves the subspace
of local functionals Oloc(E). We will denote this action of R>0 on O(E) by ρλ. Making this action
explicit, one can easily check the following :

(4.1) ρλ(Ik) = λn+ k(2−n)
2 Ik, where Ik(φ) =

∫

Rn
φ(x)k.

Definition 4.1. A classical field theory (E, Q, I) is scale-invariant if ρλ(I) = I for all λ ∈ R>0.

From equation (4.1) above, one can see that φ4 theory is scale-invariant on R4 and φ3 theory
is scale-invariant on R6. Scale-invariance is a stronger condition than simply being (classically)
renormalizable, which is the condition that ρλ(I) flows to a fixed point as λ → 0.

We now recall how to extend the action of R>0 to QFTs in the BV formalism. This action is called
the (local) renormalization group flow, or simply RG flow. We start with a classical BV theory given
by the data (E, Q, I). Following Costello [3], a quantum field theory is a collection of functionals
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{I[L]} where L > 0 that satisfy homotopy RG flow (the renormalization group equation) and
satisfy the quantum master equation. It is a quantization if modulo h̄ the family of functionals
converges to the classical interaction as L → 0. It is also necessary to equip our quantum BV
theory with a gauge-fixing operator QGF. Further, suppose that the action of R>0 on QGF is as
follows:

ρλ · QGF := ρλQGFρλ−1 = λkQGF.

Here the scaling dimension of QGF is allowed to be a rational number, i.e., k ∈ Q. In the scalar
theories below, k = n/2 − 1.

Definition 4.2. Let {I[L]} be a family of translation-invariant effective interactions. Define a
rescaled effective family {Iλ[L]} by

Iλ[L] := ρλ · I[λ−kL].

It can be shown explicitly, Lemma 3.4 of [6], that {I[L]} satisfies homotopy RG flow and the
QME if and only if the rescaled family {Iλ[L]} does.

We are (finally) in a position to define the β-functional. We will distinguish between the β-
functional and β-function as the latter is the cohomology class of the former in the BV algebra of
(quantum) observables.

Definition 4.3. Let {I[L]} be an effective quantization of the BV theory (E, Q, I) on Rn. For L ∈
R>0, define the scale L β-functional to be the functional

Oβ[L] := lim
λ→1

λ
d

dλ
Iλ[L].

We can expand the β-functional in powers of h̄:

Oβ[L] = O
(0)
β [L] + h̄O

(1)
β [L] + O(h̄2).

The superscript indicates the loop depth, e.g., O
(1)
β [L] is the one-loop β-functional. For a theory

where the classical theory is scale invariant, the zero-loop β-functional, O
(0)
β [L], is identically zero.

Proposition 4.4 (Corollary 3.12 of [6]). Let {I[L]} be an effective quantization of the translation and
scale invariant BV theory (E, Q, I) on Rn. Then

O
(1)
β := lim

L→0
O
(1)
β [L]

exists and determines a closed element in Oloc(E).

Remark 4.5. The higher loop β-functionals, O
(k)
β = limL→0 O

(k)
β [L], are not necessarily well-defined.

Even if one naı̈vely defines O
(k)
β to be the log ǫ divergence at k-loops (compare Proposition 4.9),

these functionals are not closed with respect to the BRST differential Q + {I,−}. One can prove

that if O
(i)
β ≡ 0 for i < k, then O

(k)
β [L] satisfies homotopy RG flow and is BRST closed; in particular,

the k-loop β-functional, O
(k)
β , exists.

Definition 4.6. Let {I[L]} be an effective quantization of a translation invariant BV theory (E, Q, I)
on Rn. The scale L β-function, β[L], is the cohomology class

β[L] := [Oβ[L]] ∈ H0(O(E)⊗ C∞((ǫ, L))).

Remark 4.7. Typically, the β-function cannot be decomposed by h̄ degrees; the complex of func-
tionals is only filtered, not graded.

In light of the previous remark, we do have the following (a corollary of Proposition 4.4).
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Proposition 4.8. Let {I[L]} be an effective quantization of the translation and scale invariant BV theory
(E, Q, I) on Rn. Then

β(1) :=
[
O
(1)
β

]
∈ H0(Oloc(E))

is well-defined.

4.1. As a local functional. Consider a BV theory (E, Q, I) and the associated BRST complex (Oloc(E), Q+
{I,−}). Cohomology classes in this complex define first order deformations of the theory. Hence,
we could think of H0(Oloc(E)) as the space of coupling constants for the given theory. Now if
(E, Q, I) is translation and scale invariant, then the one-loop β-functional is BRST closed. Conse-
quently, we can think of the one-loop β-function as a function on H0(Oloc(E)).

In order to derive an explicit formula, we should fix bare values (a basis) for the space H0(Oloc(E)),

and we should also check how β(1) transforms under a change of basis (Proposition 3.18 of [6]).
Moreover, we typically would like to distinguish a finite dimensional subspace of H0(Oloc(E)) and

realize β(1) as a function of a Rn valued parameter c. In some good cases, e.g., φ3 theory below,

we can find a one-dimensional subspace and β(1) is a function of a real number c.
Ideally, we would like to choose the distinguished subspace to be the one spanned by the classi-

cal interaction I under homotopy RG flow. However, as we discuss in Section 4.3.4, homotopy RG
flow may not actually preserve this subspace and can introduce dynamic coupling constants. We can
however restrict to the subspace spanned by functionals which are log ǫ divergent in the ǫ → 0
limit to obtain a well-defined function of just a few coupling constants.

4.2. Computational lemmas. The gloss above illustrates the development and interpretation of
the β-function/functional. However, if one is interested in computations at one-loop, they can
utilize the following result.

Proposition 4.9 (Proposition 3.23 of [6]). Let (E, Q, I) be a translation and scale-invariant BV theory
and {I[L]} an effective quantization at one-loop. Let k denote the scaling dimension of QGF. Then the
one-loop β-functional satisfies

O
(1)
β = kICT

log .

Finally, we note a convenient property of the β-function: homotopy invariance.

Proposition 4.10 (Proposition 3.20 of [6]). The β-function is locally constant on the space of quantum
field theories with fixed classical BV complex and gauge fixing operator.

As an example, the first and second order formulations of Yang-Mills theory are homotopy
equivalent, so the β-function can be computed using the first order formalism.

4.3. First examples: scalar field theory. Building on [3], we describe the β-functional/function
for certain scalar field theories on Rn. That is, our theory has field content

E : C∞
c (Rn)

D
−→ C∞

c (Rn)[−1],

where D is the Laplacian, and action

S(φ) =
∫

Rn
φDφ + I(φ), for φ ∈ E.

In this setting the propagator is determined by the heat kernel Kℓ(x1, x2) on Rn.
We will choose a renormalization scheme where ǫ−1 and log ǫ are purely singular. Moreover, we

will consider the space S ⊂ H0(Oloc(E)) spanned by those functionals which are log ǫ divergent
in the ǫ → 0 limit. In the theories below, one can verify that S is one-dimensional and we will
choose the classical interaction functional I as a basis vector, i.e., S = {cI : c ∈ R}.
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4.3.1. φ4 theory on R4. Consider the scalar theory on R4 with interaction

I(φ) = I0,4 =
1

4!

∫

x∈R4
φ(x)4.

The only term that contributes to one-loop log ǫ divergence, and hence the one-loop β-functional
via Proposition 4.9, comes from the following graph.

γ4 : I0,4 I0,4

Pǫ→L

Pǫ→L

The corresponding counterterm is computed by Costello in Section 4, Chapter 4 of [3]. Therefore
we have,

O
(1)
β = ICT

1,4 (ǫ) = −π−22−8c2 log ǫ
∫

x∈R4
φ(x)4.

4.3.2. φ3 theory on R6. Again, in the case

I(φ) = I0,3 =
1

3!

∫

x∈R6
φ(x)3,

there is only one term that contributes to the one-loop log ǫ divergence: the wheel with three
vertices.

γ3 :

I0,3 I0,3

I0,3

Pǫ→L

Pǫ→L Pǫ→L

Let us compute the weight of this graph with respect to the propagator Pǫ→L.

ωγ3

=
∫

ℓ1,ℓ2,ℓ3∈[ǫ,L]

∫

x1,x2,x3∈R6
Kℓ1

(x1, x2)Kℓ2
(x2, x3)Kℓ3

(x3, x1)dxdℓ

=
1

(4π)9

∫

ℓ1,ℓ2,ℓ3∈[ǫ,L]

∫

x1,x2,x3∈R6
(ℓ1ℓ2ℓ3)

−3e−‖x1−x2‖
2/4ℓ1−‖x2−x3‖

2/4ℓ2−‖x3−x1‖
2/4ℓ3 dxdℓ

(1)
=

3

8(4π)9

∫

ℓ1,ℓ2,ℓ3∈[ǫ,L]

∫

y,z1,z2∈R6
(ℓ1ℓ2ℓ3)

−3e−‖z1‖
2/ℓ1−‖z2‖

2/ℓ2−‖z1+z2‖
2/ℓ3dydzdℓ

(2)
=

3

221π3

∫

ℓ1,ℓ2,ℓ3∈[ǫ,L]
(ℓ1ℓ2ℓ3)

−3
(
ℓ−1

1 ℓ−1
2 + ℓ−1

1 ℓ−1
3 + ℓ−1

2 ℓ−1
3

)−3
dℓ

=
3

221π3

∫

ℓ1,ℓ2,ℓ3∈[ǫ,L]

1

(ℓ1 + ℓ2 + ℓ3)3
dℓ.
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In the equality (1) we have used the coordinate substitution

z1 =
1

2
(x2 − x3), z2 =

1

2
(x3 − x1), y =

1

2
(x1 + x2 + x3).

Further, in equality (2) we have used the equality
∫

y,z1,z2∈R6
(ℓ1ℓ2ℓ3)

−3e−‖z1‖
2/ℓ1−‖z2‖

2/ℓ2−‖z1+z2‖
2/ℓ3 dydz = π6(det A)−3,

where A is the matrix corresponding to the quadratic form

‖z1‖
2/ℓ1 + ‖z2‖

2/ℓ2 + ‖z1 + z2‖
2/ℓ3.

Actually, all we care about is the log ǫ divergence of the graph weight ωγ3 :

singlog ǫωγ3 =
3

222π3
log ǫ.

Therefore, after accounting for graph automorphisms, we find that the log ǫ counterterm and
hence the one loop β functional is given by

O
(1)
β = 2ICT

1,3 (ǫ) = 2−21π−3c3 log ǫ
∫

x∈R6
φ(x)3.

4.3.3. Turning on a mass. When one introduces a mass term, m2
∫

Rn φ(x)2, the theory is often no
longer scale invariant. One could choose to ignore this subtlety and formally compute the one
loop β-functional as the log ǫ divergence at one loop.

In a massive theory, the heat kernel (and hence propagator) changes as follows

Km
ℓ (x1, x2) = Km=0

ℓ (x1, x2)e
−tm2

,

where Km
ℓ is the kernel for the massive theory and Km=0

ℓ is the kernel for the massless theory.
One can then show directly that for any admissible graph γ and interaction I, we have

sing{ǫ−1,log ǫ}ω(Pm
ǫ→L, I)(φ) = singlog ǫω(Pm=0

ǫ→L , I)(φ) + O(ǫ−1).

Consequently, a mass introduces no further log ǫ corrections and hence doesn’t change the one
loop β-functional/function.

4.3.4. Dynamic coupling constants. We note that renormalization/homotopy renormalization group
flow can introduce dynamic coupling constants. That is, homotopy RG flow does not preserve the
R-linear subspace of Oloc(E) spanned by the original (classical) interaction ICL = ∑n I0,n. This
phenomenom already appears in φ3 theory on R6 (and φ4 theory on R4).

Indeed, in φ3 theory on R6, we find that

ICT
1,2 [ǫ] ∼ ǫ−1φ(x)2.

This term could be interpreted as a dynamic mass. As noted above, these mass terms are not scale
invariant; in φ3 theory this term has scaling weight 2.

There are (at least) two ways to account for this defect/feature of renormalization in terms of
the β-functional. First, one could impose additional symmetry so that these dynamic terms are not
invariant. Secondly, one could note that flow generated by the β-functional (suitably interpreted
as a vector field on Oloc(E)) preserves the subspace of local functionals which are log ǫ divergent
in the ǫ → 0 limit. We will take the second approach in what follows; the former way is illustrated
in the case of Yang-Mills in [6].
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5. THE ONE-LOOP β-FUNCTION FOR THE σ-MODEL

We now use the framework from the preceding section to the compute the one-loop β function
for our theory. Recall that the classical action consists of two pieces, S = Sh + SX. Therefore, there

are two flavors of classical interaction terms (vertex types): Ih
0,k and IX

0,ℓ. As noted in Section 3.2,

the propagator only pairs the φ fields, and one can check that the (singular) BV operator ∆L pairs
φ and ψ fields. Diagramatically, we can represent these two functionals/operators as follows.

Ih
0,k IX

0,ℓ

· · ·

∂φ
∂φ

φ

φ

φ

φ

φ

· · ·

φ
φ

φ

φ

φ

φ

ψ

φ ×

Ph
ǫ→L

φ φ ×

∆L

ψ

5.1. Reduction to βh: a cohomological calculation. We decompose the one-loop β function into
two pieces and show that only the component depending on the metric h survives at the level of
cohomology.

Note that in the proof of Proposition 2.5, we showed that the two pieces of the action functional
bracket to zero, i.e., {SX , Sh} = 0. In particular, the differentials {SX ,−} and {Sh,−} commute.
The following is an immediate corollary.

Corollary 5.1. We can decompose β(1) as

β(1) = β
(1)
h + β

(1)
X ∈ H0(Oloc(E)),

where β
(1)
h (resp. β

(1)
X ) only involves diagrams with vertex type Ih

0,k (resp. IX
0,k).

Proposition 5.2. The term β
(1)
X vanishes. Consequently,

β(1) = β
(1)
h ∈ H0(Oloc(E)).

To prove the proposition, we will proceed via a spectral sequence argument, where we consider

(Oloc(E), {S,−}) = (Oloc(E), {Sx,−}+ {Sh,−})

as a double complex.

Lemma 5.3. For the decomposition β(1) = β
(1)
h + β

(1)
X , we have

(a)
{

SX , β
(1)
h

}
= 0;

(b)
{

Sh, β
(1)
h

}
= ±

{
SX, β

(1)
X

}
.

Proof of Proposition 5.2. Consider the spectral sequence of the relevant double complex with E1

page given by H∗(Oloc(E), {SX ,−}). Via the preceding lemma (part (a)), we see that β
(1)
h is closed

and hence survives to the E1 page. Part (b) of the lemma further implies that [β
(1)
h ]E1

is closed with
respect to the differential and hence survives to the E2 page. The E2 page is concentrated on a
single row, so the spectral sequence collapses. Hence, we have

β(1) =
[

β
(1)
h + β

(1)
X

]
E∞

=
[

β
(1)
h

]
E2

= β
(1)
h .

�
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5.2. Computation of βh. We now compute βh by reducing to a single Feynman weight computa-
tion and identifying the result in terms of geometric data on the target manifold X.

Recall that the one-loop quantization consisted of a family of functionals of the form {I[L] +
h̄J[L]} where I[L] was the naive quantization defined in terms of the weight expansion of the
classical interaction via the propagators, and J[L] was a quantum correction term we introduced

to ensure the theory satisfied the QME. Since we are working modulo h̄2, the quantity h̄J[L] is
defined in terms of a Feynman expansion over genus zero graphs, that is, trees. Hence, it has a
well-defined ǫ → 0 limit and does not contribute to the divergences.

Thus, the only part of the theory that contributes to the β-function is the naı̈ve quantization

I[L] = lim
ǫ→0

W(Pǫ→L, I + ICT(ǫ)).

Proposition 5.4. If Γ is a wheel with at least two vertices then the weight WΓ(Pǫ→L, I) has well-defined
ǫ → 0 limit. That is, these graphs are UV finite, and hence do not contribute any counterterms.

Proof. The result follows from a simple power counting argument. The singular behavior of the
diagrams is the same as scalar field theory in dimension 2. It is then a computation–completely
analogous to those of Section 4.3–that such a wheel with k vertices has ǫ → 0 asymptotic behavior

ǫk−1 log ǫ + O(ǫk−1) and thus converges absolutely for k ≥ 2. �

Hence, we are left to consider the weight of following type of one-loop diagrams. The index k
indicates the number of external edges at the vertex. We denote the ǫ-dependent weight by Tk(ǫ).

Tk(ǫ)

Ih
0,k+2··

· Pǫ→L

Lemma 5.5. As elements of (O(E)⊗ C∞((ǫ, L)), {S,−}), the following are cohomologous

∑
k

Tk(ǫ) ∼ T2(ǫ).

Proof. Recall the infinite jet map

j∞ : Sym2(T∨
X ) →֒ Ω∗

X

(
J

(
Sym2(T∨

X )
))

= C∗
Lie

(
gX; Sym2(T∨

X )
)

,

which is actually a quasi-isomorphism. By construction (see Section 2),

∑
k

Ih
0,k =

∫

Σ
j∞(h)(∂φ, ∂φ; eφ).

Further, bracketing with the Lie theoretic part of the action, SX, recovers the Chevalley-Eilenberg
differential, i.e., {SX ,−} = dLie. Finally, as {SX ,−} and {Sh,−} commute, the proposition follows
from the fact that j∞ is a quasi-isomorphism. �

Next, it is a straightforward computation with scalar heat kernels to see that T2(ǫ) is actually
purely log ǫ divergent.

Lemma 5.6. The Feynman weight T2(ǫ) is purely log ǫ divergent, so

T2(ǫ) = log(ǫ)T2

for some local functional T2.
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Proof. The analytic part of the propagator is of the form
∫ L

t=ǫ
1

4πt e−|x−y|2/4tdt. Thus, the analytic
contribution to the weight of the tadpole diagram (where we set x = y) is purely log ǫ divergent.

�

We can summarize the preceding arguments as follows:

β(1) =
[
O
(1)
β

]
= [singlog ǫT2(ǫ)] = [T2] ∈ H0(Oloc(E)).

We would now like to realize the β-function in terms of the geometry of the target Riemann-
ian manifold (X, h). To begin, following Section 4.1, we could describe a basis for H0(Oloc(E)).
Alternatively, we recall the map

R : Sym2(T∨
X ) → Oloc(E)

we constructed in Section 2.3.

Theorem 5.7. As elements of H0(Oloc(E)), we have an equality

β(1) = −
1

12π
[R(Ric)] .

Proof. First note that in the ǫ → 0 limit, Pǫ→L becomes a delta function on the diagonal: that is, we
take a trace over pairs of jet indices. Next, up to a constant, the covariant curvature tensor Rikjℓ

corresponding to the metric h determines the 4-valent vertex Ih
0,4; for k > 4, the Ih

0,k are just the jet

expansions of this tensor. Combining the previous two observations, we have an equivalence of
local functionals

T2 = −
1

4π

∫

Σ
j2(h)(∂φ, ∂φ; φk, φl)δkl = −

1

4π

∫

Σ

(
1

3

)
Rikjℓ(∂φ, φ, ∂φ, φ)δkℓ = −

1

12π

∫

Σ
Rikjk(∂φ, φ, ∂φ, φ).

Thus we have

T2 = −
1

12π

∫

Σ
Ric(∂φ, ∂φ).

The same argument as in Lemma 5.5 proves that

−
1

12π
R(Ric) and −

1

12π

∫

Σ
Ric(∂φ, ∂φ)

are cohomologous as elements of Oloc(E). �

Using the image of the map R : Sym2(T∨
X ) → Oloc(E), we can rephrase the theorem as follows.

Corollary 5.8. With respect to the renormalization scheme where ǫ−1 and log ǫ are purely singular, we
have

β(1)(h) = −
1

12π
Ric(h) ∈ Sym2(T∨

X ) ⊂ H0(Oloc(E)).

Remark 5.9. One could give an alternative proof of Theorem 5.7 as follows. In Section 2.3, we have
identified H0(Oloc(E)) as a direct sum. Next, argue locally on the target: locally the L∞ algebra gX

is curved, but abelian, so there are no interesting vertices of type IX. Consequently, we know that

β(1) is a tensor on the target. Finally, we choose geodesic normal coordinates and compute this
tensor at a point in X.
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APPENDIX A. HOMOTOPY RENORMALIZATION GROUP FLOW

The homotopy renormalization group flow equation can be described in terms of Feynman
graphs. Note that our description is for an arbitrary functional on a space of fields E. Further, we
will work relative to an arbitrary dg algebra A equipped with a nilpotent ideal I .

Definition A.1. A graph G consists of the following data:

(1) A finite set of vertices V(G);
(2) A finite set of half-edges H(G);
(3) An involution σ : H(G) → H(G). The set of fixed points of this map is denoted by T(G)

and is called the set of tails of G. The set of two-element orbits is denoted by E(G) and is
called the set of internal edges of G;

(4) A map π : H(G) → V(G) sending a half-edge to the vertex to which it is attached;
(5) A map g : V(G) → Z>0 assigning a genus to each vertex.

It is clear how to construct a topological space |G| from the above abstract data. A graph G is
called connected if |G| is connected. The genus of the graph G is defined to be

g(G) := b1(|G|) + ∑
v∈V(G)

g(v),

where b1(|G|) denotes the first Betti number of |G|. Let

O
+(E) ⊂ O(E)[[h̄]]

be the subspace consisting of those functionals which are at least cubic modulo h̄ and the nilpotent
ideal I in the base ring A. Let F ∈ O+(E) be a functional, which can be expanded as

F = ∑
g,k≥0

h̄gF
(k)
g , F

(k)
g ∈ O(k)(E).

We view each F
(k)
g as an Sk-invariant linear map

F
(k)
g : E⊗k → A.

With the propagator Pǫ→L, we will describe the (Feynman) graph weights

WG(Pǫ→L, F) ∈ O
+(E)

for any connected graph G. We label each vertex v in G of genus g(v) and valency k by F
(k)
g(v)

. This

defines an assignment

F(v) : E⊗H(v) → A,

where H(v) is the set of half-edges of G which are incident to v. Next, we label each internal edge
e by the propagator

Pe = Pǫ→L ∈ E⊗H(e),

where H(e) ⊂ H(G) is the two-element set consisting of the half-edges forming e. We can then
contract

⊗v∈V(G)F(v) : EH(G) → A

with

⊗e∈E(G)Pe ∈ EH(G)\T(G)

to yield a linear map

WG(Pǫ→L, F) : E⊗T(G) → A.
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Definition A.2. We define the (homotopy) RG flow operator with respect to the propagator Pǫ→L

W(Pǫ→L,−) : O+(E) → O
+(E),

by

(A.1) W(Pǫ→L, F) := ∑
G

h̄g(G)

|Aut(G)|
WG(Pǫ→L, F)

where the sum is over all connected graphs.

Equivalently, it is useful to describe the (homotopy) RG flow operator formally via the simple
equation

eW(Pǫ→L,F)/h̄ = eh̄∂Pǫ→L eF/h̄.

Definition A.3. A family of functionals F[L] ∈ O+(E) parametrized by L > 0 is said to satisfy the
homotopy renormalization group flow equation (hRGE) if for each 0 < ǫ < L

F[L] = W(Pǫ→L, F[ǫ]).

REFERENCES

[1] Mauro Carfora, Renormalization group and the Ricci flow, Milan J. Math. 78 (2010), no. 1, 319–353. MR2684783
[2] Kevin Costello, A geometric construction of the Witten genus, II. available at arXiv:1112.0816.
[3] , Renormalization and effective field theory, Mathematical Surveys and Monographs, vol. 170, American Math-

ematical Society, Providence, RI, 2011. MR2778558
[4] Kevin Costello and Owen Gwilliam, Factorization algebras in quantum field theory. Vol. 2. available at

http://people.mpim-bonn.mpg.de/gwilliam/vol2may8.pdf .
[5] , Factorization algebras in quantum field theory. Vol. 1, New Mathematical Monographs, vol. 31, Cambridge

University Press, Cambridge, 2017. MR3586504
[6] Chris Elliott, Brian Williams, and Philsang Yoo, Asymptotic freedom in the BV formalism, J. Geom. Phys. 123 (2018),

246–283. MR3724786
[7] Daniel Harry Friedan, Nonlinear models in 2 + ε dimensions, Ann. Physics 163 (1985), no. 2, 318–419. MR811072
[8] Sylvestre Gallot, Dominique Hulin, and Jacques Lafontaine, Riemannian geometry, Third, Universitext, Springer-

Verlag, Berlin, 2004. MR2088027
[9] Vasily Gourbonov, Owen Gwilliam, and Brian Williams, Chiral differential operators via Batalin-Vilkovisky quantiza-

tion. available at arXiv:1610.09657.
[10] Ryan Grady and Owen Gwilliam, One-dimensional Chern–Simons theory and the Â genus, Algebr. Geom. Topol. 14
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