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Nowadays, one of the challenges we face when carrying out modeling of epidemic spreading is
to develop methods to control disease transmission. In this article we study how the spreading
of knowledge of a disease affects the propagation of that disease in a population of interacting
individuals. For that, we analyze the interaction between two different processes on multiplex
networks: the propagation of an epidemic using the susceptible-infected-susceptible dynamics and
the dissemination of information about the disease —and its prevention methods— using the unaware-
aware-unaware dynamics, so that informed individuals are less likely to be infected. Unlike previous
related models where disease and information spread at the same time scale, we introduce here a
parameter that controls the relative speed between the propagation of the two processes. We study
the behavior of this model using a mean-field approach that gives results in good agreement with
Monte Carlo simulations on homogeneous complex networks. We find that increasing the rate of
information dissemination reduces the disease prevalence, as one may expect. However, increasing
the speed of the information process as compared to that of the epidemic process has the counter
intuitive effect of increasing the disease prevalence. This result opens an interesting discussion about

the effects of information spreading on disease propagation.

PACS numbers:
I. INTRODUCTION

Mathematical modeling of contagious disease spread-
ing has become an important tool to estimate the extent
of an epidemic [m, E], and it is regaining attention with the
actual coronavirus worldwide pandemic. The knowledge
or information we handle about a virus and its transmis-
sion among individuals plays a fundamental role in the
containment of an epidemic. This knowledge may lead to
adopt strategies that change human behavior, with direct
consequences on disease spreading, which has represented
an intense research topic over the last years @] It is
known that the information about a disease and how this
can contribute to epidemic spreading might help to de-
velop more effective prevention methods |. Some of
these methods can significantly reduce the full extent of
an epidemic, as shown in previous studies [@—Iﬂ] To ex-

plore the influence of human behavior on the spread of an
epidemic, these works have used a model for the spread-
ing of rumors to simulate the spread of knowledge about
the disease (and its methods of prevention) by word of
mouth. In this way, the rumors —also called information—
and the epidemic are considered as two diffusion pro-
cesses that interact with each other. Some pioneer works
on interacting spreading processes have already consid-
ered the dynamical interaction between two epidemics
that propagate on single [13-115] and overlay [16] net-
works. Other more recent studies have also analyzed the
impact of the information on the spread of epidemics in
a population of interacting individuals @]

These systems with two interacting spreading dynam-
ics can be studied using the topology of a multiplex net-
work, where the disease and the information to prevent
transmission spread in two different layers. The disease
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layer may represent physical or proximity contacts for
the spread of airborne diseases in people who interact
regularly (family, coworkers, etc.) or occasionally (peo-
ple who share public transport). The information layer
represents contacts between people who exchange infor-
mation face-to-face or in a virtual way by means of social
networks. To model the spreading of awareness (informa-
tion) in this entangled epidemic-information processes,
Granell et al. Iﬂ, |E] implemented the susceptible-
infected-susceptible (SIS) dynamics, while Wang et al.
[18,[19] used the susceptible-infected-recovered (SIR) dy-
namics. In Iﬂ, @] they showed that the degree of immu-
nization of the informed individuals and the mass media
change the critical aspects of disease spreading. Besides,
in |18, ] the authors showed that there is an optimal
information transmission rate that minimizes the disease
spreading. These works, however, assumed that the time
scales associated to the propagation of the epidemic and
the awareness processes are the same, while in principle
one may expect that in real life epidemics and informa-
tion does not necessarily spread at the same speed.

In this context, we introduced in a recent article Iﬂ]
a new model of epidemic spreading with awareness con-
sidering the SIS dynamics for disease transmission and
the dynamics of the Maki-Thompson rumor model Iﬂ]
for rumor dissemination. We also considered an external
parameter 7 that allows to control the relative timescales
between the disease and rumor propagation processes. A
remarkable result of this model is that the prevalence of
the disease increases with 7, that is, as the transitions
of the rumor process happen faster than those of the
epidemic process. This is a counter intuitive behavior,
as one would expect that a faster informational process
should be more efficient in reducing the disease propaga-
tion and prevalence. We note that in a previous work [15]
the authors studied a model for the interplay between two
competing epidemics that propagate at different speeds,
which are controlled by the time step At of each pro-
cess. However, unlike the model studied by Ventura et.
al. m] that uses an SIS-type dynamics on a two-layer
network and individuals can be in the infected and in-
formed states at the same time, the work in ] assumes
that the two diseases spread on a single network follow-
ing the susceptible-infected-recovered dynamics and that
each individual can catch at most one of the two diseases
(cross-immunity).

In this article we consider a simplified version of the
model studied in [23], in order to understand the sur-
prising influence of information awareness on the epi-
demic prevalence. Our simulation results on multilayer
networks turn to be qualitatively the same as those ob-
tained in [23]. However, we provide a continuous time for-
mulation and a more complete theoretical analysis than
performed before. We show that the resulting effects of
varying the relative speed of infection and information
processes are robust under models with a cyclic dynam-
ics, which adds more evidence for the universal behavior
of dynamical processes on multilayer networks M] A
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FIG. 1: Schematic illustration of a multiplex structure used
for the SIS-UAU model. In the information layer, nodes have
two possible states: unaware (U) and aware (A) of the disease.
In the epidemic layer, nodes represent the same individuals as
in the top layer and can be either susceptible (S) or infected

(D

mean-field (MF) approach helps to elucidate the mecha-
nisms at play that give rise to some of the non-intuitive
behavior mentioned above.

The article is organized as follows: In section [ we
introduce the multiplex framework and the dynamics of
the model on each layer. We present numerical results
in section [[II] and develop an analytical approach in sec-
tion [Vl Finally, in section [V] we give a summary and
conclusions.

II. THE MODEL

We consider a two-layer network made of an epidemic
layer, where the disease propagates, and an information
layer, where the disease awareness takes place, as shown
in Fig. [l In the epidemic layer, nodes can be either
Susceptible (S) or Infected (I), while in the information
layer nodes are either in the Unaware (U) state (an in-
dividual not aware of the disease) or in the Aware (A)
state (subjects who are aware of the disease). We repre-
sent the composite state of a node with two capital let-
ters, the first one for the epidemic state and the second
one for the information state, i.e., Susceptible-Unaware
(SU), Susceptible-Aware (SA), Infected-Unaware (I1U),
and Infected—Aware (IA).

The basic SIS dynamics, in which infected nodes trans-
mit the disease to susceptible neighbors with rate 8 and
recover from the disease at rate p, is modified to intro-
duce the interaction between information and epidemics.
The information is considered as the knowledge of the
prevention methods that aware individuals have to re-
duce the probability of contracting the disease. This is
modeled as a reduction in the contagion rate by a factor
I' (0 <T < 1) if the susceptible node is aware. Then, an
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FIG. 2: Schematic representation of the transitions between
node states and their associated rates.

infected node infects an SU neighbor with rate 3, while
the infection rate is reduced to I'8 < g if the neighbor is
in the SA state. The dynamics on the information layer
is quite similar to that of the SIS model, i.e., an un-
aware node becomes aware with rate v by contacting an
aware neighbor, and aware nodes forget the information
—or simply lose interest on it— and go back to the unaware
state at rate a. Besides, the existence of infected nodes
reinforces the information about the disease, which is in-
cluded in the model as a "self-awareness” of the infected
people, where IU nodes spontaneously become aware at
rate s.

As mentioned before, in real life it is expected that
both the epidemic and information dynamics do not nec-
essarily evolve at the same speed. For this reason we
introduce a parameter 7 (0 < 7 < 1) that tunes the rel-
ative timescales associated with the disease and rumor
propagation processes, by making the information and
disease transitions proportional to 7w and (1 — 7), respec-
tively. That is, 7 increases the speed of the information
process as compared to the infection process, so that the
final form of state transitions and their rates are:

(1-mB
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for the epidemic process, where © = U, A represent an
arbitrary information state, and

yU + yA KN yA+ yA,
yA =5 yU,
IU =5 1A,

for the information process, where y = I, .S represent an
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FIG. 3: Average stationary density of infected nodes (p;) vs
information speed =, for v = 0.0 (circles), 0.1 (squares) and
0.3 (triangles), and for the values of x and I' indicated in
each panel. Other parameter values are 5 = 0.3, p = 0.9 and
a = 0.6. Symbols correspond to MC simulation results while
solid lines represent the analytical approximation, derived in
section [Vl The results are averaged over 10* independent re-
alizations of the spreading process starting from a density of
infected nodes p; = 0.5 and aware nodes p, = 0.5 uniformly
distributed over the epidemic and the information layer, re-
spectively. Each layer is an Erdds-Renyi network of mean
degree (k) = 20 and N = 1000 nodes.

arbitrary epidemic state. All these transitions are shown
in Fig. 2

IIT. NUMERICAL SIMULATION RESULTS

We perform numerical simulations of the model de-
scribed in section [[I using a two-layer network made of
two Erdos-Rényi networks that represent the informa-
tion and the epidemic layer, each one with N = 1000
nodes and mean degree (k) = 20 (the typical number of
different contacts per person reported in various surveys
m]) The nodes in different layers represent the same
individuals but their connections may differ in both lay-
ers. We analyze the behavior of the stationary density of
infected nodes p} (disease prevalence) and the stationary
density of aware nodes p}. We are particularly interested
in studying how these two magnitudes are affected by the
parameter 7, which increases the speed of the informa-
tion process as compared to that of the infection process.

In Fig. Bl we show simulation results for the average
value of p} over 10* independent realizations of the dy-
namics as a function of 7, for various parameter values.
By comparing the top-left for panel with the bottom—
left panel for k = 0.5, we notice that (p}) is larger for
I" = 0.5 than for I' = 0. We can see a similar behavior if
we compare top-right and bottom-right panels for x = 1.
In general, we have verified that (p}) increases as I" in-
creases. This is because the infection rate of SA nodes
increases with I, increasing the overall infection rate and
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FIG. 4: Top panels: (p;) vs self-awareness rate  for v = 0.1,
B =10.3, and (a) I' = 0.0 and (b) I = 0.5. Bottom panels:
(p7) vs infection rate 8 for v = 0.1, k = 0.5, and (c) I' = 0.0
and (d) I' = 0.5. Curves correspond to m = 0.1 (circles), 0.5
(squares) and 0.9 (triangles).

so the disease prevalence. The second and less intuitive
result shown in this figure is that the prevalence increases
monotonically with 7 in all panels, which seems to be
a quite robust behavior, independently on the parame-
ter values. Indeed, a similar behavior was also observed
in our previous work ] using a more complex model,
suggesting that this phenomenology may be universal in
these type of models. That is, speeding up the informa-
tion dynamics with respect to the infection dynamics by
increasing 7, leads to a larger number of infected individ-
uals at the stationary state. This result result does not
seem obvious given that we would expect that a faster in-
formation dynamics would be more efficient in reducing
the number of infections. By a "faster information dy-
namics" we mean that both information transmission and
forgetting happen at higher rates, which are proportional
to m. In the next section we develop a MF approach that
helps to elucidate this apparently contradictory result.

We also notice in Fig. Blthat the increase of the preva-
lence with 7 is less pronounced for I' = 0.5, and we
have verified that the curves become independent of 7
for ' = 1. When I' = 1, the infection and recovery
rates (1 — m)f and (1 — 7)p, respectively, are the same
for both, unaware and aware nodes. Therefore, the dy-
namics becomes equivalent to that of the standard SIS
model, with a stationary density of infected nodes in a
MF set up given by the expression p; = 5%—;“ = 0.85,
which is independent of 7w because the infection and re-
covery rates are both proportional to 1 — . Here 7 is the
mean degree of the network (see section [[V]). For ' = 0
and vy = 0.3 the prevalence vanishes for all = values (tri-
angles in top panels), and thus the system is reduced to
a standard cyclic UAU dynamics akin to that of the SIS
model, with transmission and recovery information rates
~v and «, respectively, giving a stationary density of aware
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FIG. 5: Phase diagram on the § — plane showing the transi-
tion line between the healthy and endemic phases, for = 0.9,
a=0.6,x=0.5,'=0.1 and m = 0.5. Squares correspond to
simulation results while the solid line represents the analyti-
cal approximation from Eq. (20). The inset is a zoom of the
region indicated by a square, showing the analytical behavior
of the transition line for small ~.

nodes in MF pf = 122 = 0.9.

In Fig. @l we show the behavior of the prevalence for
two values of I' and three values of m, as indicated in
the legends. Panels (a) and (b) show the prevalence
as a function of the self-awareness rate k. We observe
that the prevalence decreases with k, confirming that the
self-awareness is an effective method in reducing disease
propagation. However, for I' = 0.5 the impact of x on
the prevalence is very small, and also the prevalence is
almost independent on 7 [panel (b)]. Panels (¢) and (d)
show the prevalence as a function of the infection rate
B. As it happens in panel (b), the prevalence barely
varies with 7 for I = 0.5 [panel (d)]. We also observe a
transition from a healthy phase (epidemic extinction) to
an endemic phase (epidemic propagation) at a threshold
value (., which is reminiscent of that found in the SIS
model.

To explore how the transition value (. depends on
the information transmission rate -, we calculated 3. for
7w = 0.5, ' = 0.1 and various values of 7 in the interval
(0,1). Results are shown in the two-dimensional 5 — v
phase diagram of Fig.[Bl where the square symbols repre-
sent the transition values that separate the healthy and
endemic phases, calculated numerically. For a given -,
we simulated the quasi-stationary state as proposed by
Ferreira and others in [|ﬂ], for several equally spaced val-
ues of B. The critical point 5. was estimated as the value
of 8 that maximized the prevalence susceptibility, calcu-
lated as x = N ((p?) — (pi)?) /{p;), where (o) represents
an average over 1000 independent realizations of the dy-
namics. Starting from a population in the endemic phase
with 8 < 0.35 and increasing v while keeping 3 fixed,



the system undergoes a transition to a healthy phase
as 7y overcomes a threshold value v.(8). However, for
B 2 0.35 the system remains in the endemic phase for all
~ values. This means that, as long as the infection rate is
low enough, the epidemics can be stopped by increasing
the rate at which the information is transmitted between
individuals but, strikingly, the information spreading is
not able to stop the disease propagation when the infec-
tion rate is high enough.

We also run simulations for other values of m and T’
(see Fig. 2 of the Supplementary Information). These
simulations reveal that the transition lines are indepen-
dent of w. Besides, the transition line (S.,7.) becomes
more vertical as I" increases, until for I' = 1.0 it becomes
the perfect vertical line 5. ~ 0.05, independent of v and
m. An insight into these quite remarkable behaviors is
given in section [Vl

Summarizing the behavior of the model with respect to
the parameters we can say that, on the one hand, the dis-
ease prevalence decreases when the information spreading
rates increase through v and x, or when the disease re-
covery rate i increases. On the other hand, the disease
prevalence increases when the information recovery rate
« decreases, or when the infection rate increases through
8 and I'. These results are expected by model construc-
tion. However, the prevalence increase with 7 turns to
be an unexpected and a striking result that seems harder
to understand. In section [Vl we develop a MF approach
that helps to gain an insight into these results.

IV. MEAN-FIELD APPROACH

We study the behavior of the SIS/UAU model using
a mean-field approximation that assumes that, at every
infinitesimal time step dt of the dynamics, each node in-
teracts with n neighbors chosen at random among the
nodes of the entire population (annealing approxima-
tion). This approach neglects correlations that appear
between the states of neighboring nodes in a static net-
work, and should work reasonably well for random net-
works with homogeneous degree distributions and with-
out degree correlations, such as the Erdos-Rényi net-
works. Then, the densities of nodes in each of the four
states evolve according to the following set of coupled

rate equations:

d .
Z;" = (1= m)Bnpsupi + Tapia — (1 — T)ppi
— TKPiu — TYNPiufas (la)
d
% = (1 = mppiu + mapsa — (1 = m)Bnpsupi
— TYNPsuPas (1b)
d .
g;a = TMpiupa + TEPiw + (1 — )L BNpsapi
— mapia — (1 = ) ppia; (1c)
dpsa
g = TYpsupat (1= T)ppia = TApsa

— (1 =m)Bnpsapi, (1d)

where py, is the density of nodes in state xy (z = 4, s and
Y =u,a), pi = Piu + Pia is the density of infected nodes,
and p, = pia + Psa 18 the density of aware nodes. Also,
the conservation relation for the total number of nodes
Piu + Psu + Pia T Psa = Pi T Ps = Pa + pu =1 holds at
any time. The gain and loss terms of Egs. ({l) correspond
to the respective incoming and outgoing arrows at each
of the four node states of Fig. 2l For instance, the gain
term (1 — 7)8npsup; in Eq. (&) describes the fraction
of nodes in state SU that make the transition to state
IU per unit of time dt: an SU node is infected at rate
(1 — m)B by each of its infected neighbors, which are a
total of np; in average.

A. Stationary states

In this section we obtain solutions of the system of
Eqs. [ at the stationary state. We are particularly in-
terested in the behavior of p; with 7, which is the most
intriguing as we showed in section [[ITl Given that Eqs. [
are a system of non-linear (quadratic) equations, explicit
formulas for its stationary solutions can not be obtained
with standard methods. Therefore, it is hard to obtain
closed expressions for the densities as a function of the
parameters. Instead, we derive here parametric equa-
tions that relate p; and 7 through p} (the "parameter"),
which is an indirect form of expressing p; as a function
of w. For that, we obtain expressions for the different
stationary densities pj,, pi, ps, and pi, as a function of
pr, as we show bellow.

We start by adding Egs. (Ikh) and (k) on one side,
and Eqs. ([Ik) and [Id) on the other side, to arrive to the
following rate equations for p; and p,, respectively:

dpi

o = (L=m) B0 (pou+Tpsa) = sl pis  (22)
dpa
% = 7 [ = pa) — & pa + TEPiu- (2b)

A simple stationary solution of Eqs. () is obtained by
setting p; = 0, which leads to [yn(1 — p%) —alpt =0
for # # 0. Therefore, there are two trivial station-
ary states corresponding to a totally healthy population



(pr, = pr, = 0,p% = 1) in which (a) either all individuals
are unaware (p%, =0, p¥, = 1), or (b) there is a fraction
pt, = T2 of aware individuals. This scenario corre-
sponds to a simple UAU dynamics. At the non-trivial
stationary state p; # 0, with 7 € (0,1), we obtain the
equations

577 (p:u + sza) — K = 07 and (3&)
[yn(1 = pz) — o] pg + kpj, = 0. (3b)
Using the identities p5, +p5, = pi, = 1=pg, PsatPia = Pa

and p; = pj, + p;, we can express p;, and pj, in terms
* * *
of Pis Pa and Piy 88

Pow = 1= pa—pi and (4a)
Psa = Pa = Pi + Piu- (4b)

Substituting the expressions Eqs. @) for p*, and p¥*, into
Eq. (3a) and solving for pf we arrive to

pr = Bn—p (1 =D)(pa+ piu)
¢ sy r

Finally, replacing the expression

. (5)

- [ — W(lﬁ— Pa)l P (©)

for pf, from Eq. (BD) into Eq. (@) we obtain, after doing
some algebra, the following equation that relates p} with
Pa

c_Bn—p (A =D)r+o—ynl = pa)lrs
P = I'sn 'k '

(7)

We can also express p¥, and p?, in terms of p. Inserting
expression Eq. (@) for pf, into Eq. (@a) we arrive to

(v +a—yn(—pa)lps (8)

quzl_ P

Then, replacing Eqs. (@) and (@) for p}, and p}, respec-
tively, into Eq. (@h]) we obtain

. sta—ym(l—=pi)lps  Bn—p
Psa = Tk - Pﬁn . (9)

Now that we have explicit expressions for the stationary
densities p;,, pf, p%, and p%, in terms of p! given by
Egs. (@), (@), @) and (@), respectively, we can obtain
an expression that relates m with p} by inserting these
expressions into Eq. ([) at the stationary state

(I=m)upi, +maps, —[(1 = 7)Bp; + 7mypslnps, = 0, (10)

and solving for m. After doing some algebra, we finally
obtain the following equation that gives 7 as a function
of the density p’ and the other parameters:

) (11)

Qpy)’

where P and @) are polynomial of degree two and four in
p: given by Egs. (A3) and (A4), respectively, of Appendix
[Al In principle, it is possible to transform Eq. () into a
quartic equation in p} and find its solution, which would
give an expression for p} as a function of the model’s
parameters and also an expression for p; by inserting
this expression for p* into Eq. (7). However, as we can
guess, the resulting expression would be highly compli-
cated and not very useful. Instead, we prefer to state the
analytical relationship between p; and 7 in the paramet-
ric form [7(p%), pi(pf)], where the expressions for m(p¥)
and p;(pl) are given by Eqgs. (II) and (), respectively.
This parametric solution is plotted by solid lines in Fig.
and compared with MC simulation results (symbols). We
observe that the agreement between theory and simula-
tions is quite good for I" = 0, but some discrepancies arise
for I' = 0.5.

Even though the analytical solution presented above
describes numerical data rather well, its complicated
form makes it hard to explore the behavior of the densi-
ties with 7. Instead, to gain an insight into the behavior
of pf with it proves useful to analyze the simplest non-
trivial case v = 0 and I' = 0, where p; also exhibits the
monotonic increase with 7 observed for the general case
v # 0 and ' # 0. As we show in Appendix [Bl the sta-
tionary density of infected nodes for v = I' = 0 adopts
the rather simple form

e = 2B =W rs+ o) + (1 - mp]
' (k + a)Bn [ra+ (1 =)

(12)

We can check from expression Eq. (I2) that for K = 0
is pj = m, which corresponds to the stationary value
of p; in the SIS model. Indeed, when k = 0 and v = 0
there are no transitions to aware states SA and I A, and
thus all nodes are unaware at the steady state (p%, +
ph, = 1), and subject to the standard SIS dynamics. For
k > 0, the term 7(k + «) in the numerator of Eq. (I2)
grows faster than the term 7w« in the denominator as m
increases, and thus p] increases when 7 increases, as we
have seen already for all parameter values analyzed in
section [TIl

This result can be understood intuitively with the
help of Fig. @ by analyzing the stationary flow be-
tween states. On the one hand, we expect that p}, de-
creases as 7 increases. This is because the incoming flow
Fiamssa = (1 — m)upk, (from ITA to SA ) decreases with
m, while the outgoing flow Fs, s, = map?, (from SA to
SU) increases with 7. On the other hand, we proved in
Appendix [B] that p%, is independent of 7 and given by
the expression

o
Bn
Therefore, when 7 increases the density of susceptible
nodes p; = pi,, + ps, decreases, and thus p; increases.

It proves instructive to derive Eq. (I3) from the anal-
ysis of the flows of Fig.[2l Given that in the steady state

(13)

* —
Psu =



the incoming and outgoing flows in any node state is the
same, we have that Fi, ssq = Fsqa—su, and thus we can
think that there is a net flow from I A to SU equal to

Fia—»su = (1 - ﬂ-)up:a' (14)

Therefore, the total incoming flow to SU from infected
states is

Fi%su - Fiu%su + F‘ia%su (15)
= (L=mupy, + (1 = m)ppiy = (1 = m)pp;,

while the outgoing flow from SU to infected nodes is
Foumsi = Fsusin = (1 —m)Bnp5,p; - (16)

Then, the dynamics of the system corresponds to that
of an SU — I — SU model, where we know that the
stationary density of SU nodes equals the ratio between
the recovery rate (1—)u and the infection rate(1—m) 8,

leading to Eq. ([I3)).

B. Stability analysis

A relevant feature in models of epidemic and infor-
mation spreading is the existence of a transition from a
healthy phase (p; = 0) to an endemic phase (pf > 0)
as the infection probability overcomes a threshold value
Be, as we described in section [[II] and showed in Figs. &
and Bl We want to find an analytical expression for the
transition line S.(v) of Fig. B along which the stability
of the the healthy phase changes, so that it is stable for
B < B. and unstable for g > (.. For that, we perform a
linear stability analysis of the stable fixed points within
the healthy phase, which are

pi = (0,0,0,1)

Py = <0, M,O, g) for yn > «a. (17)
mn v

for yn < a and

where g = (pk,, pias iy Po), Wwith n = 1,2. These are
the two fixed points corresponding to the healthy phase
obtained in section [V Al where the dynamics of aware
nodes is given by Eq. (2B) with p;, =0

dpa
dt

=m[yn(l = pa) — 0] pa-

The linearized form of this equation around p, = 0 cor-
responding to the fixed point g5 is dp,/dt = Ap,, with
A = w(yn — «). Then, pf is stable (unstable) for A < 0
(A > 0), as stated in Eqgs. (I7) assuming 7 # 0.

In Appendix [C] we perform a linear stability analysis
of the fixed points p* = (0, A,0,1 — A), where

A =0
A= 21"c for yn > a (n = 2), (18)
m

for yn < a (n=1) and

1.0

FIG. 6: Phase diagram on the § —~ — I" space obtained from
Eq. (20) for the same parameter values as in Fig.

and show that the following relation must hold at the
transition point:

(1 =m)p+7(yn+ )1 =T)BnA+ p— Bn] = 0.(19)

Given that we considered the rates p,y and s to be pos-
itive in simulations, the first term in brackets of Eq. (I9)
is positive, thus we have

(1-T)BnA+p—pn = 0.

Replacing the values of A from Egs. (I8), we finally ob-
tain the following expression for the critical infection rate:

i
Be=1" 70
yn—A-T)(vyn—a)

In Fig. Bl we observe that the analytical approximation
of the transition line S.(v) from Eq. @0) (solid line)
agrees quite well with the transition points obtained from
simulations (squares). We can also check that §. ap-
proaches the value p/(I'n) = 0.45 in the v — oo limit
(for p = 0.9, = 0.1 and n = 20), confirming that for
high enough values of § the information is not able to
stop the epidemics, as mentioned in section [IIl We also
see that for I' =1 is 8. = u/n = 0.045 for all v, which is
in agreement with MC results (see section I of the Supple-
mentary Information). Given that performing numerical
simulations for various values of v and I" are very costly,
we also implemented Eq. (20) to build a transition plane
in the 8 — v — I' space. Results are shown in the phase
diagram of Fig.

f < d
or vn < o an (20)
for yn > a.

V. CONCLUSIONS

We have explored the interplay between the prop-
agation of an epidemic disease using the susceptible-
infected-susceptible dynamics and the dissemination of



information about the knowledge of the disease using the
unaware-aware-unaware dynamics, as a simplified model
from a recent study [@] For that, we assumed that the
disease and the information spread on two coupled Erdos-
Rényi networks where these two processes interact with
each other, and whose relative propagation speeds are
controlled by an external parameter m. We have ver-
ified that the information helps to reduce the disease
prevalence and increase the epidemic threshold of the dis-
ease. We have also observed that self-awareness, which
keeps infected individuals aware of their condition, is a
very effective mechanism for reducing the disease preva-
lence. Surprisingly, the prevalence increases with 7, that
is, as the information dynamics is faster. This seem-
ingly counter intuitive result was also obtained in a more
complex model studied in our previous work m] and,
therefore, it seems to be universal and independent of
the model details. However, it was not fully explored
and understood.

In order to gain an insight into this phenomenon, we
developed a MF approach to study the dynamics of the
model. We found a good agreement between simulations
of the model and analytical MF results. We showed that
the SIS/UAU dynamics in MF exhibits a behavior that is
qualitatively the same to that found in the SIS/UAU and
SIS/UARU models using the Markov chain approach and
Monte Carlo simulations Iﬁ] in particular, the increase
of the prevalence with 7. Besides, the MF approach al-
lowed for the detailed study of a simple non-trivial case
where the relation between the prevalence and 7 was an-
alyzed in terms of probability flows between states.

It is interesting to note that the non-trivial relation
between disease propagation and information spreading
described in this article calls for a careful analysis of the
impact of information management on disease spreading
in a real society, something very pertinent in the cur-
rent global pandemic. Given that these results seem to

Solving for m from Eq. (I0) we obtain

hold for cyclic (SIS-like) spreading dynamics, both for
disease and information processes, it would be worth-
while to explore whether a similar phenomena is observed
in models where two non-cyclic (SIR-type) dynamics in-
teract, with controllable relative speeds. It might also be
worth studying the behavior of the model on multilayer
networks with more complex topologies than the Erdos-
Renyi networks used in this work, such as scale-free net-
works or contact networks with a structure obtained from
real data.
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Appendix A: Complete form of polynomial P and Q

B BNp; pew — WP (A1)
P (Bnp; —ynps) — wpi, + api,’
which, after inserting expressions for pi,, pf, p%, and p%, from Eqgs. (@), (@), @) and (@), respectively, becomes
o (pz)7 (A2)
(r;)
with
Bn [ Bn—u [ —yn(1 = p;)] pi plo—n(1 = pi)l p;
P * . _ 1 _ F * a a _ a a A3
(P2) T | ( ) | o+ - - ; (A3)
and
. . a—vnl—pa n|Bn—p «  la—=an(l —p7)]p; .
Qpy) = (1—pa+[ ){—[— (1—F)<pa+[ (H ) )]_’ana}
wla—yn(1 = ph)] pj; o, Dla=yn(1 =pi)lpi  Bn—p
- - - . A4
" HE |t 2 G (A1)



Appendix B: Solution for y=0and I' =0

Forv=0and T = 0 Egs. () are reduced to the simpler
form

o - (1 = m)Bnpsupi + Tapia — (1 = T)ppiw — Tpiu,
(Bla)
dpsu
dt = (1 - ﬂ-)uplu + TQPsq — (1 - ﬂ-)ﬁnpsupia (Blb)
d ia
St = Tpiu — TPia — (1 — T)ppia, (Blc)
d sa
St = (1 — m)upia — TQPsq. (B1d)

The trivial fixed point of this system of equations is
pi. = 1.0, corresponding to a totally healthy and un-
aware population. The non-trivial fixed point corre-
sponds to the stationary densities

. mak(Bn — )
P = GrapnmatGoma O
P

. _ (A —mpr(Bn—p)
Po = Gt aBnlmat@-ma )

The expression for the disease prevalence is

o By =) [xls +0) + (1 )y
CT T st a)fmat (-

(B6)

Equation (B6) predicts that the prevalence takes the
value pf = a(Bn—p)/[(1+a)By] = 0.1875 and p; = (B
w1)/Bn =0.51in the 7 = 0 and 7 = 1 limits, respectively.
However, these extreme cases are pathological because
the above limiting values do not correspond to the value
of p; at those points. That is, p} exhibits a discontinuity
at 7 =0 and at 7 = 1. To see that we rewrite Eqs. (BI)
form=0

dpiu _ i o

dt npsupl /’Lplu7

dp

TSU = Npiu_ﬁnpsupiu (B7)
dpia _

dt /’Lplau

dpsa _

dt /J’pllh

whose non-trivial stationary solution is pj, = Co — u/fn,
Pia = 0, po, = p/Bn and pg, = 1 — Co, where Cp =
pu(t = 0) is a constant. Assuming that all individuals
are unaware initially, Cp = 1, leads to a prevalence p; =
(Bn — u)/Bn = 0.5 at m = 0, which is higher by a factor

(1 + a)/a = 2.66 than the limit 7 — 0 from Eq. (BA).
For m = 1 Egs. (BI)) are reduced to

dpiu _

dt - pla p1u7

dsz” = apsa, (B8)
dpia

W = Piu — OPiq,

dpsa

dt - pSUJ

whose stationary solution is pj, = aCi/(1 + ), pi, =
Cy/(1+a), pt, =1—C1 and pi, =0, where C; = p;(t =
0). That is, the fraction of infected nodes stays constant
over time. If there is one infected individual initially,
then the prevalence is pf = 1/N <« 1 for large N.

We note that the stationary density of aware nodes
pr = (Bn—p)/[Bn(1 + «)] is independent on 7, while p?
does depend to 7. This means that both SIS and UAU
dynamics are cyclic but not equivalent. This equivalence
is broken by the term k7 in the spontaneous transition
IU — TA. Indeed, for the x = 0 case we obtain that
pi = (Bn—p)/Pn independent on 7. This gives an insight
into the non-intuitive behavior of p;, as we describe in

section [V Al

Appendix C: Linear stability analysis

To better handle calculations, we write the fixed points
of Eqs. (IT) in the general form g = (0,A4,0,1 — A),

where

A 0 for yn < a (n=1) and
A=2"2 foan>a(n=2), (C1)
m

and study their stability under a small perturbation by
means of Egs. ({l). For that, we linearize Eqs. () around
the fixed point p¥ by setting pi, = €1, psa = A + €2 and
pia = €3, with |e;| < 1 (k= 1,2,3), and study their time
evolution (the evolution of pg, is obtained from the other
three densities). Neglecting terms of order ei, we obtain

de

—:MH 2
pr € (C2)

where

a 0 b
M= (cde and €= (e1,€2,€3)
[0y



with

(1=m)[Bn(l = A) — p] — 7 [k +nyA],
(1-m)Bn(1l —A) + 7a,

= —[myn+ (1 —m)IBn| A,

= 7[yn(l —24) - af,

= myn(l —24) + (1 — ) [u — I'BnA],

= 7w[mA+k]+ (1 —m)TBnA,

= (1=m)[[BnA — p] — ma.

Q@ % 0o & o o e
|

10

At the critical point, the determinant of matrix M

det(M) = d(ag — fb)

must be zero, from where obtain after doing some algebra
the relation quoted in Eq. (I9) of the main text.
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