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Abstract

The interplay of magnetism and superconductivity leads to a variety of phenomena whose
fundamental understanding is still under research. In this thesis we investigate the properties of
the iron-porphine (FeP) molecules on a Pb(111) surface with scanning tunneling microscopy
(STM), scanning tunneling spectroscopy (STS) and atomic force microscopy (AFM). A
special focus is placed on how their electronic and magnetic properties are affected by their
environment and on how to modify these properties by the presence of an STM tip and
molecular neighborhood.
First, we characterize the molecular self-assembly of FeP-Cl molecules after sublimation

on a Pb(111) surface. We show that by adjusting the sample temperature during and after
evaporation one can tune the FeP/Cl ratio on the surface. This leads to the formation of
different molecular phases in which the electronic and magnetic properties of the molecules
are affected in various ways.
We first focus on the electronic properties of the molecules. We demonstrate that the

presence of Cl adatoms leads to the appearance of two different molecular types that have
different charge distributions and thereby electronic properties. Interestingly, some molecules
display a peculiar feature that can be related to a local gating induced by the tip’s electric
field. This gating effect is attributed to modifications of image potential states and underlines
their importance when considering the energy level alignment at interfaces.

The rest of the thesis is devoted to the study of magnetism and superconductivity. Focusing
first on single impurities we demonstrate that by approaching the tip toward a FeP molecule
it is possible to modify the magnetic coupling to the substrate and therefore the energy of a
Yu-Shiba-Rusinov (YSR) state, allowing for an identification of the nature of the many-body
ground state of the system. Furthermore, we tune the system through the quantum phase
transition (QPT) on the single impurity level and identify its hallmark characteristics in STS.
Finally, this experiment also allows for an identification of the various transport processes
that happen through the junction as its conductance increases.

Another aspect of the YSR state is then investigated: the variation of its asymmetry across
a molecule. This variation is identical to the one of the phase factor of the Kondo resonance
when the substrate is in its normal state. We explain these with local modulations of the
electron-hole asymmetry of the scattering of electrons at the impurity level caused by the
spatial variations of the frontier orbitals.
Finally we study the coupling of YSR states within a Kagome lattice. By investigating

building blocks of this lattice we show the YSR hybridization and discuss its possible origin.
Molecular self-assembly is thus a promising alternative to atomic or molecular manipulation
in order to engineer well-defined and large systems of coupled impurities. The conditions for
the formation of a Kondo lattice in this Kagome arrangement are also discussed.
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Kurzfassung

Das Zusammenspiel von Magnetismus und Supraleitung führt zu einer Vielzahl von Phä-
nomenen, deren grundlegendes Verständnis noch erforscht wird. In dieser Arbeit werden
die Eigenschaften von Eisen-Porphin (FeP)-Molekülen auf einer Pb(111)-Oberfläche mit
Rastertunnelmikroskopie (STM), Rastertunnelspektroskopie (STS) und atomarer Raster-
kraftmikroskopie (AFM) untersucht, insbesondere wie die elektronischen und magnetischen
Eigenschaften der Moleküle durch ihre Umgebung beeinflusst werden und wie diese durch
eine STM-Spitze und die molekulare Umgebung angepasst werden können.
Zu Beginn wird die molekulare Selbstorganisation von FeP-Cl-Molekülen nach Sublimati-

on auf einer Pb(111)-Oberfläche charakterisiert. Wir zeigen, dass man durch Variieren der
Probentemperatur während und nach dem Aufdampfprozess das FeP/Cl-Verhältnis kontrol-
lieren kann. Dies führt zur Bildung verschiedener Phasen, welche die elektronischen und
magnetischen Eigenschaften der Moleküle auf unterschiedliche Weise beeinflussen.

Zunächst wird auf die elektronischen Eigenschaften der Moleküle eingegangen. Cl-Adatome
in der Nähe der Moleküle bewirken das Auftreten von zwei Molekültypen mit unterschiedlichen
elektronischen Eigenschaften. Manche Moleküle zeigen interessante Merkmale, die sich auf
das lokale Gating zurückführen lassen, welches durch das elektrische Feld der Spitze induziert
wird. Dieser Gating-Effekt wird auf Veränderungen der Bildpotenzialzustände zurückgeführt
und unterstreicht deren Wichtigkeit bei der Anpassung der Energieniveaus an Grenzflächen.

Der zweite Teil der Arbeit widmet sich der Untersuchung von Magnetismus und Supralei-
tung. Wir konzentrieren uns zunächst auf einzelne magnetische Störstellen und zeigen, dass es
bei Annäherung der Spitze an ein FeP-Molekül möglich ist die magnetische Kopplung an das
Substrat und damit die Energie eines Yu-Shiba-Rusinov (YSR)-Zustandes zu modifizieren, wo-
durch sich die Art des Vielteilchengrundzustandes des Systems identifizieren lässt. Außerdem
beeinflussen wir das System durch den Quantenphasenübergang (QPT) einzelner Störstellen
und identifizieren seine charakteristischen Merkmale in STS. Mit diesem Experiment lassen
sich schließlich auch die verschiedenen Transportprozesse im STM-Kontakt bei zunehmender
Leitfähigkeit identifizieren.
Außerdem ist die Asymmetrie der YSR-Zustände von der Position über dem Molekül

abhängig. Diese Variation ist identisch mit der des Phasenfaktors der Kondo-Resonanz, wenn
das Substrat sich in seinem Normalzustand befindet. Wir erklären diese Variation mit lokalen
Modulationen der Elektron/Loch-Asymmetrie der an einzelnen Verunreinigungen gestreuten
Elektronen, welche durch die räumlichen Variation der Grenzorbitale zustande kommt.
Schließlich untersuchen wir die Kopplung von YSR-Zuständen innerhalb eines Kagome-

Gitters. Durch die Untersuchung der Grundbausteine dieses Gitters zeigen wir die YSR-
Hybridisierung und erläutern ihren möglichen Ursprung. Wir zeigen die molekulare Selbstorga-
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nisation als eine vielversprechende Alternative zur atomaren oder molekularen Manipulation
um große und klar definierte Systeme von gekoppelten Störstellen zu generieren. Die Bedin-
gungen für das Entstehen eines Kondo-Gitters in dieser Kagome-Anordnung werden ebenfalls
diskutiert.
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Chapter 1

Introduction

Pinky: Gee, Brain, what do you want to do tonight ?
Brain: The same thing we do every night, Pinky - try to take over the world!

Pinky and the Brain, 1995

Maybe the Brain would have had more success if it had scaled down its goal, or used
the correct instruments. When they invented the scanning tunneling microscope (STM) in
1981 [25], G. Binnig and H. Rohrer gave us access to a new world, the atomic world, which
Feynman envisioned two decades before in his famous lecture "There’s Plenty of Room at the
Bottom" [53]. The working principle of a STM is intriguingly simple: based on the tunnel
effect, a scanning tip "sees" the atoms of a conducting surface in real space. Quite rapidly,
the scientific community used this scanning tip not only to see the atoms but also to move
and arrange them the very way they wanted, writing a company’s name [47] or building small
fences for electrons [36]. With a STM, one can exactly control (a very small part of) the
world!

But there is more to STM than the exact control of the position of atoms or molecules.
Despite, or maybe because of, the apparent simplicity of its working principle, several aspects
of the adsorbates and substrates can be observed. Primarily, one measures with scanning
tunneling spectroscopy (STS) the electronic properties of a sample. A considerable part of the
research done with STM is thus dedicated to the development of nano-devices and towards
a fundamental understanding of the quantum effects behind the failure of Moore’s law in
the last years: the sizes of transistors have reached a limit of a few nanometers, where the
quantum nature of electrons cannot be ignored. Beyond electronic properties, one can also
detect and characterize magnetic and vibrational fingerprints of substrates and adsorbates
with STS by means of inelastic electron tunneling spectroscopy. From a technical point
of view, great efforts have been made over the last years in order to combine STM with
other measurement techniques. For instance, a combination of STM with X-ray magnetic
circular dichroism (XMCD) [195] or Raman spectroscopy [230] allows us to gain chemical
sensitivity, while pump-probe [134] and light-emission [145] set-ups as well as terahertz-STMs
[34] are used to overcome the limits of time-resolution of STM set by current amplifiers. More
recently, electron-spin resonance (ESR) STM [21] has been developed and shown to achieve
high energy resolution (in the order of neV) on the atomic scale. With a STM, one can thus
observe many aspects of the nanoworld.
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1. Introduction

These two features, a precise control of the investigated system and a versatility of the
measurement technique, make STM an ideal tool for understanding, while not yet ruling, the
nanoworld. Indeed, STM is particularly adequate to bridge the worlds of experimental and
theoretical research. While the small size of the investigated systems is seen as a challenge
for industrial applications, it is particularly suited for testing and confronting the hypotheses
of fundamental models.

This thesis revolves around two themes: the energy level alignment of molecules deposited
on a metal substrate and the interplay of magnetism and superconductivity. The first aspect
is particularly relevant from the experimental point of view. As briefly mentioned above, the
miniaturization of electronic devices faces the growing challenge of understanding interface
phenomena. More precisely, it has been proposed that molecules serve as building blocks
for electronic devices. In order to be contacted, the molecules have to be deposited on some
sort of substrate and this often leads, unfortunately, to a modification of their structural and
electronic properties. A better understanding of the various effects that can come into play
at the interface is thus necessary in order to design functional devices.
The second aspect of this thesis, concerning magnetism and superconductivity, finds its

foundations rather on the theoretical side. The ultimate goal of the miniaturization of data
storage would be to encode information in the state of a single atom or molecule. For instance,
classically, one could use the direction of the spin of an atom or molecule to define a bit: |1〉
would correspond to spin-up and |0〉 to spin-down. Yet, since the 1980s, theoreticians have
demonstrated the many advantages of quantum computation [54, 22] and experimentalists
have been challenged with finding viable systems for its implementation. In a quantum device,
the information is stored in a qubit; that is a coherent superposition between (at least two)
states a|0〉+ b|1〉. The computation relies then on the wave nature of the qubits, inducing
destructive or constructive interferences to modify the probabilities a2 and b2 of finding the
qubit in a given state. A major challenge for the use of small bits or qubits in electric devices
is to reduce the effects of external perturbations. If one wishes to store information in the
spin states of atoms or molecules it is thus of fundamental importance to grasp the nature
of their interaction with a metal substrate. A major limitation for the coherence lifetime
of a quantum state on a metal substrate is the scattering of conduction electrons. Here
again, theoreticians have proposed to circumvent this problem by engineering topologically
protected states. Because they are protected by the topology of the system hosting them,
these states are immune to local perturbations and qualify as promising candidates to form
qubits. Since superconductivity and magnetism can serve as a platform to engineer such
a state (a Majorana fermion) [110, 6], magnetic impurities on superconductors have been
studied enthusiastically in the last years [86]. Although the fundamental mechanism behind
the interaction is relatively well defined (exchange scattering of electrons at the impurities),
experimental work is still necessary to characterize and address all aspects of the many-body
states induced both by single as well as by multiple impurities.

These different aspects are treated in this thesis with the following outline.
In chapter 2, we introduce the working principle of STM and AFM, both from an

experimental and theoretical point of view. In order to set a framework concerning the
detection of gating phenomena, we propose at the end of the chapter a theoretical model to
describe how charging events are detected in STS.
Chapter 3 presents the theoretical background concerning magnetic impurities adsorbed

on metal and superconductors. The general description of a magnetic impurity and its
interaction with a metallic surface, leading to the Kondo effect, is given. We also give an
introduction to conventional superconductivity and the emergence of Yu-Shiba-Rusinov (YSR)
states near magnetic impurities.
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Chapter 4 shows our experimental results concerning the molecular self-assembly of iron
porphine (FeP) molecules on a Pb(111) surface. By sublimating FeP-Cl molecules onto
samples held at different temperatures and annealing either the preparations afterwards or
not, we show that the FeP to Cl ratio can be adjusted. This leads to different molecular phases
that affect the electronic and magnetic properties of the molecules. We give an overview of
the various effects in each phase as these are then addressed specifically in the next chapters.
Chapter 5 describes two effects that affect the electronic properties of FeP molecules on

a Pb(111) substrate. We show that the presence of chlorine adatoms modifies their electronic
states leading to the presence of two different types of molecules. Furthermore, we identify
a peculiar feature in STS that is attributed to a gating of the molecular system by image
potential states.
The rest of the thesis is devoted to the study of magnetism and superconductivity. In

chapter 6, we show that one can control the energy of a YSR state by means of a tip
approach, allowing for an identification of the ground state of the system. Furthermore, we
show that we can drive the system through a quantum phase transition (QPT) at the single
impurity level. Finally, we analyze the variety of transport processes that are mediated by a
YSR state as the junction conductance is increased.

In chapter 7, we study the correlation between the lineshapes of the Kondo and YSR
state in STS. This study is performed over iron-tetra-pyridyl-porphyrin (Fe-TPyP) molecules
on Pb(111) and we discuss the involvement of its highest occupied molecular orbital (HOMO)
and lowest unoccupied molecular orbital (LUMO) in the scattering of electrons onto the
magnetic levels. More precisely, we propose that these frontier orbitals effectively locally
modify the electron-hole asymmetry of the scattering events.
Finally, chapter 8 is devoted to the study of magnetic coupling on superconducting

and metallic substrates. We demonstrate that when the FeP molecules and Cl adatoms
are arranged in a Kagome-honeycomb lattice, the YSR states induced by the FeP molecule
hybridize with one another, giving rise to YSR bands. This study demonstrates that molecular
self-assembly is a valid alternative for designing large systems of coupled YSR states. The
possibility of the formation of a Kondo lattice is also discussed.

Throughout this thesis a particular effort is made to propose models that describe effects
which are not yet fully captured by the existing models in literature. Rather than aiming at
a perfect description of the complex phenomena we observe, these models are introduced in
order to propose other perspectives concerning current research topics, hoping that it will
lead to a slightly better understanding of the nanoworld.
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Chapter 2

Theoretical and experimental
background

Surface science relies on a set of complementary techniques to determine structural and
electronic properties of materials and adsorbates. Several techniques, such as angle-resolved
photoemission spectroscopy (ARPES), low energy electron diffraction (LEED) and X-ray
diffraction, are based on diffraction of electrons or light, giving direct access to the reciprocal
space of the surfaces. Such techniques are particularly adequate for the investigation of
crystalline and homogeneous samples as they result in non-local averaged quantities. The
advantage of scanning probe techniques such as scanning tunneling microscopy (STM) and
atomic force microscopy (AFM) is that they grant access to local characteristics of surfaces
on the atomic scale. As a result, the specific role of impurities or defects can be addressed
and singled out allowing for a more fundamental understanding of interfacial phenomena. In
this chapter we present the basic concepts of the latter two techniques. The first section is
dedicated to the working principles of a STM and the theoretical fundaments behind its high
spatial resolution. In the second section, we show how one can access electronic properties
of a sample by means of scanning tunneling spectroscopy (STS). Finally, we give a brief
introduction to AFM and emphasize how charging phenomena are detected by both AFM
and STS.

I. Scanning tunneling microscopy
In this section we present how the fundamental observable of a STM, the tunneling current,
is handled in order to reach atomic resolution and discuss the theoretical background and
derivation.

1. Working principle
As its name indicates, the scanning tunneling microscope is based on the tunneling effect of
quantum particles: the wave-particle duality of electrons allows them to tunnel through a
barrier (e.g. vacuum or air) between two materials. In its essence, the scanning tunneling
microscope exploits this concept by placing a scanning tip in very close proximity of a
conductive sample one wishes to investigate. Under the restriction that both materials
are conducting, when the distance between the two is sufficiently small, one can measure

5



2. Theoretical and experimental background

Figure 2.1.: Working principle of a STM. A scanning tip, whose position is controlled by
piezoelectric-elements, is placed in very close proximity of a conducting sample. When a
bias is applied to the junction, a tunneling current can be measured using a transimpedance
amplifier. A feedback loop is commonly used to adjust the tip height in order to keep the
tunneling current constant.

Figure 2.2.: The two scanning modes of a STM. a) Constant current mode: the height of
the tip is regulated by a feedback loop in order to keep a constant tunneling current. The
sample topography corresponds to these height variations. b) Constant height mode: the
height of the tip is not regulated and the corrugations of the sample are directly reflected in
the variations of the tunneling current.

a tunneling current (usually in the pico- to nanoampere regimes). Fig. 2.1 illustrates the
implementation of this concept.
The position of the tip above the sample is controlled by piezo-elements to which high

voltages are applied. A bias voltage is applied to the sample so that a measurable current
flows through the junction. Because this current is small, we use an I − V converter to
amplify and convert it to a voltage signal. Additionally, a feedback loop is implemented to
regulate the tip height in order to keep the current constant.
The tunneling current I depends exponentially on the tip-sample distance d: I ∝ e−kd,

with k > 0 being a prefactor (as we show in section I.2). This exponential dependence is at
the core of the atomic resolution of the scanning tunneling microscope: a change of tip height
by a few Å is observed as a variation of around one order of magnitude of the tunneling
current. To record topography images the tip scans line by line a predefined area under one
of the two following modes (see Fig. 2.2):
Constant current mode. Via the aforementioned feedback loop, the height of the tip

is adjusted such that the tunneling current is kept constant. As the tip scans the area, the
variations of the tip height are recorded (the voltage signal sent to the z piezo is converted to
the real height variations of the tip) and reflect the topography of the surface.

6



I. Scanning tunneling microscopy

Figure 2.3.: Combined potential and energy diagram of the tunnel junction. The tip and
sample are separated by a potential barrier whose width is determined by the vacuum gap
and height by the electrodes work functions. a) When no bias is applied, the electrochemical
potentials of the tip and sample are aligned so that no net current can be measured. b) A
positive bias applied to the sample decreases its electrochemical by −eVbias which leads to an
electron-flow from the tip to the sample. c) Oppositely, a negative bias applied to the sample
leads to an electron-flow from the sample to the tip.

Constant height mode. In this mode, the height of the tip is not regulated. The
roughness of the sample is detected directly by the variations of the tunneling current. In
order to prevent the tip from contacting the surface, this mode is used only once the scanning
conditions are stable (piezo creep or temperature changes would cause the tip to drift out of
tunnel or into contact) and over pre-defined flat areas.

2. Theory of the tunneling effect
The key quantity probed by a STM is the tunneling current flowing through the junction.
We present in Fig. 2.3 a schematic of the energy and potential landscape of such junction.
The tip and sample are separated by a vacuum barrier of size d. To first approximation the
height of this potential barrier is given by the work function Φ. The electronic occupation in
both electrodes, given by the Fermi-Dirac distribution, is approximated by a step-function
for simplicity and because of the low temperatures of our experiments (at or below 4.2 K).
Classically, the electrons of both electrodes do not have the energy necessary to overcome the
potential barrier and can not cross the junction. Yet, electrons are quantum particles and
the exponential decay of their wavefunction towards to the vacuum side gives them a finite
probability to tunnel through it. If no bias voltage is applied, the electro-chemical potential
of tip and sample are equal and no net current is measured (Fig. 2.3a). Applying a bias
voltage Vbias to the sample shifts the electric potential of its electrons by −eVbias and allows
to measure a net current whose direction depends on the polarity of the bias: a positive bias
leads to an electron flow from the tip to the sample (Fig. 2.3b), and a negative one causes an
opposite flow (Fig. 2.3c).

We now derive the theoretical framework in which a derivation of the current can be carried
out. Fundamentally, the application of a bias voltage through a junction drives the system
tip-vacuum-sample out of equilibrium and different approaches can be adopted. Traditionally,
the tip and sample are considered to be independent and the probability that an electron
tunnels from a state ψµ in the tip to a state ψν in the sample is given by Fermi’s golden rule
[20]:

Tµ→ν = 2π
~
|Mµν |2δ(Eν − Eµ − eVbias), (2.1)

7
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where Eµ (Eν) is the energy of the state ψµ (ψν) and Mµν is the tunneling matrix element
whose square modulus determines the probability of tunneling through the junction. The
delta function accounts for energy conservation: we first consider only elastic tunneling.

By means of Pauli’s principle, an electron can only travel from an occupied to an unoccupied
state. Neglecting any interaction between the tunneling electrons, the current from the tip to
the sample is obtained by considering all possible initial and final states with their occupation
probabilities. The net total current flowing through the junction is then the sum of the
current flowing from the tip to the sample and of the one flowing from the sample to the tip.
We have:

It→s = 2πe
~
∑
µν

|Mµν |2f(Eµ)[1− f(Eν)]δ(Eν − Eµ − eVbias) (2.2)

Is→t = −2πe
~
∑
µν

|Mµν |2f(Eν)[1− f(Eµ)]δ(Eν − Eµ − eVbias) (2.3)

I = It→s + Is→t (2.4)

where f is the Fermi-Dirac distribution function and we considered the tunneling matrix
element to be the same for both directions. If we further assume that Mµν only depends on
the two states ψµ and ψν via their energy, we can replace the summation over all states by
integrating them over their energy via the density of states (DOS) of the sample (ρs) and of
tip (ρt). This leads to [7]:

I = 2πe
~

∫
Eµ

∫
Eν
|Mµν |2[f(Eµ)− f(Eν)]ρt(Eµ)ρs(Eν)δ(Eν − Eµ − eVbias)dEµdEν (2.5)

I = 2πe
~

∫
|M(E)|2[f(E − eVbias)− f(E)]ρt(E − eVbias)ρs(E)dE (2.6)

The second equation was obtained by evaluating the delta function. The essential problem
is then the evaluation of the matrix element M(E), for which we present two approaches. The
first approach boils down to the one-dimentional scattering problem of textbooks. Despite its
simplicity (it neglects any dependence of M on the wavefunctions of the tip and substrate),
it accounts for the main characteristics of the tunneling current. The second approach is
based on the work of Bardeen, Tersoff and Hamann who were the pioneers in the field of
STM theory.

2.1. The Wentzel-Kramers-Brillouin approximation

In the simplest approach, the STM junction is described as a one-dimensional potential barrier
whose width is the tip-sample distance d and height is defined by their work functions, Φt and
Φs, and the applied bias voltage. In the Wentzel-Kramers-Brillouin (WKB) approximation,
this trapezoidal shape of the barrier is furthermore approximated by a rectangle of height
Φav + eVbias/2 with Φav = (Φt + Φs)/2.

The scattering problem is treated by solving the Schrödinger equation in all three regions
independently: tip, vacuum and sample. For the sample and tip one uses moreover a free-
electron approximation) and it is required that the wavefunctions and their derivatives are
equal at the two interfaces. One then obtains for the tunneling matrix element:

M(E) ∝ exp(−2d
~

√
2m(Φav − E + eVbias/2)) (2.7)

8
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Inserting this expression into equation 2.6 with α(E) = 4
~
√

2m(Φav − E + eVbias/2) leads
to:

I ∝ 2πe
~

∫
e−α(E)d[f(E − eVbias)− f(E)]ρt(E − eVbias)ρs(E)dE (2.8)

In order to simplify this expression we now make use of several approximations. First
of all, due to the low temperature of the experiments, the Fermi-Dirac broadening is often
much smaller than the spectral features under investigation, we therefore approximate the
Fermi-Dirac functions by step functions. The investigated energy range is usually such that
eVbias << Φs,Φt, therefore we consider α(E) ∼ α(EF ). Finally, assuming that the tip is
metallic we can consider that its DOS around Fermi energy is constant: ρt(E) ∼ ρt(EF ). All
in all, this leads to:

I ∝ e−α(EF )dρf (EF )
∫ EF+eVbias

EF

ρs(E)dE (2.9)

The tunneling current depends thus indeed exponentially on the distance between the tip
and sample. Moreover, one can see from the integral that it is carried by all electrons within
an energy range defined by the bias voltage and thus includes the contributions of the sample
DOS throughout this energy range.

Here we should mention that the last assumption concerning the tip DOS fails in the case
of a superconducting tip, in this case the total current is a convolution of both sample and
tip DOS:

I ∝ e−α(EF )d
∫ EF+eVbias

EF

ρs(E)ρf (E − eVbias)dE (2.10)

Some care has then to be taken when analyzing the different contributions of the tip and
sample to the observed features.

2.2. The Tersoff and Hamann approach

The second approach is based on the derivation of the tunneling matrix element by Bardeen
[16]. To account for the transfer of electrons through the barrier, Bardeen considers two
wavefunctions for the entire system tip-barrier-sample: Ψ0 and Ψµν that differ only by
the transfer of an electron from a state ψµ of the tip to a state ψν of the sample. The
wavefunction ψµ is a solution of the Schrödinger equation in the tip-barrier region but it is
not a valid solution in the sample region. Similarly, ψν satisfies the Schrödinger equation
in the barrier-sample region but not in the tip region. The transition matrix element Mµν

describes therefore the projection of the wavefunction ψµ, perturbed by the potential of the
sample, onto the state ψν . Bardeen shows then that [16]:

Mµν = ~2

2m

∫
(ψ†µ∇ψν − ψν∇ψ†µ)dS (2.11)

where the integral is taken over any surface that lies entirely within the barrier.
In order to evaluate the transition matrix element, Tersoff and Hamann [211] assumed that

the wavefunction of the tip has an s-wave character and is asymptotically spherical. As for
the wavefunctions of the surface they are derived consistently with Bloch’s theorem along it
and have an exponential decay into the vacuum side. Considering, as we did previously, small
temperature and voltage, this leads to the following expression for the tunneling current:

I ∝ ρt(EF )
∑
ν

|ψν(r0)|2δ(Eν − EF ) (2.12)

9



2. Theoretical and experimental background

where r0 is the position of the tip (most precisely the center of the sphere it is approximated
with). The sum represents the sample DOS at the position of the tip and carries thus the
dependency |ψν(r0)|2 ∝ e−2κd where κ is the decay length of the wavefunction. This
expression shows therefore the same main characteristics of the tunneling current as in the
WKB approximation.

II. Scanning tunneling spectroscopy
The STM is thus a powerful tool to reach atomic resolution. Yet, as we have seen, the tunneling
current does not only depend on the tip-sample distance but also carries information about
the electronic structure of the sample. In STS, one investigates specifically these electronic
properties. We give in this section a brief theoretical and practical introduction to this
technique.

1. Working principle
As we have seen in the previous section, the tunneling current involves electrons within the
energy range [EF ;EF + eV ]. Yet, in order to have more insight into the electronic properties
of the sample one would like to measure in a more direct way its DOS at a specific energy. In
order to do so, the basic idea of STS is to record the differential conductance, dI/dV of the
current. Indeed, a derivation of equation 2.6 with respect to the bias voltage yields:

dI

dV
∝ ρs(eVbias − EF )ρt(EF )θ(eVbias − EF )

+
∫
E

d|M(E)|2

dV
[f(E − eVbias)− f(E)]ρt(E − eVbias)ρs(E)dE

− e
∫
E
|M(E)|2[f(E − eVbias)− f(E)] dρt

dEµ
(E − eVbias)ρs(E)dE

(2.13)

where θ(x) = 1+(x−1) exp(x)
exp(x)2 is the temperature broadened step function obtained after

taking the derivative of the integral over the Fermi-Dirac functions [119].
Here again, we assume that the tip DOS is constant in the energy range of interest, the

third term reduces then to zero. As mentioned earlier, this assumption does not hold in
the case of a superconducting tip, this case is specifically discussed in the next chapter.
Furthermore, if the measurements are performed in constant height and under the assumption
of small bias voltages, eVbias << Φt,Φs, the tunneling matrix element can be considered to
be constant as well and only the first term remains:

dI

dV
∝ ρs(eVbias − EF )ρt(EF )θ(eVbias − EF ) (2.14)

Therefore the differential conductance obtained at a specific bias is a direct measure of
the sample DOS at the corresponding energy. The dI/dV signal is recorded via a lock-in
amplifier in parallel of the tunneling current, as explained in the next subsection. We now
present two types of measurements performed to investigate the electronic structure of a
sample.
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1.1. dI/dV spectra

A dI/dV spectrum consists in a scan in energy of the sample DOS at a given position in
space. The tip is placed above the position of interest with a given current and bias voltage
(set point parameters) that determine its height, the bias is then swept through a given range
and the corresponding dI/dV signal is recorded. This measurement can be performed under
two different modes:
Constant height mode. In this mode, the feedback loop is opened before the bias is

swept. In this way, the position of the tip remains the same (i.e. the one defined by the set
point parameters) throughout the spectrum and the variations of the dI/dV signal reflect, as
we have seen, the sample DOS.
Constant current mode. There, the feedback keeps regulating the tip height to keep

the current constant as the bias is swept. This mode is usually used in order to investigate
the sample properties at high biases (|Vbias| & 2 V). Yet, because the tip height changes
throughout the spectrum, the tunneling matrix element cannot be considered to be constant
and renormalization techniques should be employed in order to compensate for this effect
[120, 201].

1.2. dI/dV maps

As we see next, the dI/dV signal can be recorded in parallel of the current channel. In a
dI/dV map, one displays the variations of the dI/dV signal at a given bias voltage above an
area of interest. Similarly to topography maps, one can choose different mode as for how the
tip height is regulated, or not, while scanning.
Constant current mode. In a constant current dI/dV map, the tip height is regulated

so that the current measured with the set bias voltage is kept the same. The variations in
the tip height thus account for all electronic states at energies between Fermi energy and the
bias energy. The dI/dV signal is then a convolution of both tip height variations and sample
DOS distribution. dI/dV maps recorded in the constant-current mode are thus prone to
artifacts and should be avoided.
Constant height mode. In the constant height mode, the feedback loop is opened and

the tip is moved in a plane parallel to the surface plane. To a first approximation, the
variations of the dI/dV signal reflect directly the distribution of the sample DOS at the
energy of interest. Yet, for the investigation of adsorbates that have a 3D character the
dI/dV signal will be more intense above the protruding parts even without an increase of
DOS of state above them.
Constant contour dI/dV maps. A way to circumvent the limitations of the constant

height mode is to scan each line of an area twice. On the first scan, a topography of the
sample is recorded as in a normal constant current scan with a given set point value. On the
second scan, the bias is switched to the bias of interest and the tip position is set to follow
the height profile of the first scan (with, if needed, an offset). The second scan yields then
the dI/dV map. In this way, by choosing set point parameters that are below and far away
from any electronic states, one can keep a constant tip-adsorbate distance throughout the
investigated area.
Constant dI/dV mode - Iso-DOS dI/dV maps. The constant dI/dV mode is another

alternative for the investigation of adsorbates with a 3D character. There, the feedback loop
regulates the tip height on the dI/dV value. Similarly to topography images obtained in the
constant current mode, a dI/dV map is then obtained by displaying the variations in tip
height. Special care has to be taken when changing the regulation parameters while switching
between the different regulating modes (current or dI/dV ). This technique can only be
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Figure 2.4.: Working principle of a lock-in amplifier. An AC voltage is added to the bias
voltage so that higher slopes in I − V curves are reflected in stronger variations of the
modulated tunneling current yielding to a first approximation the sample DOS.

applied at energies for which there is a finite DOS above the whole area of interest as it would
otherwise lead to a tip crash (it is therefore not usable within the gap of a superconductor
for instance). Yet, introduced in [171], it is shown to yield the most accurate results.

2. Lock-in amplifier
As mentioned earlier, the dI/dV signal is recorded parallel to the current channel by means
of a lock-in amplifier. This technique indeed allows for a much better signal-to-noise ratio as
compared to a numerical derivation of the current signal.
As illustrated in Fig. 2.4, a small AC voltage Vm sin(ωmt) is added to the bias voltage so

that the tunneling current is now given by:

I(Vbias + Vm sin(ωmt)) ∝
∫ e(Vbias+Vm sin(ωmt))

0
ρs(E)dE (2.15)

Since the amplitude of the modulation Vm is chosen to be small compared to the bias
voltage Vbias (in this thesis we indicate the root-mean-square of the modulation amplitude by
Vrms), one can expand the previous expression in a Taylor series:

I(Vbias + Vm sin(ωmt)) ≈ I(Vbias) + dI

dV
Vm sin(ωmt) +O(V 2

m) (2.16)

The second term, or first harmonic of the signal, is proportional to the dI/dV signal and
can be singled out by the lock-in amplifier. This is done using a mixer that multiplies this
signal input by a reference signal Vr sin(ωrt+ θr) and thus gives the following output:

Vout =I(Vbias)Vr sin(ωrt+ θr)

+ 1
2
dI

dV
VmVr cos((ωr − ωm)t+ θr − θm)

− 1
2
dI

dV
VmVr cos((ωr + ωm)t+ θr + θm),

(2.17)

where θm (θr) is the phase of the modulation (reference) signal.
Using a low-pass filter one then keeps only the DC component, which is proportional to

the dI/dV signal if ωm = ωr. The frequency of the modulation is chosen to be fast in order
to have a short acquisition time (∼ms) of the signal. With this technique, the dI/dV signal
can be measured in parallel to the tunneling current with a good signal-to-noise ratio as only
one frequency is picked.
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Figure 2.5.: Schematics of inelastic electron tunneling spectroscopy. a) When the energy of
the tunneling electrons overcomes a threshold value eVexc, corresponding for instance to a
molecular vibration or a spin excitation, they can either tunnel directly through the junction
(red path) or lose energy by exciting the system (yellow path). As a result, an additional
tunneling path is opened when |Vbias| ≥ Vexc which is seen as a slope increase in the I − V
curve (b) and steps in dI/dV (c).

3. Beyond elastic tunneling and independent electrons
Until now we have considered only elastic tunneling and shown that the dI/dV signal was
proportional to the sample DOS. We now explain how inelastic processes and interactions
within electrons on the sample or tip side can be accounted for and how these are detected in
STS.

3.1. Inelastic electron tunneling

In all generality, the tunneling electrons may couple to other degrees of freedom of the system
that one wants to investigate: this can for instance be vibrational modes of a molecule or
spin excitations for a magnetic impurity [93, 221, 81]. These vibrational modes or spin
excitations are characterized by specific energies Eexc and detected by inelastic electron
tunneling spectroscopy.
The principle of inelastic electron tunneling spectroscopy is illustrated in Fig. 2.5a. Once

the bias voltage is high enough so that the energy of the tunneling electrons overcomes a
certain threshold energy Eexc, these electrons can either tunnel elastically (red path) or lose
this energy Eexc and bring the investigated system into an excited state (yellow path). In
normal tunneling conditions, the system relaxes to its ground state before another electron
tunnel through the junction so that effectively, for Vbias ≥ Eexc/e, two tunneling channels are
available for the tunneling electrons: an elastic and an inelastic one. This leads to a sharp
increase of the current slope in I − V curve and thus steps in dI/dV at Vbias = Eexc/e as
illustrated in Fig. 2.5b. The step height in dI/dV (or, equivalently, relative slope increase
in I − V ) is determined by the cross-section of the excitation process. The energy of these
excitations processes can be used to identify vibrational modes of a molecule [198] or the
spin state of a system [84].

3.2. Electron-electron interactions

Implicitly, we have until now neglected any eletronic interaction in the two electrodes. Indeed,
we have derived the current as the sum of the amplitude of all processes involving the transfer
of an electron from one occupied state on either of the two leads to an empty state on the
other side of the barrier. In this description we consider that the energy of the sample or tip
with N ± 1 electrons is equal to its energy with N electron plus or minus the one of the state
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whose occupation has changed.
Yet, as we show next, in the presence of an impurity spin or a superconductor, correlation

effects should be taken into account. In particular, in these systems, the energy of a particle
is not necessarily related to its momentum and both degrees of freedom have to be considered.
The probability of a particle with an energy ωp to have the momentum p is given by the
spectral function A(p, ωp). Therefore, considering interactions, the tunneling current is more
correctly described by (neglecting the spin degree of freedom) [28]:

I = 2πe
~
∑
p,q
|Mp,q|2

∫
dωp
2π

∫
dωq
2π [f(ωp)− f(ωq)]At(p, ωp)As(q, ωq)δ(ωp − ωq + eVbias)dE

(2.18)
where ωp,q are energy variables to integrate over and At(p, ωp) (As(q, ωq)) the spectral

function of the tip (sample).
The transfer of an electron is thus to be understood as the probability to create a hole

with given energy ωp and momentum p in one of the two leads and to create an electron
with energy ωq and momentum q in the other lead. The contribution of this process to the
current is weighted by the square modulus of the transition matrix element between the two
different states.
In the absence of any interaction one can show that: A(p, ωp) ∝ δ(ωp − Ep) where Ep is

the single-particle eigenenergy of the material. The spectral function reproduces the DOS of
the material.

When the interactions are small, a perturbative approach can be adopted: it is for instance
done in [208] for the scattering of electrons onto a magnetic impurity. Yet, often, strong
electron correlations occur and cannot be captured within perturbation theory. In these
cases, the scattering events are generally described within the framework of Green’s functions
[189]. These allow to consider infinite sums of scattering events of all orders and are used
to determine the spectral function of many-body systems such as for the Kondo effect, as
discussed in the next chapter.

III. Atomic force microscopy
The last two sections described how an STM can be used to achieve a high spatial resolution
and investigate the electronic properties of a sample. Here we present a related technique,
AFM, with which it is possible to investigate non-conducting materials. We use it in
combination with STM in order to gain information about the forces acting between the tip
and sample and thereby also about the charge distribution across the sample.

In an AFM, the tip is attached to a cantilever that behaves as an harmonic oscillator. As
the tip is brought closer to the sample, the forces acting on the tip modify the eigenfrequency
of the oscillator and it is this deflection that we measure and investigate in order to gain
information about the sample.
An AFM can be operated in two different modes: the contact (or static) mode, in which

the tip touches the surface and its deflection is directly measured, and the non-contact (or
dynamic) mode, where the tip is kept at a certain distance from the surface [70]. In this
mode, the cantiveler is driven at a given frequency with a given driving amplitude. The
forces between the tip and sample modify the resonance frequency and thereby oscillation
amplitude of the cantilever. In order to gain information about these forces one can then
choose between the amplitude modulation and frequency modulation modes. In the amplitude
modulation, the excitation frequency and driving amplitude are kept constant (with the
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excitation frequency being close to the resonance frequency of the cantilever). The effect of
local forces is then detected as a modification of the oscillation amplitude of the cantilever. In
the frequency modulation mode, a phase-locked loop is used in order to drive the cantilever
always at its resonance frequency. The frequency shift due to the local forces is then measured
directly. Similarly, a feedback loop can be used in order to adjust the driving amplitude so
that the oscillation amplitude is kept constant. Variations in the driving amplitude give then
information about non-elastic deformation within the junction [135, 121, 148, 164].

In this thesis we use a non-contact AFM in the frequency modulation mode. The eigenfre-
quency of the tuning fork is f0 = 40.98 kHz and we operate it to have oscillation amplitudes
of 0.3− 0.5 Å. In this way, one stays in the tunneling regime and the STM and AFM can be
used simultaneously.

1. Working principle
The tuning fork on which the tip is mounted is considered to be a damped oscillator which
we drive by an external force FD at frequency ω. Its equation of motion is then:

mz̈ − 2γmż + k0z = FD cos(ωt), (2.19)

where m is the mass of the tuning fork and tip, γ the damping constant and FD = k0AD
the driving force with amplitude AD. The damping constant γ is related to the quality factor
Q of the tuning fork by 2γ = ω0/Q, with ω0 = 2πf0 =

√
k0/m the eigenfrequency of the

oscillator.
The solution of equation 2.19 is an oscillator z(t) = A(ω) cos(ωt− φ(ω)) whose amplitude

and phase shift depend on the driving frequency ω:

A(ω) = k0
m

AD√
(ω2 − ω2

0)2 + 4γ2ω2
(2.20)

φ(ω) = arctan
( 2γω
ω2

0 − ω2

)
(2.21)

At ω = ω0, the oscillator is in resonance and one has A(ω0) = AD ·Q and φ(ω0) = π
2 .

The quality factor is either determined from the full width ∆fQ of the resonance curve at
height AQ = A(ω0)/

√
2 and using Q = f0/∆fQ or by a linear fit of the slope of the phase

shift at resonance that verifies dφ
dω (ω0) = −2Q

ω0
.

We now characterize how local forces between the tip and sample, FTS , affect the motion of
the cantilever. These forces modify the spring constant of the oscillator and if the gradient of
the force is constant over an oscillation cycle (which is approximately true for small oscillation
amplitudes) the modified spring constant is [69]:

k = k0 −
∂FTS
∂z

(2.22)

The eigenfrequency of the cantilever shifts thus to a new frequency f ′:

f ′ = 1
2π

√
k0 − ∂FTS

∂z

m
(2.23)

For small force gradient with respect to the spring constant, a Taylor expansion gives for
the frequency shift:
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∆f = f ′ − f0 ≈ −
f0
2k0

∂FTS
∂z

(2.24)

The frequency shift is thus directly proportional to the force gradient. In the frequency
modulation mode, a phase-locked loop (PLL) adjusts the driving frequency to keep the phase
shift at π/2 and thus the cantilever in resonance. In this way, the frequency shift is directly
recorded.

To gain information about the forces acting on the tip one therefore measures the frequency
shift as a function of tip-sample distance z. Under the previous assumptions one obtains:

FTS(z) = −2k0
f0

∫
∆f(z)dz + const. (2.25)

If the previous assumptions are not valid as in case of large oscillation amplitudes or strong
variations of the force gradient, a more complex but accurate expression has to be used as
explained in [185, 68].

2. Forces in AFM
In order to understand what is an AFM sensitive to and how local the measurements are, we
now describe the three main types of forces that act on the tip when it is in the proximity of
a sample.

Chemical forces

The chemical forces are short-range forces that characterize the interaction between the
last atom of the tip apex and the substrate. The interaction is commonly modeled by a
Lennard-Jones potential that describes the potential energy of two atoms as a function of the
distance z separating them [100]:

ELJ = ε

[(
z0
z

)12
− 2

(
z0
z

)6
]
, (2.26)

where ε is the depth of the potential well at the equilibrium distance z0.
At large distances, the interaction (shown in blue in Fig. 2.6a) is attractive as the second

term, caused by van der Waals forces, dominates (long-dashed-blue line in Fig. 2.6a). The
van der Waals forces are discussed next and describe the energy gain due to (permanent or
induced) dipole-dipole interactions. At short distances, the interaction becomes repulsive
(the repulsive contribution is shown as a short-dashed blue curve in Fig. 2.6a) because of
Pauli repulsion: as the atoms are brought closer together their electron wavefunctions overlap
and since they cannot occupy states with the same quantum numbers, they are forced to
occupy states at higher energies.

As one can see in Fig. 2.6a, because of this repulsive component, the force (red curve) and
consequently frequency shift (violet curve) derived from 2.26 are non-monotonic. Usually,
the ∆f measurements are performed only in the attractive regime. Strictly speaking, the
repulsive regime starts only from z ≤ z0 (grey area in Fig. 2.6a). Yet, the minimum of the
frequency shift curve (violet curve) indicates the region in which the repulsive forces starts to
become consequent. For simplicity, we therefore use this minimum as the limitation between
the attractive regime and the repulsive regime (which is then to be understood as attractive
regime in which repulsive forces play a substantial role). In order to reach the repulsive
regime without crashing the tip it is often necessary to functionalize the tip so that the
interaction with the surface is increased while the tunneling current is kept (relatively) small.
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Figure 2.6.: a) Lennard-Jones potential energy (blue curve, we used: z0 = 2 Å, ε = 1.5 eV)
with its repulsive (short-dashed line) and attractive (long-dashed). The corresponding
Lennard-Jones force and frequency shift derived from it are shown along the right axis. The
repulsive regime corresponds strictly speaking to the grey area where the force is positive.
Yet, for simplicity, we use the minimum of the frequency shift curve to distinguish between
the attractive regime and a repulsive regime that is to be understood as the attractive regime
in which repulsive forces play a substantial role. b) The presence of van der Waals forces
(brown curve) modify the total force (orange curve): compared to the Lennard-Jones force,
the minimum of the force curve is shifted to a shorter distance and lower value.

The chemical forces are the only force that have a repulsive component, the repulsive regime
is thus commonly used in constant height ∆f maps to gain informations about the chemical
structure of the investigated system [75].

van der Waals forces

The van der Waals forces arise due to dipole interactions between molecules and atoms. These
interactions are classified in three categories depending on the type of dipole that are involved
[2]. A Keesom force corresponds to a force acting between two permanent dipole moments.
A Debye force describes the interaction between a permanent dipole and a corresponding
induced dipole. Finally, the London dispersive force characterizes the spontaneous induction
of dipoles moments in molecules that do not have a permanent moment.

The van der Waals potential between two atoms is rather short range and weak (∝ 1/z6).
Yet, these forces are additive and due to the mesoscopic nature of the tip and sample they
yield a substantial attractive component to the total force. If one approximates the tip by a
sphere of radius R at a distance z from the sample which is considered to be infinite, the
formula established by Hamaker gives [78]:

FvdW (z) = HR

6z2 (2.27)

where H is the Hamaker constant that depends on the material. This formula is only an
approximation and any modification of the tip shape leads to a different contribution of the
van der Waals forces to the total force. The sharper the tip is, the smaller the van der Waals
background becomes.
We illustrate in Fig. 2.6b the contribution of the van der Waals forces (brown curve) to

the total force (orange curve). As one can see, compared to the Lennard-Jones force (red
curve), the minimum of the total force is now shifted to shorter tip-sample distance and a
more attractive (lower) value. As a result, if one wants to compare frequency shift values
above different positions one should ensure that the tip is exactly the same for the two
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2. Theoretical and experimental background

measurements and that the contribution of the background van der Waals forces is similar
(the two positions should be chosen close to each other). Otherwise, a background correction
is necessary [75, 60, 205].

Electrostatic forces

Electrostatic forces are the most long-ranged forces and arise due to the different electrical
potentials of the sample and tip. This difference in electrical potential is expressed in term of
a voltage V = Vbias − VLCPD that includes both the bias voltage Vbias and the local contact
potential difference (LCPD) VLCPD whose origin is discussed in details in the next subsection.
The STM junction can be described as a capacitor, the electrostatic force acting between the
tip and the sample is then:

Fel = −
∂Ecappot

∂z
= 1

2
∂C

∂z
V 2 = 1

2
∂C

∂z
(Vbias − VLCPD)2 (2.28)

where ∂C
∂z < 0 depends non trivially on the shape of the tip. This force depends thus

quadratically on the bias voltage Vbias, and is minimized when the applied bias compensates the
LCPD: Vbias = VLCPD. This is the fundamental idea behind Kelvin probe force microscopy
(KPFM) where the measurement of the LCPD is used in order to detect single-electron
charging events [197, 217, 112] or probe the charge distribution of a molecule [151, 192].

3. Local Contact Potential Difference measurements
In this section we discuss the origin of the LCPD and present how its measurement yields
information concerning the charge distribution of the investigated system.

We consider an isolated tip and an isolated sample, made out of different materials. Their
work functions being different, they have different chemical potentials before being connected
by a conducting wire or pulled in each others’ vicinity (see Fig. 2.7a). Once connected or
being close enough to allow for electron tunneling, the electrons will flow from the material
with the lower work function to the material with the highest one (see Fig. 2.7b), shifting
their chemical potentials with respect to one another (lower graph). Yet this leads to a charge
accumulation at the surface of the two metals (Fig. 2.7c). These opposite space charges yield
a potential difference, the contact potential difference, and consequently an electric field that
tends to push back the electrons toward the material with the lowest work function. The tip
being grounded, the LCPD is the electrical potential of the sample. An equilibrium is reached
when the electrochemical potentials of the two materials are equal (Fig. 2.7d), or in other
words when the difference in the chemical potentials of the materials is compensated by the
difference in their electrical potential. Two equivalent pictures can thus be used to describe
the energy level alignment at zero bias. The first one, shown in Fig. 2.7e, is the common
picture used for instance in Fig. 2.3 that considers that the electrochemical potentials of
the tip and sample are equal. The other one is less intuitive but will be instructive in the
subsection III.4: there, the states of the tip and sample are occupied up to chemical potentials
(blue rectangle) that are misaligned. Yet, because of the LCPD, if the electrons were to
tunnel their energy will be affected by the potential energy of the local electric field and this
energy shift compensate for the misalignement of the chemical potentials.

As we have seen in the previous subsection, this potential difference yields an electrostatic
force that depends quadratically on the bias voltage. Since the frequency shift is proportional
to the force gradient it shows the same quadratic dependence:
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III. Atomic force microscopy

Figure 2.7.: Origin of the LCPD. a) Two different metals far away from each other have
different work functions. b) When the distance between them is short enough, electrons
tunnel from the material with the lower work function to the one with the higher one. This
leads to a shift of their chemical potential potential (lower graph). c) Conjointly, this electron
transfer leads to a charge accumulation at the surface of the metals. This yields a local
electric field, or equivalently to a Contact Potential Difference (CPD). In the case of an STM,
where the tip is grounded, the CPD corresponds to the electrical potential of the sample.
d) An equilibrium is reached when the electro-chemical potentials of the two materials are
aligned (red line): the chemical (blue) and electrical (green) shifts compensate each other. e)
The common picture describes an STM junction with equal electro-chemical potential for the
tip and sample. f) Alternatively, one can chose to represent the misaligned chemical potential
but with a local electric field.

∆f(Vbias) = −1
2
∂2C

∂z2 (Vbias − VLCPD)2 + ∆f(z̄) (2.29)

where ∆f(z̄) is the frequency shift due to all other forces (chemical and van der Waals
forces) but the electrostatic one. The frequency shift as a function of bias voltage is thus a
parabola, centered at the LCPD value and whose maximum accounts for all forces but the
electrostatic ones.

As mentioned previously, the electrostatic forces are particularly long-ranged. In order to
resolve the contribution of local charges on the sample, the oscillating tip must be brought in
their very close vicinity. This is only achieved thanks to the high stiffness of the tuning fork
and its small oscillation amplitudes. The first measurements of the charge state of a single
atom was performed in 2009 by Gross et al. for Au and Ag atoms adsorbed on a NaCl layer
on Cu(111) [73]. They observed a shift of the frequency shift parabolas for charged species.
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2. Theoretical and experimental background

Figure 2.8.: Change of LCPD due to local charging. Compared to a neutral case (a), a
positive charge (b) shifts the local potential up, and the LCPD is thus detected at a lower
bias voltage. Inversely, a negative charge (c) decreases the LCPD which is seen at higher a
bias voltage.

Namely, for both positive and negative charges, the parabolas are shifted to more negative
∆f values indicating an additional attractive force. This attractive force is of van der Waals
origin as it is caused by a polarization of the tip [73]. Most importantly, they observed that
the shift in LCPD, when comparing the charged atom to the neutral one, could be directly
related to the charge state of the atom: a positive charge leads to a decrease of the LCPD
(i.e. more negative values) and a negative charge to an increase (more positive values), as
illustrated in Fig. 2.8.
In general, special care must be taken in order to compare different LCPD values. In a

plate capacitor model, the potential drops linearly with distance. As a result, the LCPD
should be independent of the tip-sample distance z. Yet, in reality, the tip-shape influences
the field lines and thus the LCPD value depends now on the exact shape of the tip and z
[159]. Qualitative information is thus obtained by comparing relative changes of the LCPD,
recorded with the same tip. Typically, if one wants to compare the charge distribution of two
adsorbates, one records the value of the LCPD as a function of tip-sample plane distance z:
far away, the LCPD is the same as it is averaged over an area larger than the two adsorbates
and closer, contribution from the different adsorbates lead to relative changes in LCPD above
the two positions.

4. Detection of charging processes
In order to set the framework in which gating processes are discussed in 5 we now describe
how charging events can be induced and detected. Based on the previous section, it is quite
straightforward to understand how these can be identified with AFM and we would like here
to propose a model in order to explain why and how these are also seen in STS.

In the literature, several works report on the single electron charging or discharging of an
atom or molecule. A requirement for such events to happen is the partial decoupling of the
atom or molecule from the metal substrate. Typically this is achieved by the presence of a
decoupling layer [168, 156, 130] but the presence of a molecular ligand might suffice [52, 113].
The tunneling junction is then described as a double tunneling barrier as sketched in Fig. 2.9.
In this model, the decoupling of the adsorbate from the metal surface translates into a finite
voltage drop between the two of them when a bias voltage is applied through the junction
(Fig. 2.9b and d). As a result, when the bias voltage is swept to negative (positive) values,
the energy levels of the adsorbate are pulled to lower (higher) energies with respect to the
Fermi level of the substrate, as shown in Fig. 2.9b (Fig. 2.9d). Therefore, when the electric
field induced by the applied voltage is sufficient to shift a level across the Fermi energy of the
substrate, this one is charged (Fig. 2.9b) or discharged (Fig. 2.9d), depending on the original

20



III. Atomic force microscopy

Figure 2.9.: The decoupling of a adsorbate, such as a molecule, from a metal surface is
modeled with a double tunneling barrier. If the LUMO (HOMO) is close to Fermi energy at
zero bias as shown in a (c), the voltage drop between the adsorbate and the surface might be
enough to pull it across the Fermi level when the bias is swept to negative (positive) values.
The LUMO (HOMO) is then occupied (emptied).

situation. Such an event can by identified by a sudden jump of the LCPD value: in frequency
shift versus bias voltage curves the signal jump from one parabola to another [113].

These processes are detected as rings in constant height dI/dV maps, whose radii increase
with (absolute) applied bias. Such a dispersion can be explained by the fact that these events
are triggered when the electric field induced by the bias voltage overcomes a threshold value
at the position of the adsorbate. Indeed, the electric field lines are perpendicular to the
surface of a metal. In the case of an STM, their path is thus mostly dictated by the shape of
the sharp tip as shown in Fig. 2.10a. For this reason, we refer from now on to the electric
field induced by the application of a bias voltage through the junction as the electric field of
the tip. The value of electric field at the adsorbate depends on the bias value and position
of the tip. To a first approximation, the apex of the tip can be considered to be spherical.
For a given bias voltage, the iso-contours of the electric field of the tip are thus circles in
the x − y plane of the sample centered at the (projected) tip position. This is shown in
Fig. 2.10b, where the red area shows electric field higher than a given threshold value (Eth).
Similarly, considering that the electric field depends linearly on the applied bias, constant
electric field lines for bias sweeps performed as a function of lateral tip displacement are
parabolas (Fig. 2.10c): as the tip is brought further away from the adsorbate, the bias voltage
required to achieve a given electric field increases.
These considerations explain how a charging event can be induced but not how and why

such events are detected and affect the tunneling current. Indeed, it has to be highlighted that
these charging events are detected in STS not only above but also far away from the adsorbate
(a few nm), when any overlap with the tip wavefunctions has vanished. We propose here a
model that rationalizes how the charge redistribution at the adsorbate gates its surrounding
which leads to a sharp increase or drop of the tunneling current.

The main idea is to separate the contributions of the chemical and electrical potentials
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2. Theoretical and experimental background

Figure 2.10.: Characterization of the field induced by the bias in an STM junction. a) The
field lines are mainly dependent on the shape of the tip. b) In the x− y plane of the sample,
the field lines can be approximated by concentric rings centered at the projected position of
the tip. We indicate in red the area of the sample for which the electric field is higher than
a threshold value Eth for a given bias. c) A set of bias sweep along a constant height line
above the adsorbate leads to a parabolic dispersion of the tip field at the adsorbate: when
the tip is further away, more bias is required to reach a given electric field.

through the junction as illustrated in 2.11. As explained previously, when no bias is applied,
the system is in equilibrium and the tip and sample have the same electro-chemical potential
(Fig. 2.7d). We have:

µt = µs (2.30)
EtF − eV t

pot = EsF − eV s
pot (2.31)

where EtF (EsF ) is the chemical potential or Fermi level of the tip (sample) and V t
pot (V s

pot)
its electrical potential. Because the tip is connected to ground we set V t

pot = 0.
In all generality, a charge redistribution has occurred in order to achieve this equilibrium:

this corresponds to a potential drop (the LCPD, see previous subsection) across the junction
(Fig. 2.11d): V s

pot = V 0
lcpd. Therefore, at equilibrium, the chemical potentials of the two

electrodes are shifted with respect to each other in order to compensate for this potential drop
(Fig. 2.11c): EtF = EsF − eV 0. No current is observed: as sketched in Fig. 2.11e, electrons
from the Fermi sea of the tip lose energy as they tunnel through the potential landscape
of Fig. 2.11d: they follow the orange line of Fig. 2.11e and end up at the Fermi sea of the
sample.
When a bias is applied, essentially the same picture as depicted in Fig. 2.3 applies. The

electrical potential of the electrons in the sample is shifted to V 0+Vbias (Fig. 2.11i and Fig. 2.11
n). The chemical potentials of the two electrodes are not affected (Fig. 2.11h and m) but now,
with Vbias > 0, electrons of the sample with energy Eini such that EtF − eVbias < Eini < EtF
(orange rectangle in Fig. 2.11j) can tunnel through the junction gaining a potential energy of
e(V 0

lcpd + Vbias) and end up on the sample side with energy Efin = E + e(V 0
lcpd + Vbias) that

satisfies

EtF − eVbias < Eini < EtF (2.32)
EtF − eVbias + e(V 0 + Vbias) < Eini + e(V 0 + Vbias) < EtF + e(V 0 + Vbias) (2.33)

EsF < Efin < EsF + eVbias (2.34)

and corresponds thus to unoccupied states. We therefore find again that electrons within
the energy range [EtF ;EtF − eVbias] carry the tunneling current. The same applies for the
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opposite bias regime (see Fig. 2.11k to o). Therefore, as long as the electrical potential is
only modified by the bias, a description of the tunneling current based on the shift of the
electro-chemical potential as in Fig. 2.3 is completely valid and sufficient: the sketches of
Fig. 2.11a,f,k are totally equivalent to Fig. 2.11e,j,o.
We now show how the presence of an additional electron impacts the tunneling current.

On the sample side, the sudden addition of an electron at a position r0 changes the electrical
potential in its surroundings (see Fig. 2.8) from V 0

lcpd before its addition to Vlcpd = V 0
lcpd+Vgate,

with, to a first approximation Vgate < 0 (a negative charge increases the potential energy of
the electrons in its vicinity).
Considering that the charging happens instantaneously when the bias voltage reaches a

threshold value V th
bias, the gain of potential energy for the tunneling electrons changes sharply

from −e(V 0 + V th
bias) before the charging event (Fig. 2.12a) to −e(V 0 + V th

bias + Vgate) after it
(Fig. 2.12b). A similar calculation as carried out above shows that now electrons within the
energy range [EtF ;EtF − eV th

bias − eVgate] carry the tunneling current.
As a result, upon the sudden charging event, electrons within the energy range [EtF −

eV th
bias;EtF − eV th

bias − eVgate] are suddenly able to tunnel through the barrier (compare the
areas of the orange and red rectangles in the right sketches of Fig. 2.12a and b). This leads to
a sharp increase of the (absolute) current that manifests itself as a step in I − V curves with
a change of slope (Fig. 2.12c) and a peak in dI/dV spectra (Fig. 2.12d). One can similarly
verify that an electron removal with a positive bias sweep also lead to a sharp increase of
the tunneling current and therefore also to a step and peak in I − V and dI/dV curves,
respectively. To a first approximation, a change in the slope of the I − V curve, reflecting
the change of the height of effective potential barrier by Vgate/2, is also expected (Fig. 2.12c
and d).

This effect is detected as long as the sample electrons are affected by the gating potential
of the induced charge. Since it scales approximatively with 1/|r| (screening potential), such
effects are detected far away from the adsorbate, well after the overlap of their wavefunctions
with the tip has vanished (exponential dependence). Assuming a constant density of states
for both sample and tip, the change in current should scale linearly with eVgate and thus be
tip independent for a given position.
As a last remark we would like to underline that the electron added to (removed from)

the adsorbate is only acting as an extra charge locally. It originates from (vanishes into) the
Fermi surface of the substrate. In this sense, the charging rings have to be understood as the
effect of a local charge redistribution (and not addition or removal) at the surface.
All in all, we have seen that STS was sensitive to the gating effects of charging events

on the sample surface. We show in chapter 5 that another phenomenon, the addition or
removal of image potential states, also induces a charge redistribution that effectively gates
the adsorbates.

IV. Experimental details
The results presented in this thesis were obtained with three different ultra-high-vacuum
(UHV) low-temperature (LT) STM. One of them is a Createc machine that operates at 4.2 K
and was modified to allow for combined AFM and STM measurements. The other two, a
Createc and a Specs Joule-Thomson (JT) STM, operate at 1.6 K and 1.1 K, respectively.
The Specs STM is furthermore equipped with superconducting coils so that a magnetic field
up to 3 T can be achieved in the direction perpendicular to the sample plane. The machines
are conceived in similar ways and we present next their general set-up.
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1. Experimental set-up
Fig. 2.14 shows the technical drawing of the Specs STM. Like other UHV-LT-STM it is
composed of two chambers: the preparation chamber, and the STM chamber, which are
separated by a gate valve. A manipulator allows to transfer the sample between the two
chambers. The preparation chamber is equipped with several apparatus: metal and molecular
evaporators, sputter gun, mass spectrometer and leak valves that are connected to different
gas lines. The manipulator is also equipped with both thermo-couples and heating filaments
that enable controlled annealing the sample. Several pumps are used in order to obtain and
sustain ultra-high vacuum: ion pumps, turbo molecular pumps, titanium sublimation pump
and cold traps.

In the STM chamber, in order to reduce the mobility of adsorbates and achieve high energy
resolution, a temperature of 4.2 K is achieved by means of a cryostat composed of an outer
liquid nitrogen Dewar (77 K) and an inner liquid helium (4.2 K) one. This cryostat further
acts as a cold trap within the STM chamber. For the very low temperature-STMs (T ∼ 1 K),
the STM head is mounted on a further cooling stage allowing for these low temperatures.

Vibrations damping in STMs are crucial in order to reduce low-frequency noises. For this
purpose the STM head is suspended by springs and the entire machine is lifted by pneumatic
legs. In the Createc STMs, small magnets are also mounted on the cryostat to generate eddy
current damping.

2. Sample preparation
The studies in this thesis were performed using Pb(111) substrates. The crystals are cleaned
by repeated cycle of Ne+ ion sputtering (parameters of ion gun: HV = 0.9 kV, I = 10 mA
emission current) and annealing to ∼ 430 K. In Fig. 2.15a, we show a topography image of a
surface after this treatment. One can identify flat terraces with black dots, which correspond
to subsurface Ne-filled nanocavities [118, 190, 179] (referred to as Ne impurities in the rest
of this thesis). Fig. 2.15b displays an enhanced view of one of these impurities with atomic
resolution. The hexagonal pattern of these Ne impurities reflects the orientation of the Pb
lattice. Pb has a face-centered cubic (fcc) lattice and on its (111) surface, the atom spacing
is 3.50 Å. It is a type-I superconductor with a critical temperature of 7.2 K which makes it
suitable for studies at T ≤ 4.2 K.

In the next chapter we introduce briefly superconductivity and highlight the advantage of
using superconducting tips in order to improve energy resolution (see Fig. 3.12). The STM
tips are made of tungsten and indented into the surface of Pb crystals while applying high
voltage (100 V) to cover their apex with a superconducting Pb layer. The gap width of the
tip is determined by the coating thickness and in order to ensure a bulk-like gap width we
record dI/dV spectra above the bare Pb substrate. Fig. 2.15c displays a dI/dV spectrum of
a good tip: one can distinguish two pairs of coherence peaks at ±2.65 mV and ±2.8 mV (see
dashed lines) that correspond to the two superconducting bands of Pb [179] probed with a
tip having a superconducting gap of ∆t ∼ 1.35 meV.
The data was analyzed using the following softwares: SpectraFox [177], WSxM [94] and

Igor Pro.
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Figure 2.11.: Equivalent sketches of tunneling through an STM junction. In the absence of
a bias (a-e), one can either consider that the electrochemical potentials of the tip and surface
are aligned (a) or separated (b) their chemical (c) and potential (d) parts. Then, as shown
in e, one can sketch misaligned chemical potentials but in a junction where the electrons
energy vary according to the potential energy due to the electric field (orange curve). When
a positive (f-j) or negative (k-o) bias is applied, the chemical potentials are considered not
to be affected (h and m), but the electrical are (i and n). The potential lines along which
electrons tunnel (orange lines in j and o) connect now occupied and occupied states so that
a current flows. Comparing to the common electrochemical considerations (f and k), the
sketched are totally equivalent.
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Figure 2.12.: We consider a double tunneling barrier as in Fig. 2.9a, just before (a) and
after (b) an electron occupies the LUMO. The change in LCPD due to charging (as shown in
Fig. 2.8) modifies the electric potential seen by the electrons (middle sketches). As a result,
more electrons tunnel through the barrier after the charging event (compare the area of the
orange and red rectangle in the right sketches). This leads to a sharp increase in the I − V
curve (c) and a peak in dI/dV (d).
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Figure 2.13.: We consider a double tunneling barrier as in Fig. 2.9a, just before (a) and
after (b) an electron is removed from the HOMO. The change in LCPD (as shown in Fig. 2.8)
modifies the electric potential seen by the electrons (middle sketches). As a result, more
electrons tunnel through the barrier after the charging event (compare the area of the orange
and red rectangle in the right sketches). This leads to a sharp increase in the I − V curve (c)
and a peak in dI/dV (d).
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Figure 2.14.: Technical drawing of a LT-STM (original drawing made by Specs). A STM
chamber is separated from the preparation chamber by a gate valve and a manipulator is
used for sample transfer. The low temperature is achieved by a liquid nitrogen-liquid helium
cryostat and high vacuum is created by a set of pumps. The machine is decoupled from the
environment by damping legs.

Figure 2.15.: a) Topography image (Vbias = 5 mV, I = 200 pA) of a Pb crystal after cleaning
cycles. The black dots are caused by subsurface Ne impurities. b) Atomic resolution above
one of these impurities shows that their hexagonal pattern follows the lattice orientation
(Vbias = 50 pA, Vbias = 20 mV). c) dI/dV spectrum recorded with a superconducting tip
above the bare Pb substrate (feedback opened at Vbias = 5 mV, I = 400 pA and signal
modulated with Vrms = 25 µeV).
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Chapter 3

Magnetic impurities on metals and
superconductors

In this thesis, we study the interaction of the magnetic moments of porphine molecules
with the electrons of the Pb surface, in its normal and superconducting state, as well as
eventual coupling between them. Therefore, we first present the theoretical framework in
which such a magnetic moment is described and review the different types of coupling between
magnetic impurities on a metallic surface. In the second part of this chapter, we introduce
the Kondo effect: the formation of a many-body state at low temperatures due to exchange
coupling between a magnetic impurity and electrons of a metal surface. We also discuss the
characteristic energy scales that have to be considered for the formation of a Kondo lattice.
In the third part, we present the superconducting counterpart of the Kondo effect in the
normal state: Yu-Shiba-Rusinov (YSR) states.

I. Description of a magnetic impurity
The magnetic moments discussed in this thesis stem from unpaired electrons of an Fe atom
embedded in a magnetic ligand and deposited on a surface. We now present the formalism
in which a magnetic moment in such a surrounding can be described. Moreover, because
chapter 8 is dedicated to the study of magnetic coupling, we present the different types of
interactions that can occur between two magnetic impurities.

1. Effective spin Hamiltonian
In gas phase, the spin of an atom is carried by unpaired electrons that occupy degenerate states:
for an Fe atom ([Ar] 3d6 4s2), the six electrons of the 3d shell. The ground state configuration
of the atom can be determined according to Hund’s rule: first the spin quantum number
S is maximized, then the angular momentum L, and finally the total angular momentum
J = S + L is either maximized or minimized, depending on if the shell is more than or less
than hall-filled. The resulting ground state configuration of Fe in gas phase is thus 5D4, as
sketched in Fig. 3.1a. This ground state has moreover a nine-fold degeneracy (2J + 1) due to
the quantum number mJ , which is the projection of J on the z-axis. Here, we note that the
z-axis can be any axis in real space.

29



3. Magnetic impurities on metals and superconductors

Figure 3.1.: a) Electronic configuration of the 3d shell of an Fe atom in gas phase. For
the FeP molecule, the presence of the molecular ligand creates a crystal field that lifts the
degeneracy of the d levels. These are then shifted in energy as sketched in b) or c). In both
cases, this results in a spin S = 1 system. d) Without spin-orbit coupling, the spin levels ms

are degenerate. Spin-orbit coupling lifts this degeneracy and is usually described by means of
an axial (D) and transversal (E) anisotropy parameters (see equation (3.2)). e) For D > 0,
the ground state is ms = 0, and in the presence of transversal anisotropy the ms = ±1 are
mixed to form new eigenstates |±〉 = |ms = 1〉 ± |ms = 1〉. f) Splitting of the levels with
D < 0, again in the presence of transversal anisotropy the eigenstates ms = ±1 are mixed.

We now discuss the consequences of the presence of a molecular ligand: this leads, on the
one hand, to a hybridization of the Fe d level with molecular orbitals and, on the other hand, to
a local electric field -the crystal field- that shifts the energy of the orbitals. The hybridization
with molecular orbitals is very specific to each molecular configuration and generally requires
the use of density functional theory (DFT) calculations in order to determine the new hybrid
orbitals. The occupation of these hybrid orbitals may then result in a change of the number
of unpaired electrons and thereby spin state of the molecule. The new orbitals inherit the
symmetry of the original d levels, we therefore only consider that the hybridization with a
molecular ligand may change the number of electrons occupying the Fe levels.

In the case of the iron porphine (FeP) molecule, the oxidation state of Fe is 2+, meaning
that the 4s shell is now empty and the six electrons of the 3d shell remain. The presence of
additional charges in the vicinity of the Fe atoms shifts their d orbitals in energy depending
on their spatial distribution. The Fe atom in the center of the porphine ring is subject mostly
to the crystal field of the neighboring nitrogen atoms with a square planar symmetry. This
results in a splitting of the d levels as shown in [5, 24]: the dx2−y2 is shifted the highest in
energy as it has the largest overlap with the nitrogen atoms while the dxy orbital with the
smallest overlap becomes the lowest orbital. The relative positions of the dz2 and dπ orbitals
may change depending on the fine details of the adsorption configuration of the molecule.
The occupation of the d levels is now not only dictated by Hund’s rule but also by the energy
cost due to the occupation of a higher orbital. In the case of the FeP molecule, after filling all
orbitals except dx2−y2 with spin-up electrons, it is preferable to fill the remaining orbitals with
spin-down electrons because the energy gain due to Hund coupling would not compensate
the energy cost E(dx2−y2)− E(dxy). The two possible resulting electronic configurations for
the ground state of the FeP molecule are shown in Fig. 3.1b and Fig. 3.1c. For simplicity,
we consider here that Fig. 3.1b shows the ground state while Fig. 3.1c shows the electronic
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occupation of the first excited state. As a result, the spin state of the system is S = 1
and the orbital momentum is quenched (L = 0). Here, the ground state is still three-fold
degenerate with mS = −1, 0, 1 and no preferential main axis in real space exists for the spin
(see Fig. 3.1d).

We now present how spin-orbit coupling affects this configuration. Spin-orbit coupling is a
relativistic effect that is described in classical quantum mechanics by [37]:

HSO = λS · L (3.1)

where λ, the spin orbit coupling constant, is element specific and changes with the oxidation
state. Due to the introduction of this additionnal term in the Hamiltonian of the system,
the electronic configurations described above are no longer proper eigenstates. The new
ground state is then an admixture of the various electronic configurations. If the ground state
electronic configuration |ψ0〉 is nondegenerate in |LML〉, then one can recast HSO acting on
|LML〉|SMS〉 into a new effective Hamiltonian, called Spin Hamitonian, acting only on the
spin basis functions |SMS〉 [37]. The Spin Hamiltonian can be written as:

Hzf = DSz
2 + E(Sx

2 − Sy
2) (3.2)

where D = λ2/2(Λxx + Λyy)− 2Λzz and E = −λ2/2(Λxx −Λyy) are the axial and transversal
anisotropy parameters, respectively. These parameters arise since the angular momentum is
now partially unquenched with [37]:

Λii =
exc. st.∑
n

|〈ψ0|Li|ψn〉|2

En − E0
, i = x, y, z (3.3)

As one can see from equation (3.2), the spin states with different mS values are now split
in energy; this is illustrated in Fig. 3.1e-f. This splitting occurs without the application of an
external magnetic field and is therefore often referred to as the zero field splitting. Finally,
we point out that the x, y and z axis are now well-defined in space because they are dictated
by the symmetry of the crystal field.
The magnetic anisotropy is relevant for all spins larger than S = 1/2 (Kramer’s theorem

ensures the double degeneracy of all eigenstates for a half-integer total spin due to time-
reversal symmetry). In order to determine when or if these anisotropy parameters have to
be taken into account one should compare their magnitude with the other energy scales
(typically the coupling parameters) that come into play.

2. Coupling between magnetic impurities
We present here briefly the different mechanisms that can lead to a coupling between spin
impurities. Because these mechanisms are not dependent on the type of spin involved, we
consider for simplicity two spin 1/2 impurities. We focus on the three types of coupling that
are relevant for our system and within our energy resolution: the exchange and super-exchange
interaction as well as the Ruderman-Kittel-Kasuya-Yoshida (RKKY) interaction.

Exchange interaction

The exchange interaction between two impurities is caused by Coulomb repulsion due to
their wavefunctions starting to overlap. This interaction favors parallel alignment of spins
and is in essence the justification of Hund’s first rule. Yet, such an interaction only becomes
substantial when the impurities are in very close vicinity of each other and is therefore often
much weaker than other types of interactions.
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3. Magnetic impurities on metals and superconductors

Figure 3.2.: Schematics of the superexchange interaction between two magnetic levels
(left,right) via a non magnetic one (middle). a) At the beginning, the two magnetic levels are
occupied by one electron each (light blue and orange arrows) and the non-magnetic one is
doubly occupied (red and dark blue arrows). The two electrons of the non-magnetic level hop
onto the magnetic ones. b) This leads to an intermediate state in which the non-magnetic
level is empty. It is refilled by two electrons with opposite spins. c) This leads effectively to
an exchange interaction between the two magnetic levels. Were the spins of the magnetic
levels aligned, the hopping scheme from a) to b) would not be possible.

Superexchange interaction

The superexchange interaction between two magnetic impurities occurs via a non magnetic
intermediate level that can either stem from a non-magnetic entity or be a non-magnetic level
of one of the magnetic impurities. A series of hopping events, as sketched in Fig. 3.2, leads to an
antiferromagnetic interaction between the two unpaired electrons of two magnetic levels. This
type of interaction has for instance been observed between cobalt phthalocyanines molecules
adsorbed on Pb(111) islands over a Si(111) substrate [29] or for manganese(II) phthalocyanine
thin films [19, 222] as well as between Ni atoms coordinated by tetracyanoquinodimethane
(TCNQ) molecules [1].

RKKY interaction

Two impurities deposited onto a metal substrate but separated by a finite distance usually do
not interact directly with each other. Yet, as shown by M. A. Ruderman, C. Kittel, T. Kasuya
and K. Yosida in the 1950s [183, 106, 226], they can interact indirectly via the conduction
electrons of the substrate: the presence of an impurity polarizes the spin of the conduction
electrons which then also interacts with the other impurity. We show in the next section that
the coupling of each magnetic impurity Si to the conduction electrons can be described by
an exchange Hamiltonian of the form Jsi · Si, where si is the spin of the conduction electrons
at the impurity position. The Hamiltonian of two impurities adsorbed on a metal substrate
without direct interaction between them is thus:

H = Hsub. + Hcoup. =
∑
k,σ

ε(k)c†kσckσ + Js1 · S1 + Js2 · S2 (3.4)

Considering the Hamiltonian Hcoup. as a perturbation of Hsub. and going to second order
yields the following effective Hamiltonian:

HRKKY = JRKKYS1 · S2 (3.5)

where JRKKY depends on the distance r between the two impurities as follows:

JRKKY(r) ∝ J2kF r cos(2kF r)− sin(2kF r)
k4
F r

4 (3.6)
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II. Magnetic impurities on metals

Figure 3.3.: Dependence of the RKKY interaction JRKKY on the separation distance between
two impurities (we use kF = 0.8Å−1). The sign of the exchange coupling changes with inter-
impurity distance, and the coupling between impurities can therefore be ferromagnetic or
antiferromagnetic.

As sketched in Fig. 3.3 the sign of the exchange coupling changes with inter-impurity
distance, and the coupling between impurities can therefore be ferromagnetic or antiferromag-
netic. This sign change has been evidenced by lateral manipulation of Co atoms on a copper
surface [218] by investigating magnetization curves above Co atoms on a Pt(111) surface [140,
232].

II. Magnetic impurities on metals
The presence of magnetic impurities on a metal surface may lead to interesting phenomena
since new correlated states can appear. Here, we follow the detailed approach of A. C.
Hewson in [92] for the description of the interaction of a single impurity with the substrate
electrons. We first derive the s − d exchange Hamiltonian that explicitly expresses the
spin-spin interaction between the two systems. Then, we show that this results in a new
correlated state at low temperature: the Kondo effect. In the last subsection, we give a brief
introduction to the theoretical framework of the Kondo lattice.

1. Interaction with a metal substrate
We now present how the interaction between a magnetic impurity and a metal substrate
can be described. In Fig. 3.4a, we use the Anderson model [9] to illustrate how a magnetic
moment can exist when adsorbed on a metal surface. The singly occupied level (we consider
the impurity spin to be carried by a d level at energy ed) lies below the Fermi level: ed < EF
while the Coulomb energy brings the doubly occupied level above it: ed + U > EF . As a
result, in the ground state, the d level is singly occupied and has thus the two-fold degeneracy
of a spin 1/2. We now consider that the impurity interacts with the substrate electrons via a
potential scattering Vk,k′ , the Hamiltonian of the system is then [92]:

H =
∑
σ

ednd,σ + Und,↑nd,↓ +
∑
k,σ

ekc
†
k,σck,σ +

∑
k,σ

(Vkc
†
d,σck,σ + V ∗k c

†
k,σcd,σ) (3.7)

where c†k,σ (c†d,σ) is the creation operation for an electron with momentum k (in the d level)
and spin σ, and nd,σ the corresponding number operator. The two first terms describe the
magnetic impurity, the third one the substrate and the fourth the interaction between the

33



3. Magnetic impurities on metals and superconductors

Figure 3.4.: a) Anderson model for the description of a magnetic impurity in front of a metal
substrate: the singly occupied level at energy ed lies below the Fermi level while the doubly
occupied level at ed + U is above it, U being the Coulomb repulsion energy. Scattering of
electrons onto the impurity leads to virtual excitations in which the impurity level is either
doubly occupied (b) or empty (c). These excitations do not conserve energy and are thus
only allowed within the Heisenberg uncertainty principle. d) A relaxation to the ground state
configuration leads effectively to a spin flip interaction that is at the origin of the Kondo
effect. e-g) The sign and magnitude of the potential scattering term K of the s− d model
depend on the relative positions of the singly and doubly occupied levels with respect to the
Fermi level (see equation (3.15)).

two systems. If one approximates the substrate by a flat band with density of states (DOS)
ρ0 and neglects the k-dependence of the potential scattering, this interaction leads to a
broadening of the d level that then have a width ∆ = πρ0|V |2. In the following we assume
that ∆ << |ed|, |ed + U |, so that the magnetic moment is preserved.

The Hamiltonian of equation (3.7) does not explicitly show the interaction between the
conduction electrons and the spin of the impurity. We now present the Schrieffer-Wolf
transformation [191] that expresses the equivalence, under certain conditions, of the Anderson
model (equation (3.7)) and the so-called Kondo or s− d model.

One should consider the different occupation states of the d-level: ψ0, with no electron, ψ1
with one electron and ψ2 with two electrons. As mentioned above, ψ1 is the ground state of
the system, ψ0 and ψ2 are excited states. The idea is to consider virtual excitations to these
states, as shown in Fig. 3.4b and c, and treat them within first order perturbation theory.
More precisely, we consider the total wavefunction of the system ψ as

(
ψ0 ψ1 ψ2

)
and

write the Schrödinger equation as:
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II. Magnetic impurities on metals

H00 H01 H02
H10 H11 H12
H20 H21 H22


ψ0
ψ1
ψ2

 = E

ψ0
ψ1
ψ2

 (3.8)

where Hnn′ = PnHPn′ , Pn being the projection operator onto the subspace with n electrons
occupying the d level:

P0 = (1− nd,↑)(1− nd,↓) (3.9)
P1 = nd,↑ + nd,↓ − 2nd,↑nd,↓ (3.10)
P2 = nd,↑nd,↓ (3.11)

We can consider that H02 = H20 = 0 since no term in the Hamiltonian of equation (3.7)
describes the removal or addition of two electrons simultaneously. In order to obtain an
effective Hamiltonian acting only on ψ1 one can therefore rewrite the Schrödinger equation
by eliminating ψ0 and ψ2:

(H11 +H12(E −H22)−1H21 +H10(E −H00)−1H01)ψ1 = Eψ1 (3.12)

By going to lowest order in Vk one can then show that equation (3.12) is equivalent to the
following Hamiltonian:

H =
∑
k,k′

Jk,k′(S+c†k,↓ck′,↑ + S−c†k,↑ck′,↓ + Sz(c†k,↑ck′,↑ − c†k,↓ck′,↓))

+
∑
k,k′

Kk,k′c†k,σck′,σ

(3.13)

where Sz and S±(= Sx ± iSy) are the spin operator for the spin S carried by the d level
and Jk,k′ the effective exchange coupling, and Kk,k′ the potential scattering that are defined,
respectively, as:

Jk,k′ = V ∗k Vk′

( 1
U + ed − ek′

+ 1
ek − ed

)
(3.14)

Kk,k′ = V ∗k Vk′

2

( 1
ek − ed

− 1
U + ed − ek′

)
(3.15)

Equation (3.13) is usually written in a more concise way in real space as:

H = Js · S +KI (3.16)

where J and K are the exchange and potential scattering at the impurity site in real space, I
the identity matrix in spin space and s the local conduction electron spin at the impurity site
defined as s =

∑
σ,σ′ c†σσcσ′ , with σ = (σx,σy,σz) being the spin Pauli matrix.

We would like to point out here that the sign of the potential scattering K depends on the
electron-hole asymmetry of the system. Assuming for simplicity that the conduction band
and potential Vk are electron-hole symmetric, the asymmetry of the system depends only on
the relative positions of the singly and doubly occupied levels with respect to the Fermi level
of the substrate. As shown in Fig. 3.4e, when the singly occupied level is closer to the Fermi
level than the doubly occupied level, one has K < 0. Conversely, when the doubly occupied
level is closer to the Fermi level (see Fig. 3.4g) then K > 0, and lastly the symmetric case
corresponds to K = 0.
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3. Magnetic impurities on metals and superconductors

Figure 3.5.: Poor man’s scaling approach. a) The band width of the conduction band
is effectively reduced by removing the electron and hole states within the edges δD. The
renormalization of the coupling coefficients is done by taking into account virtual excitations
that involve an electron (b and d) or a hole (c and e) in an intermediate state q at band edge
δD.

2. The Kondo effect
The Kondo effect is named after Jun Kondo who proposed in 1964 a theoretical explanation
[115] for the observation of a resistance minimum at low temperatures for noble or divalent
metals containing a small concentration of magnetic impurities [38]. The presence of this
minimum was puzzling as, upon a decrease of the temperature, the number of phonons
to which the electrons of the conduction band can couple decreases and thus one expects
a continuous decrease of the electrons scattering rate and thereby also a decrease of the
electrical resistance. Using perturbation theory up to 3rd order, Jun Kondo showed that
this effect can be explained on the single impurity level by the scattering of the conduction
electrons causing spin-flip events.

At temperatures below the so-called Kondo temperature, these spin-flip events lead to the
formation of a many-body state. This state screens the impurity spin on energy scales defined
by the aforementionned Kondo temperature. Following [92], we present here the so called
’poor man’s scaling approach’ that helps in understanding how the Kondo temperature is
defined.
The idea is that, upon a decrease of the temperature, one would like to eliminate high

excitation processes (that are not thermally activated), th same way as it is done in the
previous section for the Schrieffer-Wolf transformation, and include the effect of these high
energy excitation into a renormalization of the parameters of the Hamiltonian. Neglecting
potential scattering, we consider a generalization of the s− d model described above with the
possibility for an anisotropic coupling if J± 6= Jz:

H =
∑
k,k′

J+S
+c†k,↓ck,↑ + J−S

−c†k,↑ck,↓ + JzSz(c†k,↑ck,↑ − c†k,↓ck,↓) (3.17)

To carry out the scaling of the coefficients J± and Jz one separates the conduction band
(assumed to be symmetric and of width 2D) into two regions: states with |ek| < D− |δD| are
retained and those at the edges |δD| are eliminated (see Fig. 3.5a). In Fig. 3.5b-e we show
the processes that have then to be considered for the scaling: these are those that involve the
scattering of a particle (Fig. 3.5b and d) or a hole at the band edges, with (Fig. 3.5d and e)
or without (Fig. 3.5b and c) an effective spin flip of the impurity. One can then show that the
Hamiltonian retains the same form but with modified coupling parameters: J± → J± + δJ±
and Jz → Jz + δJz. This leads to the following scaling equations that show how J± and Jz
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II. Magnetic impurities on metals

Figure 3.6.: a) Comparison of the Fano and Frota lineshapes with same phase factor π. The
curves are normalized to have the same height. b) Fano-Frota lineshape for different values
of the phase factor (see legend).

evolve with D [92]:

dJ±
d lnD = −2ρ0JzJ± (3.18)

dJz
d lnD = −2ρ0J

2
± (3.19)

For an isotropic coupling we have dJ
d lnD = −2ρ0J

2, and the integration of this equation
leads thus to a scaling invariant that defines the Kondo temperature TK :

De−1/(2Jρ0) ∼ kBTK (3.20)

Going to higher order in perturbation theory and including electron interaction on the
impurity site leads to slight modification of this formula but the Kondo temperature remains
defined as the energy scale that characterizes the emergence of a new correlated state in which
the magnetic moment of the impurity is screened by the conduction electrons via coherent
scattering. The presence of this many-body state manifests itself in dI/dV spectra as a sharp
resonance in the spectral function of the system [136]. This resonance has a width Γ that
depends on temperature [155] and is localized near the Fermi level at εK [209]:

εK = Γ tan
(
π

2 (1− nd)
)
, (3.21)

where nd is the average occupation of the d level: nd = − ed
U + 1

2 (for an electron-hole symmetric
substrate). The position of the resonance is thus related to the electron-hole asymmetry of
the system.

The shape of the Kondo resonance in scanning tunneling spectroscopy (STS) is asymmetric
[136, 209]. This asymmetry is due to interferences between two channels for the tunneling
electrons: they can either tunnel into the many-body state or directly into the electron sea of
the metal substrate. The resulting lineshape is typically described by a Fano-function [48]:

FFano(ε) = (q + E)2

1 + E2 , (3.22)

where E is the reduced energy defined as:

E = ε− εK
Γ/2 , (3.23)
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3. Magnetic impurities on metals and superconductors

Figure 3.7.: a) Doniach’s phase diagram. The Kondo and RKKY coupling both depend on
the coupling strength of the impurity to the surface J but in different manners. As a result,
at low coupling strength J , the RKKY coupling dominates and the system enters an ordered
antiferromagnetic phase. At strong coupling, the Kondo screening dominates, and the system
enters a Fermi liquid phase below a coherence temperature T ∗. b) The formation of this
phase can be understood as the hybridization between the dispersive band of conduction
electrons and the weakly dispersive band of localized f (or d) electrons. This leads to a gap
opening around the Fermi level.

ε being the energy variable. The parameter q is the interference factor that quantifies the
asymmetry of the resonances. Over the last years, it has been shown that a Frota function
can also be used to fit the Kondo resonance as it gives a better description of its lineshape [76]
(the two lineshapes are compared in Fig. 3.6a). The interference between the two tunneling
paths is then given by a phase factor φ [61]:

FFrota(ε) = −A · Re
(
eiφ

√
iΓ/2

ε− εK + iΓ/2

)
, (3.24)

A being the amplitude of the resonance. This function is referred to as a Fano-Frota
function.

As shown in [61], the phase factor φ is related to the interference parameter q by tan(φ/2) =
q. The interference parameter is usually used to quantify the relative strength of the two
tunneling paths: for φ = π (q =∞) one obtains a peak (see Fig. 3.6b) indicating a tunneling
of the electrons only to the Kondo resonance. Conversely, for φ = 0 (q = 0), the obtained
dip indicates that the tunneling path to the substrate dominates. Intermediate values are
obtained when both paths have to be considered. In chapter 7, we discuss how the sign of
the interference factor relates to the local electron-hole asymmetry of the system when the
magnetic impurity is embedded in a molecular ligand.

3. The Kondo lattice
When several magnetic impurities are adsorbed on a metal substrate two competitive mecha-
nisms come into play: the screening of each impurity by the substrate electrons as described
above and a magnetic coupling between the impurities. Usually, the coupling between the
impurities is considered to be mediated by RKKY interactions and scale thus with ∝ J2

(see subsection I.2), but since the Kondo temperature depends exponentially on −1/J , a
transition with J exists between two regimes in which each effect dominates.

This is illustrated in Fig. 3.7a with Doniach’s phenomenological phase diagram [42]. When
RKKY coupling dominates, the ground state of the system has a magnetic order, but for
large J , the magnetic impurities are Kondo screened. In this case, a Fermi liquid phase is
formed below a coherence temperature T ∗ that is lower than the Kondo temperature TK

38
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associated with the screening of a single impurity. In this Fermi liquid phase, the d band
formed by the localized moments couples to the conduction band of the metal. As illustrated
in Fig. 3.7b, this leads to the opening of a gap around the Fermi level and thus to the
emergence of heavy-fermion bands. For large J , therefore, different temperature regimes
have to be considered: T < T ∗ with a Fermi liquid phase, T ∗ < T < TK with independent
screening of each impurity, and T > TK without screening.

In the literature, the competition between the RKKY and Kondo coupling is usually seen
as a splitting of the Kondo resonance or emergence of a small gap around the Fermi level that
disappears quickly with temperature [104, 15, 97, 193, 215, 14]. Modulation of the Kondo
intensity for a small amount of impurities has also been reported [152].

III. Magnetic impurities on superconductors
We have seen that the exchange potential created by a magnetic impurity adsorbed on a metal
substrate leads locally to the formation of a new ground state in which the impurity spin
is screened. When the substrate is in the superconducting state, this very same interaction
gives rise to bound states inside the superconducting gap, called YSR states. In this section,
we first give a brief introduction to superconductivity, limiting ourselves to the case of BCS
s-wave superconductors. We then describe in more detail how a YSR state is induced by a
magnetic impurity and what its main characteristics are.

1. Superconductivity
Superconductivity is a state of matter discovered in 1911 by H. K. Onnes when he observed a
sudden vanishing of the electrical resistance of mercury below a critical temperature (4.2 K)
[160, 41]. This discovery was enabled only after he mastered the technical challenge of
helium liquefaction in 1908. Indeed, the highest critical temperatures for elements within the
periodic table remain below 10 K (for Niobium 9.5 K, technetium 7.8 K and lead 7.2 K) which
hampered an earlier observation. A drop of the electrical resistance at low temperatures
contradicted the expected saturation to a finite value due to the scattering of electrons at
impurities. H. K. Onnes was thus awarded the Nobel prize in 1913 for the discovery of this
intriguing state of matter.

Historical advances toward the understanding of this state were made by W. Meißner and
R. Ochsenfeld in 1933 with the observation of the Meißner-Ochsenfeld effect (expulsion of
external magnetic fields, this distinguishes superconductors from perfect conductors) [142]
and the brothers F. and H. London in 1935 with the first phenomenological electrodynamic
model of superconductivity [132]. In 1950, V. L. Ginzburg and L. Landau characterized the
thermodynamics of superconductors by describing the phase transition from the normal to
the superconducting state by means of a pseudo wavefunction Ψ for the superconducting
electrons that serves as an order parameter [71]. Importantly for us, they introduced the
concept of a coherence length ξ that defines the length-scale on which Ψ varies. Their theory
also rationalized the existence of two types of superconductors as discovered in 1935 by
Rjabinin and Shubnikov [173]. Yet, until 1957 and the Bardeen-Cooper-Schrieffer (BCS)
theory [17, 18], the scientific community did not have a microscopic understanding of the
effect. We present this theoretical description of the superconducting state in more detail in
the following part but would like to emphasize that the research field of superconductivity is
still blooming with, in particular, the discovery of high-Tc superconductors that cannot be
explained within simple BCS theory that considers electron-phonon coupling.
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Figure 3.8.: Illustration of the electron-phonon coupling. a) The motion of an electron
distorts the ion lattice due to Coulomb attraction. b) This creates a slightly favorable path
for a second electron and effectively leads to a net positive interaction: the two electrons
form a Cooper pair.

The Bardeen-Cooper-Schrieffer (BCS) theory

The BCS theory is based on the assumption of a net positive interaction between electrons.
This is rather counter-intuitive as electrons tend to repel each other because of Coulomb
repulsion. Yet, in 1950 it was observed that the different isotopes of mercury exhibit different
critical temperatures: the phenomenon causing superconductivity should involve the mass of
the nuclei [139]. J. Bardeen, L. Cooper and J. R. Schrieffer thus proposed that a coupling of
the electrons to the phonon modes of the ion lattice leads to an attractive interaction between
electrons [17, 18]. This idea is illustrated in Fig. 3.8: the motion of an electron within the
lattice slightly modifies the position of the nuclei because of Coulomb attraction. These
displacements create a slightly more favorable path for a second electron moving through
the lattice. This effectively gives rise to a pair of bound electrons, called Cooper pair. The
lifetime of an ion displacement (or phonon) is related to the inverse of the Debye frequency
which gives for Pb 8.3× 10−14 s. During this time, an electron with Fermi velocity can travel
up to ∼ 150 nm. The size of a Cooper pair is thus in the order of 100 nm, this explains why
such a phonon mediated process is not hampered by the short-ranged Coulomb repulsion.
Assuming an arbitrarily small attractive interaction between electrons one can show that

the Fermi sea is unstable against the formation of at least one pair of bound electrons [212].
This instability gives rise to a condensation of pairs of electrons until an equilibrium is
reached when the state of the system is so greatly changed from the Fermi sea (because of
the numerous bound pairs) that no energy is gained by bounding an extra pair of electrons.
Because of the very large number of electrons involved, the BCS ground state is determined
within a mean field approximation: the probability of a state k to be occupied depends
only on the averaged occupancy of the other states. Effectively, one works within the grand
canonical ensemble: only the averaged number of particles N is fixed. The BCS ground state
is then given by [212]:

|ψG〉 =
∏
k

(uk + vkc
†
k,↑c

†
−k,↓)|φ0〉, (3.25)

where φ0 is the vacuum state. The BCS ground state is thus made out of pairs of electrons that
have a given probability to be occupied |vk|2 or unoccupied |uk|2 (we have |uk|2 + |vk|2 = 1),
but no electron can exist alone. We notice from equation (3.25) that all pairs of electrons
with opposite momentum are in phase, thus yielding a macroscopic wavefunction as in
the Ginzburg-Landau theory. This phase coherence is achieved as the counterpart of the
uncertainty concerning the particle number: we have ∆N∆φ ≥ 1.
In scanning tunneling microscopy (STM), one does not measure the ground state of a

system, rather, the technique relies onto the injection of single electrons or holes into the
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sample (see chapter 2). We should therefore not only characterize the BCS ground state
but also the single-particle excitations. The Hamiltonian of the interacting electrons is the
so-called pairing Hamiltonian [212]:

HBCS =
∑
k,σ

χkc
†
k,σck,σ +

∑
k,l
Vk,lc

†
k,↑c

†
−k,↓c−l,↓cl,↑ (3.26)

where χk = ek − µ = ~2k2

2m − µ is the energy of the electrons with respect to the chemical
potential µ. Vk,l is the effective interaction potential due to electron-phonon coupling that
describes the scattering of a Cooper pair with momentum l into a Cooper pair with momentum
k. The mean field approximation mentioned above is now performed by approximation the
action of an operator A by its mean value: A = 〈A〉+ δA, where δA are neglectable small
fluctuations. Applying this transformation to the operators A1 = c†k,↑c

†
−k,↓ and A2 = c−l,↓cl,↑

one obtains:

HBCS =
∑
k,σ

χkc
†
k,σck,σ

+ 1
N

∑
k,l
Vk,l

(
〈c†k,↑c

†
−k,↓〉c−l,↓cl,↑ + c†k,↑c

†
−k,↓〈c−l,↓cl,↑〉 − 〈c†k,↑c

†
−k,↓〉〈c−l,↓cl,↑〉

) (3.27)

The last term is a constant that we name EBCS. By introducing a gap parameter ∆k:

∆k = − 1
N

∑
l
Vk,l〈c†k,↑c

†
−k,↓〉 (3.28)

we finally obtain

HBCS =
∑
k,σ

χkc
†
k,σck,σ −

∑
k

∆∗kc−k,↓ck,↑ −
∑

k
∆kc

†
−k,↓c

†
k,↑ (3.29)

This Hamiltonian can be diagonalized by means of a Bogoluibov transformation which is a
unitary transformation in electron-hole space. One defines new quasiparticle operators:

γk,↑ = ukck,↑ − vkc
†
−k,↓ (3.30)

γ†−k,↓ = u∗kc
†
−k,↓ − v

∗
kck,↑ (3.31)

These are fermionic operators and the corresponding quasiparticles are a superposition of an
electron and a hole. One has |uk|2 + |vk|2 = 1 for the transformation to be unitary, and in
order to cancel the off-diagonal terms, uk and vk are further defined with:

|uk|2 = 1
2

(
1 + χk√

χk + |∆k|2

)
(3.32)

|vk|2 = 1
2

(
1− χk√

χk + |∆k|2

)
(3.33)

ukvk = ∆k

2
√
χk + |∆k|2

(3.34)

The Hamiltonian is then finally

HBCS =
∑
k,σ

Ekγ
†
k,σγk,σ − EBCS (3.35)
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with the energy dispersion of the quasi-particles being

Ek =
√
χ2

k + |∆k|2. (3.36)

In the case of an isotropic (s-wave) supercondutor the gap parameter is moreover independent
of k: ∆k = ∆.

The Hamiltonian is thus expressed in terms of non-interacting quasiparticles and the ground
state defined by equation (3.25) consists of a state in which none of these quasiparticles is
present. An excitation in the superconductor is thus to be understood as the creation of these
quasiparticles. Indeed, these are defined as a superposition of an electron and a hole and
therefore their DOS is thus what is to a first approximation what one measures in dI/dV (see
chapter 2). As one can see from equation (3.36) an energy gap ∆ has to be overcome in order
to create these quasi-particles and thus excite the system: the condensate of Cooper pairs
in the ground state is protected against small perturbations which explains the vanishing
resistance of superconductors. An increase of the temperature reduces the gap energy and at
Tc, the BCS ground state is not favorable anymore over the Fermi sea of the metal. Because
the gap parameter also depends on the strength of the pairing potential which stands for the
electron-phonon coupling, different Tc are observed for different isotopes.
We now characterize in more detail the DOS of the quasiparticles, since it is, to a first

approximation, what one measures in STS. The quasiparticles are created by the fermionic
operators γ†k that are in one-to-one correspondence with the electron operators c†k. The
overall number of these states are thus equal and we have:

ρSC(E)dE = ρN(χ)dχ, (3.37)
where ρSC (ρN) is the DOS of quasiparticles (electrons) in the superconducting (normal) state.
For high energies, the energy dispersion of the quasiparticles with respect to the BCS ground
state (equation (3.36)) is nearly identical to the free electron dispersion with respect to the
Fermi level in the normal state (χk), so that the two DOS are considered equal. Close to the
Fermi level, we can consider the ρN to be constant: ρN(χ) = ρN(0) (we take µ = 0). Using
equation (3.36), we therefore have [212]:

ρSC(E) = ρN
dχ

dE
= ρN(0)


E√

E2−∆2 , E > ∆
0, E < ∆

(3.38)

The finite lifetime of the quasiparticles ensures that the DOS is not actually divergent at
E = ∆, and one uses thus commonly the Dynes’ formula with a broadening parameter Γ [45]:

ρSC(E) =
∣∣∣∣∣Re

(
E − iΓ√

(E − iΓ)2 −∆2

)∣∣∣∣∣ (3.39)

We show in Fig. 3.9a an illustrative picture of the transition from a metallic to a supercon-
ducting state. In the metallic state, an electron band (black dashed line) crosses the Fermi
level. In the superconducting state, the quasiparticles DOS can be pictured as resulting from
an effective coupling of the electron band with its hole band counterpart leading to an opening
of a gap of size 2∆ around the Fermi level. The resulting DOS in the superconducting state
(with a lifetime broadening) is sketched in Fig. 3.9b.

2. Yu-Shiba-Rusinov states
We now characterize how a superconductor is affected by the presence of magnetic impurities.
We first treat the case of a single classical impurity and describe in detail the quantum phase
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III. Magnetic impurities on superconductors

Figure 3.9.: a) Schematic drawing of an electron conduction band (black line) and its
hole counterpart (black dashed line). The dispersion relation of quasiparticles γ† in a
superconductor (red line) can be understood as an effective coupling between these two bands
(the red dashed line corresponds to γ and is the mirror image of the red line). b) Resulting
quasiparticle DOS with gap 2∆ around EF , taking into account the finite lifetime.

transition that is governed by the exchange coupling J . We briefly introduce the context of
YSR coupling and important aspects of quantum impurities. Finally, we present the technical
details concerning the measurement of YSR states with a superconducting tip.

Classical magnetic impurity

Magnetic impurities on superconductors, contrarily to non-magnetic entities, break time-
reversal symmetry and thus locally perturb the Cooper pair condensate. An intuitive way to
approach this problem is to consider a classical spin that creates a local magnetic field. This
classical spin tends to attract electrons with spins of one flavor (e.g. spin down in Fig. 3.10a)
and repel the other ones (e.g. spin up in Fig. 3.10a) thereby competing with the pairing of
electrons. Depending on the strength of the local magnetic field with respect to the pairing
energy ∆, a Cooper pair might be destroyed, or equivalently quasiparticles created, in the
vicinity of the spin. More formally, the problem of the interaction of a classical spin with a
superconductor has been addressed independently by Yu, Shiba and Rusinov in the 1960s
(hence the name of the induced bound states) [227, 194, 184]. The Hamiltonian of the system
is:

H = HBCS + Js · S + V I, (3.40)

where HBCS is the Hamiltonian of the substrate as introduced in the previous section (see
for instance equation (3.29)) and the second and third terms come from the s− d model as
shown in equation (3.16): J and V are the exchange and potential scattering terms localized
at the impurity. Considering a classical spin with a fixed orientation one finds that this
Hamiltonian has a subgap solution with energy [161]:

E = ∆ 1− α2 + β2√
(1− α2 + β2)2 + 4α2 , (3.41)

where α = πρN(0)JS and β = πρN(0)V . Defining the impurity spin as spin-up and assuming
an antiferromagnetic interaction, the wavefunction corresponding to this eigenvalue is a
quasiparticle, called YSR state, with spin down γ† = uc†↓ − vc↑. The electron (u) and hole
(v) components of this quasiparticle are given by [161]:
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Figure 3.10.: Sketch of the interaction between a (classical) spin and a superconductor. a)
The spin attracts electrons with spins of one flavor (here spin down) and repels the others
(here with spin up), thereby competing with the superconducting order. This leads to the
presence of a YSR bound state within the gap. b) Dependence of the YSR energy as a
function of coupling strength J . At low coupling, the bound state is unoccupied and the
Cooper pairs merely disturbed: the system is in a free-spin ground state as sketched in a).
Upon an increase of the coupling strength, the energy of the YSR state crosses the Fermi
level at a critical coupling strength Jc and the system undergoes a quantum phase transition
to a screened-spin ground state. c) In the screened-spin state, the spin of the impurity is
screened by the quasiparticle. The system has now a different fermionic parity.

u =
√

1 + (α+ β)2 (3.42)

v =
√

1 + (α− β)2 (3.43)

This quasiparticle is a bound state within the gap of the superconductor. As one can see,
the potential scattering V leads to an asymmetry of its electron and hole weights.
Next, we study in more detail the energy dependence of the YSR state and show that at

a critical coupling Jc the system undergoes a quantum phase transition (QPT). Chapter 6
shows how this QPT can be induced with an STM on the single impurity level. We therefore
present the theoretical framework within which the characteristic features of the transition in
STS can be understood.

The Quantum Phase Transition

We display in Fig. 3.10b the evolution of the YSR energy with coupling strength J as given
by equation (3.41). For very strong or vanishing coupling, the YSR energy merges with the
gap edges at ±∆ and it crosses the Fermi level at a critical crossing Jc. Thus, one can define
two regimes that correspond to two different ground states: for J < Jc, the YSR state is not
occupied by a quasiparticle and the Cooper pairs of the substrate are merely perturbed in
the vicinity of the impurity, in this case the system is said to be in a free-spin ground state.
On the other hand, for J > Jc, the YSR state is occupied by a quasiparticle. The presence of
this quasiparticle means colloquially that a Cooper pair is broken by the exchange scattering
potential at the impurity. This regime corresponds to the so-called screened-spin regime.
This transition can happen at T = 0 K and is therefore referred to as a quantum phase

transition. Upon crossing this threshold the fermion parity of the ground state of the
system changes. This change is detected as the 0− π transition of the Josephson current in
superconductor-quantum dot-superconductor junction [138]. The quantum phase transition
has been more directly observed in asymmetric superconductor-quantum dot-normal metal
junctions at mK temperatures in the Coulomb-blockade regime [40, 125, 124]. In chapter
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III. Magnetic impurities on superconductors

Figure 3.11.: a) Quasiparticle excitation spectrum corresponding to Fig. 3.10. Before the
QPT, the excitation process creates the quasiparticle γ†. After the QPT, the ground and
excited states have exchanged their roles and the excitation process corresponds now to γ.
b-c) In STS, these excitation processes are seen as a pair of resonances symmetric in energy
with respect to the Fermi level. The asymmetry of the resonance, related to the electron and
hole weights of the YSR state, is reversed upon a crossing of the QPT.

6, we show that with STM one can also induce and detect this quantum phase transition
on the single impurity level. In contrast to the other techniques, we are able to probe the
discontinuous change in the spectral weights of electrons and holes in the addition spectrum
of the system. But first, we give more insights into how a YSR state is detected in STS and
explain how the QPT can be identified.
As explained for the case of a superconductor without impurities, in STS one does not

measure the ground state of the system but rather the excitation spectrum of the quasiparticles.
As shown in Fig. 3.11a (middle graph), the presence of a bound state within the superconductor
gap at energy E (see equation (3.41)) is directly reflected in the excitation spectrum by an
excitation at energy |E|. The nature of the excitation process depends on the nature of
the ground state: in the free-spin regime, the excitation corresponds to a creation of the
quasiparticle, the YSR state γ†. In the screened-spin regime, this quasiparticle is destroyed γ
upon excitation.

Because the YSR state has both a hole-like and an electron-like component, these excitations
processes are seen as two peaks at ±E. The intensity of these peaks give information about
the electron and hole spectral weights. More precisely, considering a YSR state γ† = uc†α−vcβ
(α and β being the spin indices), in the free-spin regime the excitation processes reflect γ†:
the peak intensity at positive bias (electron excitation) is proportional to |u|2, the electron
weight of the YSR, and the one at negative bias (hole excitation) to |v|2, the hole weight
of the YSR state (see Fig. 3.11b). Conversely, in the screened-spin regime, the excitation
process consists in the quasiparticle destruction γ = ucα − vc†β , the intensity of the resonance
at positive bias reflects |v|2, and at negative bias |u|2 (see Fig. 3.11c).
The hallmark of the QPT in STS is thus a crossing of the Fermi level of the YSR state

45



3. Magnetic impurities on metals and superconductors

with a reversal of the YSR asymmetry of the resonances’ intensities. We also highlight that
the detection of a pair of resonances is not sufficient to determine the ground state of the
system: in both cases one obtains a pair of resonances symmetric with respect to the Fermi
level. We present in chapter 6 a technique that can be used to circumvent this problem.

Spatial extent of YSR states

In chapter 6 we are interested in the coupling of YSR states. The coupling model will be
extensively discussed there and here we want only to briefly discuss why a coupling of these
states comes into play.

The YSR state is localized at the impurity and has certain spatial extent. More precisely, for
a 3D s-wave superconductor, the wavefunctions of its electron (ψ+) and hole (ψ−) components
decay with lateral distance r as:

ψ±(r) ∝ sin(kF r + δ±)
kF r

exp
[
−| sin(δ+ − δ−)|r

ξ

]
, (3.44)

where δ± is the scattering of the two components given by:

tan δ± = V ± JS (3.45)

This 1/r dependence allows for an overlap of the YSR states’ wavefunctions when the
impurities are a few nm apart, as shown for instance in [182]. Because these are fermionic
states, the overlap of the wavefunctions leads to a hybridization and splitting of the states,
if the YSR states have the same spin (i.e. if there is ferromagnetic coupling between the
impurities) [107, 182, 31, 57]. When the YSR states have opposite spin (anti-ferromagnetic
coupling), only an energy shift due to the influence of the neighboring magnetic field is
expected.

Here we should mention that in case of a direct coupling of the impurities’ states (e.g. the
d levels of neighboring transition adatoms), the formation of coupled YSR bands also takes
place, as observed for instance in [154, 178]. In this thesis we stay in the dilute limit where
the impurity levels do not hybridize with one another and thus do not discuss this situation
further.

Quantum impurities

Until now we have discussed the case of classical spins and thus neglected any internal degree
of freedom of the impurities. In particular, we have neglected the spin-flip events that occur
due to the exchange scattering potential and give rise to the Kondo effect, as explained in
section II. Several experimental and theoretical works have studied the link between the YSR
state energy and the Kondo temperature of the many-body states. Indeed, the Kondo effect
and the YSR state induced by a quantum magnetic impurity are intrinsically related since
they are caused by the same interaction. In chapter 7 we study the correlation between the
lineshapes of the two effects.

The exact description of a quantum impurity adsorbed on a superconductor has to be done
within the framework of many-particle theory with for instance numerical renormalization
group (NRG) calculations; this goes beyond the scope of this thesis. Rather, we render the
quantum character of the impurity by considering a spin-degeneracy of the induced YSR
states. Indeed, for a quantum spin, time reversal is preserved, while it is broken by a classical
spin. Typically, considering the spin of the impurity to be in the z direction, one rewrites
equation (3.40) in the following form [161]
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Figure 3.12.: a) dI/dV spectrum taken with a normal tip at 1.6 K above a Pb(111) substrate
(feedback opened at Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 25 µeV).
b) dI/dV spectrum taken at the same temperature with a superconducting tip (feedback
opened at Vbias = 5 mV, I = 400 pA and signal modulated with Vrms = 25 µeV). The dashed
lines indicate the two gaps of the Pb surface.

H = HBCS + Jσz + V τz, (3.46)

where τ (σ) is the Pauli matrix in particle-hole (spin space) and fixes σz = 1 to find the first
eigenvector with eigenvalue E,−∆ < E < ∆. The second YSR state at energy −E is then
determined by time-reversal symmetry.

The main consequence of the quantum nature of an impurity spin is thus the spin degeneracy
of the induced YSR states [229]. In this case, a coupling between quantum impurities, whether
ferromagnetic or antiferromagnetic, always leads to the observation of multiple YSR states
within the superconducting gap [224, 187, 228, 104].

Probing YSR states with a superconducting tip

Finally, we present here the limitations caused by the use of superconducting tips. We use
such tips in order to increase our energy resolution beyond the Fermi-Dirac broadening of
metal tips [65]: at 1.1 K, one has 3.5kBT = 330 µeV and we reach a resolution of ∼ 50 µeV
with superconducting tips (compare spectra in Fig. 3.12). Yet, in this case, the dI/dV spectra
are now a convolution of both DOS of tip and sample (see chapter 2).
In order to facilitate the interpretation of the data we present here the different types of

spectra obtained with a superconducting tip. We simulate in Fig. 3.13a-c different sample
DOS with a pure BCS gap as expected for a bare superconducting surface as well as two
DOS exhibiting one and two YSR states inside this gap. Simulating the DOS of our tip with
equation (3.39) results in the dI/dV spectra shown Fig. 3.13d-e. As one can see, we obtain a
BCS-like spectrum for the bare surface but with a gap of size 2(∆tip + ∆sample). Indeed, as
sketched in Fig. 3.13g, tunneling events only occur when the electron-like coherence peak of
the tip (sample) is aligned with the hole-like coherence peak of the sample (tip). A single YSR
state at energy E appears as a pair of resonances at ±(∆tip + E) (see Fig. 3.13h). Besides
this energy shift by ∆tip we notice the presence of a negative differential resistance (NDR)
after the resonances. Indeed, at |Vbias| = |∆tip +E|+ δV , no current can flow through the
junction leading to a current decrease. The presence of this NDR becomes relevant when
probing YSR states close in energy as shown in Fig. 3.13c. Here, the two YSR state have the
same weights (see Fig. 3.13c) but appear in dI/dV with different intensities (see Fig. 3.13f).
When analyzing the spatial variations of YSR states one should therefore take this effect into
account. In order to circumvent this problem we use a deconvolution procedure as presented
in appendix II.
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Figure 3.13.: Simulation of a sample DOS without (a), with one (b), and two (c) YSR
states. Assuming a superconducting tip, the resulting dI/dV spectra are simulated in (d-f),
respectively. g-i) Sketches of the energy alignement required for tunneling that depict the
observed energy shift of the features by ∆t. Additionally to this energy shift we observe in
e-f) NDR after the detection of YSR states.
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Chapter 4

Fe(III)-porphine-chloride on Pb(111)

The results of this thesis concern the features observed above iron porphine (FeP) molecules
on a Pb(111) surface. In this chapter, we first characterize the electronic properties of
the FeP in the gas phase and give an overview of the different molecular arrangements
that have been investigated. The molecules are obtained after sublimation of a powder of
iron(III)-porphine-chloride molecules. We show that by adjusting the sample temperature
during and after deposition of the molecules we can tune the ratio between Cl adatoms and
FeP molecules. This gives rise to different molecular phases in which the molecules undergo
subtle change in their environment which translates into different electronic and magnetic
properties. This results in a rich variety of effects that are analyzed in details in the next
chapters and presented here briefly for clarity.

I. The iron-porphin molecule
Fig. 4.1a displays the molecular model of the FeP molecule in gas phase. It consists of four
pyrrole groups connected by four methine bridges and a central iron atom. The porphine
molecule is the common building block of the broader family of porphyrin molecules: various
functional groups (e.g. pyridil, ethyl or phenyl groups) can be attached to the macrocyclic
ring and several elements besides Fe can be hosted in its center. This versatility is intensively
used for various applications in hybrid molecular and photovoltaic devices [72, 127, 129, 225].
In this thesis, we show that the electronic and magnetic properties of the porphine molecule
can be controlled without the need of a chemical modification but by a fine tuning of its
environment.

We first discuss the electronic properties of the FeP molecule in gas phase. Fig. 4.1b shows
the results of DFT calculations performed with Gaussian 16 using the B3PW91 method and
the 6-31++g(d,p) basis set. The energy of the orbitals is given with respect to the vacuum
level and the black dashed line indicates the separation between the occupied and unoccupied
orbitals. In accordance with previous theoretical studies of the FeP molecule in gas phase we
find that the molecule carries a spin S = 1 [5, 24]. Orbitals of the majority (minority) spin
channel are denoted with an a (b) index and displayed in the top (lower) part of Fig. 4.1b.
We observe a strong hybridization of the Fe levels with the molecular ligand. In particular,
as in [5, 24], a strong π − π interaction mixes the Fe dπ levels with the N pz orbitals. This
leads to hybrid orbitals such as 92a and 92b that are localized both over the Fe atom and
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Figure 4.1.: a) Molecular model of the iron-porphine molecule. The central Fe atom (light
violet) is surrounded by the four nitrogen atoms (blue) of the porphine ring made out of
carbon atoms (grey) and with hydrogen atoms at its rim. b) DFT calculations performed
for the FeP in gas phase. Orbitals of the majority (minority) spin channel are shown in the
top (lower) part. The orbitals’ energy are indicated with respect to the vacuum level and
the black dashed line indicates the separation between occupied and unoccupied orbitals. A
strong hybridization between the Fe d levels and the molecular orbitals is observed.

molecular ligand. Additionally, in-plane σ-bonds form between the vacant Fe dx2−y2 level
and the occupied pz orbital of the N atoms. This effect leads to a partial occupation of the
dx2−y2 by electron back-donation from the occupied π-orbital [5]. It is shown in [24] that
this results in an admixture of the electronic state with an electron occupancy of the Fe
d-levels N = 6 to configurations with N = 5 and N = 7. All in all, this complex admixture
renders the determination of the Fe ground state electronic configuration complicated and
both configuration shown in Fig. 3.1b and c are valid candidates [5, 24]. Indeed, we would
like to highlight that, here, the orbitals carrying the unpaired electron are not easily identified
as Fe states lying close to Fermi energy.

II. Presentation of the different phases
In this section we show how the molecular self-assembly can be controlled by a modification
of the sample temperature during and after evaporation of the molecules. We should mention
that the sample temperature during the molecular deposition cannot be measured due to
technical details but is estimated with respect to room temperature as the sample can be
pre-cooled or pre-annealed before evaporation. For each of the obtained molecular phase, we
describe the molecular arrangement and give a brief description of the various consequences
for the electronic and magnetic properties of the molecules.

1. Tuning the FeP-Cl stoichiometry
Fig. 4.2a and d show topography images of preparations obtained after deposition of iron(III)-
porphine-chloride molecules on a Pb(111) sample held above and below room temperature,
respectively. The lower topography images show enhanced views of these preparations with
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Figure 4.2.: Topography images of the different phases obtained after deposition of FeP-Cl
molecules on Pb(111). a) After evaporation on a warm sample only FeP molecules are present
(Vbias = 5 mV, I = 200 pA). b) Molecular phase obtained when the FeP/Cl ratio is below
1/2 (Vbias = 5 mV, I = 200 pA). c) A Kagome lattice (see black dashed lines) is fully formed
when the FeP/Cl ratio is between 1/2 and 2/3 (Vbias = 5 mV, I = 50 pA). d) For higher ratio
(after evaporation at low sample temperature), the molecules arrange in a hexagonal lattice
with Cl adatoms randomly distributed between them (Vbias = 20 mV, I = 500 pA, see orange
arrow).

overlaid molecular models. In both cases, the molecules form islands in which they arrange
in a hexagonal lattice. Interestingly, we notice that small protrusions are present in-between
the molecules on the preparation obtained after deposition on a cold sample (see orange
arrow in the lower topography image of Fig. 4.2d), but absent on the other preparation. We
assign these protrusions to the presence of Cl adatoms that desorb from the surface at high
temperatures.
More precisely, Fig. 4.3 shows that additionally to the two types of molecules shown in

Fig. 4.2d, a few molecules (< 1%) display a high protrusion above their center (see height
profile in Fig. 4.3b taken along the red line shown in Fig. 4.3a). As will be shown in the next
chapter, the first two types differ mainly in their electronic properties and are both assigned
to dechlorinated FeP molecules. On the contrary, the molecules with a high protrusion display
in scanning tunneling spectroscopy (STS) (see Fig. 4.3c) a very similar spectrum to what has
been observed for iron-octa-ethyl-porphyrin-chloride (FeOEP-Cl) on Pb(111) [85]: two pairs
of peaks outside the superconducting gap assigned in [85] to spin excitations. As explained in
chapter 3, the oxidation state of the Fe atoms as well as its spin state and magnetic anisotropy
are dictated mainly by its direct surroundings. Because the FeP and FeOEP molecules only
differ in that ethyl groups are attached at the periphery of the porphine ring for the latter,
the Fe atoms in both molecules are subject to similar environments. Consequently, we assign
the molecules with a high protrusion to FeP-Cl molecules. Most molecules have thus lost
their chlorine ligand upon adsorption. We therefore assign the protrusions seen in between

51



4. Fe(III)-porphine-chloride on Pb(111)

Figure 4.3.: a) Topography image of an island in which three types of molecules can be
identified (Vbias = −45 mV, I = 100 pA) as shown by the height profile taken along the red
line and shown in b). c) dI/dV spectrum recorded above the center of a molecule with a very
bright protrusion as the one indicated by an arrow in a (feedback opened at Vbias = 20 mV,
I = 500 pA and signal modulated with Vrms = 50 µeV).

the molecules to Cl adatoms. Indeed, as shown in Fig. 4.4, we were able to manipulate one
of these protrusions by approaching the tip above it: Fig. 4.4b shows the current traces
upon approach (black) and retraction (red) of the tip above the position marked by a red
cross in Fig. 4.4a (0 pm corresponds to the height at which the feedback was opened with
Vbias = −5 mV and I = 500 pA). Scanning the area after the approach (see Fig. 4.4c and d)
shows that no protrusion is present anymore at the position at which the manipulation was
performed (red cross) and that the neighboring molecule displays now a round protrusion
above its center similar to those observed for FeP-Cl molecules. We note that most molecules
in the area changed their type upon the manipulation and investigate in more details in the
next chapter the possible mechanisms underlying this phenomena.
One could argue that the protrusions seen in-between the molecules could correspond

as well to Pb adatoms [4]. Nonetheless, as shown in Fig. 4.2a, no protrusion is observed
when the molecules are evaporated on a sample held above room temperature for which the
mobility of Pb atoms is higher. Moreover, Fig. 4.2b and c show topography images of the
molecular phases obtained after annealing for several minutes to 373 K preparations such
as the one depicted in Fig. 4.2d. On the preparation shown in Fig. 4.2c one can see that
the molecules arrange in a Kagome lattice (see black-dashed lines) in which the holes of the
lattice are either empty (blue arrow) or filled (red arrow) with a molecule. This Kagome
lattice is made out of triangles in which the molecules are rotated by 60◦ with respect to each
other (see molecular models overlaid on top of the lower topograph). On the preparation
shown in Fig. 4.2b one can recognize the Kagome lattice in the top-right part of the image
(see black dashed lines) and identify small structures made of only a few triangles (see red
dashed lines) while other molecules do not adopt a specific orientation with respect to their
neighbors (see white arrow). In the enhanced view of this preparation (lower topography
image) we can notice that some triangles have a protrusion in their centers (red triangle)
while other remain empty (blue triangle). By comparison, we see that the Kagome lattice
is made of such triangles with a central small protrusion that we assign to the presence of
an adatom. The overall amount of adatoms thus decreases upon annealing as one would
expect in the case of Cl adatoms but not of Pb adatoms. Finally, we note that such Kagome
lattices and small units were also obtained after hydrogen contamination of samples such
as the one shown in Fig. 4.2d. There, the transition was interpreted as a reaction of the
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Figure 4.4.: a) Topography image (Vbias = −5 mV, I = 500 pA) before a tip approach at the
position indicated by the red cross b) Evolution of the tunneling upon tip approach (black)
and retraction (red) (feedback opened at Vbias = −5 mV, I = 500 pA) c) Topography image
(Vbias = −5 mV, I = 500 pA) of the area after the manipulation (the apex of the tip had
to be reshaped and the image is slightly shifted, the position of the vertical manipulation
is indicated by a red cross and was identified in relation to the border of the island - not
shown). d) Topography image of the same are as in c but with different scanning parameters
(Vbias = −50 mV, I = 100 pA).

hydrogen with the Cl atoms on the surface and desorption of HCl molecules leading to a
decrease of the amount of Cl adatoms. All in all, these findings are consistent with reports in
the literature concerning FeOEP-Cl molecules on Pb(111) and Au(111) [85, 87, 89, 88] for
which it was shown that the Cl ligands of the molecules are partially preserved when the
molecules are evaporated on cold samples and desorb upon annealing. Indeed, this indicates
a surface-assisted desorption mechanism of the Cl atoms that is consistent with the presence
of Cl adatoms at low temperatures in our case.
We can therefore conclude that the different molecular arrangements shown in Fig. 4.2

are formed at different FeP-Cl stiochiometry and that the Kagome lattice appears to be the
most stable phase. More precisely, after deposition on a cold sample the ratio of Cl atoms to
FeP molecules is around one, and the excess of chlorine prevents the formation of the lattice.
However, upon annealing, some of the chlorine adatoms desorb, so that as soon as the ratio
goes at least locally below 2/3 the Kagome lattice starts to form. Upon a further decrease of
this ratio, the excess of FeP molecules is accommodated in the holes of the Kagome. When
this ratio goes below 1/2, corresponding to a Kagome lattice with all its holes filled with
a molecules, FeP molecules are now in excess and smaller structures, that we refer to as
Kagome building blocks, are formed. When no Cl is present on the surface, the FeP arrange
as shown in Fig. 4.2a and no modification is observed upon annealing.

In the following we discuss in more details the organization of the different phases that are
referred to as presented in Fig. 4.2. We also present the most characteristic spectroscopic
features observed above the FeP molecules in these different phases in order to introduce the
topics discussed in the next chapters.

2. The mixed phase
We first describe the phase obtained after evaporation on samples held below room tem-
peratures. In these preparations, the FeP molecules appear at low biases either with a
protrusion above their center or a depression. These two types are referred to as bright and
dark molecules (see Fig. 4.2d and Fig. 4.5a). The origin behind these different appearances
is discussed in the next chapter but one can already notice in the topography images of
Fig. 4.2d and Fig. 4.5a that the molecules at the edge of the islands are bright while dark
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Figure 4.5.: a) Topography image (Vbias = 5 mV, I = 200 pA) of an island obtained after
evaporation on a sample held at cold temperatures. b) The molecules arrange in a hexagonal
lattice whose lattice vectors are along the Pb lattice orientations (Vbias = 20 mV, I = 200 pA).
c) dI/dV spectrum recorded above the center of the dark molecule shown in the inset
(feedback opened at Vbias = 900 mV, I = 300 pA and signal modulated with Vrms = 5 mV).
d) Constant height dI/dV maps recorded above the area shown in the topography image in
the inset of c.

molecules preponderate inside the islands. An enhanced view of the molecules inside an island
is shown in Fig. 4.5b. The molecules arrange in a hexagonal lattice with a nearest neighbor
distance of 1.2 nm. The lattice vectors are oriented along the Pb lattice orientation. The
molecules do not seem to adopt preferred orientations with respect to these vectors which is
most likely related to the presence of the Cl adatoms that are randomly distributed between
the molecules.

The characteristics of the different molecular types are analyzed in the next chapter. The
most striking fingerprint that we observe is the presence of oscillations in dI/dV above certain
molecules as shown in Fig. 4.5c. These oscillations appear as several rings in constant height
dI/dVmaps whose radii depend on the applied bias (see Fig. 4.5d). This behavior resembles
the one observed for charging rings as discussed in chapter 2, section III.4. However, we note
that the absence of a decoupling layer as well as the presence of a multitude of these rings
above a single molecule discard the scenario of an occupied level pulled below Fermi energy
by the applied bias. Rather, we try to understand how the presence of chlorine adatoms
can modify directly or indirectly the electric field at the surface. We then propose that the
electric field of the tip modifies the latter which leads in some cases to new image potential
states. We finally argue that such induced states gate the system locally, leading to steps in
the current and peaks and/or dips in dI/dV .
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Figure 4.6.: Topography image (Vbias = 5 mV, I = 50 pA) of the Kagome phase. A molecular
model is overlaid and extented to the right of the image for clarity. The FeP molecules arrange
in a Kagome lattice as indicated by the black lines and the Cl adatoms in a honeycomb
lattice as shown by the green lines. The unit cell of the honeycomb-Kagome lattice is shown
in red along with the lattice vectors.

3. The Kagome lattice and its building blocks
We now present the molecular arrangements obtained after annealing to 373 K the previous
phase. Fig. 4.6 shows a topography image of such a preparation. A model for the adsorption
of the FeP molecules and Cl adatoms is partially overlaid to the image and extended to
the right for clarity. There, it can be seen that the FeP molecules and Cl atoms arrange in
a Honeycomb-Kagome lattice, with the FeP molecules (Cl atoms) occupying the Kagome
(Honeycomb) sites (see black and green lines indicating the Kagome and Honeycomb lattices,
respectively). The elementary cell consists of 3 FeP molecules and 2 Cl atoms, as shown by
the red unit on the right part of Fig. 4.6. The Kagome lattice vectors ~a1 and ~a2 are rotated
by 30◦ with respect to the Pb(111) lattice orientation (that is determined thanks to the Neon
impurities patterns) and have a length of 2.4 nm. The three orientations of the molecules
observed in the Kagome lattice are thus equivalent. Finally, we note that the holes of the
Kagome can either be occupied by a FeP molecule (violet arrow) or empty (blue arrow). The
proportion of occupied holes is related to the overall stoichiometry between FeP and Cl and
varies between the different preparations. On preparations with a low amount of chlorine one
can identify structures made of only a few triangles that compose the Kagome lattice. These
structures are referred to as Kagome building blocks.
This phase is particularly suited for the study of Yu-Shiba-Rusinov states. As one can

see in Fig. 4.7a, the molecule at the edge of the island displays one pair of sharp resonances
inside the superconducting gap (black spectrum) that we attribute to the presence of a single
YSR state. In comparison, the molecules inside the island show a broader resonance with
different intensities (red and blue spectra). A dI/dV map recorded inside this resonance
shows that the signal is delocalized over the island. We assign this resonance to a YSR band
arising from the coupling of YSR states between neighboring molecules that are part of the
Kagome lattice. This is proven in the last chapter of this thesis (chapter 8) by a detailed
analysis of the YSR states in small Kagome building blocks. The properties of the molecules
in the normal states and the hypothesis of a Kondo lattice is also discussed.
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4. Fe(III)-porphine-chloride on Pb(111)

Figure 4.7.: a) Topography image (Vbias = −45 mV, I = 100 pA) of a border of an island
of the Kagome phase. b) dI/dV spectra taken with a superconducting tip above the center
of the molecules as shown by the dots in a (feedback opened at Vbias = 5 mV, I = 200 pA
and signal modulated with Vrms = 15 µeV). A reference spectrum taken above the bare Pb
substrate is shown in grey. c) Topography image (Vbias = 5 mV, I = 50 pA) of an island
whose height profile was followed to record the dI/dV map at Vbias = −1.5 mV shown in d).

The study of the YSR states induced by the FeP molecules is first addressed in chapter 6
with the study of molecules that are not coupled and thus display only one YSR state. In
particular, we show that the flexibility of the molecular ligand enables us to tune the energy
of the YSR state. This allows us to identify the nature of the ground state (screened or
free-spin state) but also to tune continuously the system through the quantum phase transition
discussed in chapter 3 section III.2. Moreover, we investigate the transport properties of the
junction in the presence of a YSR state. We show that the latter can be excited by single
quasi-particles as well as by multiple Andreev reflections.

In chapter 7, we characterize the influence of the molecular orbitals on the lineshape of the
YSR and Kondo states. For the FeP molecules, dI/dV spectra recorded above the centers
and ligands of the molecules (see Fig. 4.8b) on a metallic substrate (external magnetic field of
200 mT) show the presence of a broad resonance in the negative bias regime that we attribute
to the molecular HOMO but no resonance is detected in the positive bias regime (the feature
around 100 mV is assigned to the tip as it is also present in the reference spectrum taken
above the bare Pb surface). A sharp resonance is seen around Fermi energy on top of the
HOMO. dI/dV spectra recorded over a smaller energy range (see Fig. 4.8c) show that it
corresponds to a Kondo resonance. Interestingly, the lineshape of this resonance changes
strongly between the center and the ligand of the molecule. We want to assign this lineshape
change to the local variation of the electron-hole asymmetry of the scattering of electrons
onto the impurity. In order to disentangle the role of transport through the frontier orbitals
(HOMO and LUMO) and disentangle a possible interference between a tunneling path going
to the HOMO of the molecule we present in chapter 7 the study of the YSR and Kondo
lineshape on a similar molecule: the iron-tetra-pyridyl-porphyrin (Fe-TPyP) molecule on
Pb(111).

4. The FeP pure phase
Finally, we examine the phase in which no chlorine adatoms are present on the surface.
Fig. 4.9a shows a topography image of this phase with a corresponding molecular model
below it. The molecules arrange in a hexagonal lattice with a nearest neighbor distance of
1.2 nm. Moreover, one can notice that the molecules adopt two different orientations that are
rotated by 45◦ with respect to each other. As a result, the molecular arrangement consists of
a hexagonal lattice with three molecules in its unit cell as indicated by the molecular model in
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II. Presentation of the different phases

Figure 4.8.: a) Topography image (Vbias = −45 mV, I = 30 pA) of a molecular island in
which a Kagome lattice is formed. b) dI/dV spectra (feedback opened at Vbias = 200 mV,
I = 300 pA and signal modulated with Vrms = 1 mV) recorded above the centers and ligands
of two molecules as shown in a. An external magnetic field of 200 mT was applied and a
reference spectrum taken above Pb is shown in black (for the reference spectrum the magnetic
field is 100 mT). c) dI/dV spectra (feedback opened above the ligand of the molecules -for
both positions: center and ligand- at Vbias = 20 mV, I = 150 pA and signal modulated with
Vrms = 50 µV) taken above the same positions as in b but recorded over a smaller energy
range (still under an external magnetic field of 200 mT). The black curves are Frota-Fano fits
of the resonances.

Fig. 4.9a. We note that the lattice vectors (red arrows) are parallel to the lattice orientation
of the Pb(111) surface so that the two orientations of the molecules are not equivalent.

These different orientations do not lead to any difference in the spectroscopic signature of
the molecules. More precisely, as is shown in Fig. 4.9b and c, no orbital is detected in the
positive bias regime while a few resonances are to be seen in the negative bias regime: above
the ligand, a resonance at Vbias = −70 mV and above the Fe center a broader one around
Vbias = −250 mV as well as a shallow one around Fermi energy. In the superconducting
state, besides a small asymmetry of the coherence peaks above the ligand (red curve) no
difference with the reference spectrum recorded on Pb(111) is observed. The asymmetry of
the coherence peaks can be caused by the presence of a YSR state at the gap edge but it
can also be due to the onset of the orbital in the background. Since we do not observe the
presence of the Kondo effect in the normal state (the spectra in c are recorded under an
external magnetic field of 800 mT) and because the asymmetry is only present above the
molecular ligand, the second scenario appears most likely.
This phase is not studied in more details in this thesis but used as a reference system to

characterize more precisely the influence of the Cl adatoms on the electronic and magnetic
properties of the molecules.
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4. Fe(III)-porphine-chloride on Pb(111)

Figure 4.9.: a) Topography image (Vbias = 5 mV, I = 200 pA) of the phase without Cl
adatoms. A sketch of the molecular arrangement is displayed below the image. b) dI/dV
spectra recorded above the bare Pb surface (black), center and ligand of the molecules
(feedback opened at Vbias = 1 V, I = 800 pA and signal modulated with Vrms = 5 mV).
c) dI/dV spectra recorded over a smaller energy range and with an external magnetic
field of 800 mT (feedback opened at Vbias = 5 mV, I = 200 pA and signal modulated
with Vrms = 500 µV). d) dI/dV spectra recorded in the superconducting state with a
superconducting tip (a reference spectrum is shown in black) show that no YSR state is
detected inside the superconducting gap (feedback opened at Vbias = 5 mV, I = 200 pA and
signal modulated with Vrms = 15 µV).
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Chapter 5

Local gating by image potential states

Understanding the energy level alignment of molecules adsorbed on metal surfaces is one of
the major challenges of molecular electronic nowadays. Often, the study of the interaction
is done by incorporating a decoupling layer between the molecules and a metal substrate.
Indeed, in this way one can better control the electronic properties and even charge states of
adsorbates [172, 206]. In general, it is assumed that upon adsorption on a metal surface, the
molecular levels are broadened and pinned to the Fermi or vacuum level which hinders any
further alteration of the molecules’ electronic properties.

Here, we study the properties of iron-porphine molecules when forming islands in which Cl
adatoms are also present. We show that the random distribution of Cl adatoms alters the
electronic properties of the molecules in a non-homogeneous way. This leads to the presence
of two different molecular types that exhibit different charge distributions but also affect the
fingerprints of the molecules in dI/dV spectra. In particular, we show that in some cases a
local gating can be induced by the electric field of the tip. We interpret this as caused by a
modification of the number of image potential states trapped in front of the surface.

I. Molecular diversity and its origin
In this section, we characterize the two main types of molecules obtained after evaporation
of iron-porphine-chloride molecules on cold Pb(111) samples (see chapter 4). In order to
determine the origin of this diversity we analyze the electronic properties of the molecules as
well as their structure and charge distributions by means of AFM measurements.

1. Influence of the bias on the appearance of the molecules
We first characterize the appearance of the molecules depending on the scanning conditions.
Fig. 5.1a and b show topography images of the same area taken with different set points:
Vbias = 5 mV, I = 200 pA and Vbias = 700 mV, I = 200 pA, respectively. The lower graphs
show the corresponding height profiles of the molecules taken along the same line that is
shown in red in the topography images. At low bias, one can identify two types of molecules
depending on the appearance of their center as a protrusion (bright type, see green arrow
in Fig. 5.1a) or a depression (dark type, see orange arrow in Fig. 5.1a). We note, however,
that at high bias all molecules have the same apparent height. With a particularly sharp
and/or functionalized tip one can moreover observe small variations in the appearance of
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5. Local gating by image potential states

Figure 5.1.: a) Topography image recorded with Vbias = 5 mV, I = 200 pA in which bright
(green arrow) and dark (orange arrow) can be identified. The lower graph displays the height
profile of the molecules along the red line shown in the topography image. b) Topography
image of the same area but recorded with a higher bias: Vbias = 700 mV, I = 200 pA. The
height profile shown in the lower graph is recorded above the same line as in a) and illustrate
that all molecules have now the same apparent height. c) Topography image recorded with
a functionalized tip (Vbias = 20 mV, I = 50 pA). d-e) Topography images of the same area
recorded with different biases (d)Vbias = 5 mV, I = 200 pA and e)Vbias = 20 mV, I = 200 pA)
showing the presence of hybrid molecules on the surface.

molecules of the two different types. This is for instance the case in the topography image
shown in Fig. 5.1c (set point: Vbias = 20 mV, I = 50 pA). There, one can identify bright
molecules with a central protrusion and a clover shape (green arrow) and dark molecules
with a central depression and a square shape (orange arrow). The height of the depression on
the center of dark molecules varies slightly from one molecule to another (compare molecules
indicated by red and orange arrows). Also, a few molecules appear to inherit partially the
appearance of the two types with a very small protrusion on their center and an overall
square shape with faint protrusions at the corners (blue arrow). Interestingly, we also observe
molecules that have a hybrid appearance as shown in Fig. 5.1d (see violet and pink arrows,
scanning parameters Vbias = 5 mV, I = 200 pA). There, depending on the position of the
tip, the molecules appear either bright or dark. Scanning the same area at a higher bias
(Vbias = 20 mV, I = 200 pA), as shown in Fig. 5.1e, changes the appearance of these hybrid
molecules: one of the molecule appear now entirely bright (pink arrow) and the other shows a
different position of the boundary between the two types (violet arrow). These results indicate
that the molecules should vary mainly in their electronic properties and not drastically in
their composition.

During measurement, we observed switching processes between the different types. This is
for instance shown in Fig. 5.2, where we show sequential topography images recorded after
positioning the tip at the crosses’ locations and switching the bias from 900 mV to −900 mV
in constant height mode with the feedback opened at Vbias = 900 mV and I = 300 pA. We
observe switching of a dark molecule to a bright molecule (see red arrow in Fig. 5.2a and
b) but also reversed processes (red arrow in Fig. 5.2b and c) as well as a dark molecule
switching to a hybrid molecule (green arrow in Fig. 5.2b and c). The mechanism behind
these switching phenomena could not be identified as they happened not in a controlled
manner. Yet, interestingly, these switching events seem to be correlated to different positions
of the protrusions in between the molecules (see orange arrows in Fig. 5.2). These protrusions
are assigned to Cl adatoms but unfortunately, we cannot identify the exact position and
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I. Molecular diversity and its origin

Figure 5.2.: a-c) Topography image of the same area recorded with the same set point:
Vbias = 5 mV, I = 200 pA. Molecules switched their appearance after the tip was placed
at the crosses’ locations (red cross from a to b and black cross from b to c), the feedback
opened with Vbias = 900 mV, I = 300 pA and the bias sweeped from 900 mV to −900 mV. d)
Topography image (Vbias = −45 mV, I = 500 pA) of a border of an island.

number of all Cl adatoms on the preparation. The orange arrows in Fig. 5.2 indicate positions
in which there is a clear change between the topography images but in general it is often
hard to exactly distinguish all protrusions. Besides, it is impossible to tell if one protrusion
corresponds to one or several Cl adatoms. Therefore, we restrict ourselves to a qualitative
observation: the switching events are related to changes in the positions of Cl adatoms.

The fact the presence of Cl adatoms in the vicinity of the molecules influences their type is
indeed consistent with the observations made in chapter 4: in the other phases when less
or no chlorine is present the molecules are bright. Also, we observe here that the molecules
at the edges of the islands are mostly bright, as shown in Fig. 5.2d. Since no protrusion is
detected on the boundary toward the bare Pb(111) surface these molecules are surrounded,
on average, by fewer Cl adatoms than inside the island where the dark type dominates. The
Cl adatoms appear thus to trigger the appearance of the dark type.

All in all, these results point toward different electronic properties of the molecules rather
than different chemical compositions. This is in accordance with our observation made in
chapter 4 of a third type molecule that we identified as FeP-Cl, the other molecules being
thus all assigned to FeP. The presence of Cl adatoms in their proximity most likely lies at
the root of the observed molecular diversity.

2. AFM measurements
In order to confirm the identical chemical composition of bright and dark molecules we now
characterize them with atomic force microscopy (AFM).

As we have seen in chapter 2 section III, frequency shift approach curves (∆f(z)) allow to
characterize the interaction between an adsorbate and the tip apex. More precisely, it has
been shown in literature that differences in the short range forces can be used to identify the
different nature of adsorbates on a surface [203, 74, 75].
We record ∆f(z)-curves above the centers of a bright and a dark molecule as shown in

Fig. 5.3b. Following the procedure described in [185], we then extract the interaction forces
between the molecules and the tip apex in Fig. 5.3c. The spectra are offset in z to compensate
for the different apparent height of the molecules at the parameters used to open the feedback
before each spectrum. ∆z corresponds to the (relative) distance between the tip and the
sample plane (we define arbitrarily ∆z = 0 as the height at which the feedback was opened
above the center of the bright molecule with Vbias = 20 mV and I = 50 pA). The tip was
functionalized in order to be able to reach the repulsive regime [79] (see chapter 2 section
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5. Local gating by image potential states

Figure 5.3.: a) Topography image (Vbias = 20 mV, I = 50 pA) recorded with a functionalized
tip. b) Evolution of the frequency shift ∆f with tip offset ∆z (feedback opened at Vbias =
20 mV I = 50 pA, applied bias Vbias = −100 mV oscillation amplitude Aosc = 50 pm) above
the center of a dark (blue) and a bright (red) molecule as indicated in the topography image
in a. c) Forces between the molecules and the tip obtained from the frequency shift approach
curves in b following the Sader-Jarvis deconvolution procedure [185].

Figure 5.4.: a) Topography image (Vbias = 20 mV I = 50 pA) recorded with a functionalized
tip. b) Constant height frequency shift maps obtained at different tip heights. c) Laplace-
filtered images of the two maps at close tip-sample distances in b.

III). Finally, we note that since the molecules are close to each other, the background forces
are similar and we can compare the force curves without a background correction.
One can see that both force curves show a minimum around ∆z = −200 pm that can be

used as a distinctive point to characterize the chemical interaction (see chapter 2 section
III). This confirms that the two centers have the same chemical nature and that none of
them posses an extra ligand. Indeed, in both cases, the onset of the chemical bonds would
otherwise be at different heights and the minima of the curves would be shifted with respect
to each other.

Interestingly, the bright molecule exerts a stronger attractive force onto the tip apex; this
was observed irrespective of the tip termination. As we show next, the molecules have different
electronic properties and we therefore interpret this stronger interaction as the manifestation
of their different electronic configurations: the electronic density is different which leads to
differences in the interaction strength with the tip apex during the bond formation.
We now characterize the molecules by means of constant height frequency shift maps in

Fig. 5.4b. Here again, the tip is functionalized in order to enhance our resolution [79, 75,
50]. When the tip is relatively far away (left map), the frequency shift above the molecules
is negative indicating an attractive force, due to van der Waals interactions between the
molecules and the tip apex (see chapter 2 III.2). As the tip is brought closer (middle and
right maps), repulsive interactions due to Coulomb repulsion gain importance and lead to a
contrast inversion of the frequency shift above the molecular ligands. In order to have a better
resolution of the molecular structure we show in Fig. 5.4c the Laplace filtered images of these
two maps. There, one can distinguish the four pyrrole groups of the molecules similarly to
what was observed for the free-base porphine molecule in [50]. While no difference is observed
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I. Molecular diversity and its origin

above the ligands of the molecules, the frequency shift recorded above their center varies
with more negative values and thus stronger attraction above molecules of the bright type;
consistently with what is observed in Fig. 5.3. Since these variations between molecules is
only observed above the molecules’ centers we speculate that the differences in the electronic
properties of the molecules stem mainly from differences in the hybridization and/or energy
positions of the Fe d-levels with it surroundings. Indeed, the magnetic fingerprints of the
molecules (Yu-Shiba-Rusinov (YSR) states for bright molecules and inelastic excitation for
dark molecules - see appendix 9 section II) indicate different hybridization strength with the
surface.

3. Electronic properties
We have established in the previous section that the different appearance of bright and dark
molecules at low biases is not due to differences in their chemical composition but should
rather be related to their electronic properties. Interestingly, these different types are related
to the presence of Cl adatoms inside the molecular islands. In this section, we characterize
in detail the electronic properties of the molecules and show in particular that the dark
molecules display a variety of fingerprints in scanning tunneling spectroscopy (STS). The
second part of this chapter is dedicated to the study of one of these fingerprints that we
attribute to local gating effects. In this part, we focus on the characterization of the electronic
differences between bright and dark molecules.

3.1. Variety of fingerprints in STS

We display in Fig. 5.5b typical spectra obtained above the center of bright (blue spectrum)
and dark (red spectrum) molecules (see topography image of Fig. 5.5a) as well as a reference
spectrum taken on Pb in black. The bright molecule shows a broad resonance around
−250 mV that crosses Fermi energy. Above the dark molecule we observe a V-shape of the
spectrum with two broad symmetric steps at around ±100 mV (the dip around Fermi energy
corresponds to the superconducting gap of Pb). In both cases we do not detect any clear
resonance in the positive bias. A spectrum recorded above a Cl adatom is aditionally shown
in green. Shallow changes in the differential conductance are observed compared to the
spectrum taken above the Pb surface but no clear resonance is to be seen in dI/dV . This
seems to indicate a rather indirect interaction (no formation of chemical bond) between the
chlorine adatoms and the molecules. This is consistent with the fact that the Cl adatoms
may change their position as shown in Fig. 5.2.
Before investigating in more detail the differences between bright and dark molecules we

illustrate the variety of features that can be detected in STS above dark molecules. Indeed,
the spectrum of Fig. 5.5b has been chosen because it displays the common features of all
dark molecules but we show in Fig. 5.5d that the fingerprints of the dark molecules in the
negative bias regime are very diverse. For some molecules, no resonance is observed in the
spanned energy range (top violet spectra (i)). Other show a resonance whose position in
energy can vary strongly from one molecule to another (compare the light violet (ii) and blue
spectra (iii)). Finally, additional features are sometimes detected on top of this resonance
(four lowest spectra (v - viii)). The resonance in the negative bias most likely corresponds to
the highest occupied molecular orbital (HOMO) of the molecules. However, the fact that its
position changes significantly in energy from one molecule to another is rather surprising.
We now characterize the additional features observed on top of the HOMO of the dark

molecules. These can be grouped into two categories as illustrated in Fig. 5.5e-f and g-h.
For some molecules, the modulation seen on top of the resonance stems from a bistability.
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5. Local gating by image potential states

Figure 5.5.: a) Topography image (Vbias = 5 mV, I = 200 pA) of the molecules above which
the dI/dV spectra in b) are recorded (feedback opened at Vbias = 900 mV, I = 300 pA
and signal modulated with Vrms = 5 mV). c) Topography image of a molecular island
(Vbias = −45 mV, I = 100 pA) which the location of the dI/dV spectra of d) (feedback
opened at Vbias = 900 mV, I = 300 pA and signal modulated with Vrms = 5 mV) that
illustrate the variety of fingerprints observed above dark molecules. e) dI/dV spectrum
obtained from consecutive bias sweeps (feedback opened at Vbias = 900 mV, I = 300 pA
and signal modulated with Vrms = 5 mV) above a molecule showing a bistable behavior.
f) Enhanced view of the dI/dV traces of e). g) dI/dV spectrum of a molecule showing
oscillations (Vbias = 200 mV, I = 200 pA and signal modulated with Vrms = 1 mV) with
each trace corresponding to a bias sweep with a sweep rate of 0.2 mV/sec. h) dI/dV spectra
recorded above the same molecule as in g) but with a decreased sweep rate (0.04 mV/sec).

In Fig. 5.5e we show dI/dV traces recorded by sweeping the bias several times between
900 mV and −900 mV. The signal switches randomly between two traces in which only one of
them exhibits the resonance. This is seen more clearly in the enhanced view of these traces
shown in Fig. 5.5f. Such bistable behavior has already been observed in the literature [116]
and is to be related to the finite temperature of the experiment (1.6 K in our case) in the
following fashion: two different configurations are available for the system and the barrier
between them may be thermally overcome. As a matter of fact, we know that the Cl adatoms
influence the electronic properties of the molecules and most probably affect the position
of the HOMO. Since they have been observed to change position (see Fig. 5.2) it is rather
logical that a few molecules show a bistability. Anticipating on observations made later in
this section we note that the presence of the tip might also affect this bistable behavior.
The second type of modulation of the resonance intensity is shown in Fig. 5.5g-h. There,

oscillations are observed on top of the resonance (Fig. 5.5g) with well-defined position and
intensity that do not vary from one sweep to another. This can be seen more clearly in
Fig. 5.5h where the sweeping rate was decreased by almost one order of magnitude (from
0.2 mV/sec for the left panel to 0.04 mV/sec for the right panel). This behavior is rather
uncommon: to the best of our knowledge such fingerprints have not been reported in the
literature for molecules adsorbed directly on a metal substrate. We focus on this feature in
the second part of this chapter.
We can already speculate that the different fingerprints of the dark molecules are related

to differences in their environments since they otherwise appear to be quite similar. More
precisely, because the Cl adatoms are randomly distributed within the island they influence
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Figure 5.6.: a) Topography image of a hybrid molecule (Vbias = 5 mV, I = 200 pA). b) dI/dV
spectra taken along the line shown in a) (feedback opened at Vbias = 900 mV, I = 300 pA
and signal modulated with Vrms = 5 mV). c) Exemplary spectra of the set shown in b along
with a reference spectrum above the bare Pb substrate (black). d) dI/dV spectra (feedback
opened at Vbias = 900 mV, I = 300 pA and signal modulated with Vrms = 5 mV) taken above
other hybrid molecules (set point of topography image Vbias = 5 mV, I = 200 pA).

the molecules in different ways but, as explained earlier, since we cannot precisely identify
their number and positions we cannot relate each features to specific Cl dispositions.

3.2. Hybrid molecules

In order to have a better understanding of the electronic differences between bright and dark
molecules we study now the properties of hybrid molecules since they should display the
features of both types.

This is confirmed by the set of dI/dV spectra taken across a hybrid molecule (see Fig. 5.6a)
as shown in Fig. 5.6b. The top-left and central parts of the molecule exhibit the properties of
the dark type with a V-shape around the Fermi level and a resonance in the negative bias
regime (green and yellow spectra in Fig. 5.6c). As for the spectra taken on the bottom-right
corner of the molecule, they show the feature of the bright type with a broad orbital around
−200 mV that extends close to Fermi energy (orange and red spectra in Fig. 5.6c).
Overall the molecule shows dominantly the electronic properties of the dark type but

we show in Fig. 5.6d that this depends on the investigated molecule. Indeed, there, one
hybrid molecule displays a clear bright character (violet spectrum) while the other one (blue
spectrum) shows a spectrum similar to the orange and red spectra of Fig. 5.6c: a broad
orbital similar to the bright type but with a remaining V-shape around Fermi energy. Here
again, these different behaviors are most likely related to different Cl surroundings.

While the transition between the bright and dark is sharp and well-defined in the topography
images, it appears rather smooth and continuous in dI/dV . In this respect one should keep in
mind that the dI/dV spectra are taken at a different set points (Vbias = 900 mV, I = 200 pA)
than the topography images (Vbias = 5 mV, I = 200 pA) and that the latter show a clear
voltage dependence (see Fig. 5.1d and e). The presence of the tip and the applied bias seem
thus to play a decisive role in the transition between the two types. More precisely, the
orbital in negative bias regime shifts in energy in Fig. 5.6d. This orbital is assigned to the
HOMO of the molecule that has a well defined and unique energy. Therefore, the apparent
shift seen in Fig. 5.6b must be related to the presence of the tip.
This influence is investigated in more detail in Fig. 5.7 where we present the effect of a

tip approach above the center of the hybrid molecule shown in Fig. 5.6a. We define 0 pm
as the height at which the feedback is opened with Vbias = 900 mV and I = 300 pA and
positive (negative) ∆z offsets for a tip retraction (approach). The evolution of the tunneling
current is shown in Fig. 5.7b exhibiting the stable and expected exponential dependence with
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5. Local gating by image potential states

Figure 5.7.: Tip approach above the center of a hybrid molecule. a) Topography image
(Vbias = 5 mV, I = 200 pA) of the molecule under investigation. b) Evolution of the tunneling
current (with an applied bias of Vbias = 900 mV) as a function of the tip offset ∆z (feedback
opened at Vbias = 900 mV, I = 300 mV). c) Set of dI/dV spectra normalized to their
conductance at Vbias = 900 mV (feedback opened at Vbias = 900 mV, I = 300 pA and signal
modulated with Vrms = 5 mV). d) dI/dV spectrum recorded with an offset ∆z = −160 pm.
e) dI/dV spectrum with ∆z = −200 pm after which the molecule appears dark, as shown by
the topography image in f) (Vbias = 5 mV, I = 200 pA).

the tip-sample separation. In Fig. 5.7c we present as a 2D color plot the dI/dV spectra
recorded with ∆z offsets down to −160 pm (the spectra are normalized to their conductance
at Vbias = 900 mV). A clear shift of the HOMO toward Fermi energy is observed upon tip
approach. Moreover, as the tip is brought closer, we see small dips developing in both bias
polarities. This is seen more clearly in Fig. 5.7d where we display the spectrum recorded
with an offset of −160 pm. Fig. 5.7e shows a spectrum recorded with ∆z = −200 pm. There,
additional features are clearly seen in the negative bias and we notice similarities to the
oscillations observed in Fig. 5.5d. The origin of such features is discussed in detail in the
second part of this chapter. Interestingly, the topography image recorded after this last
spectrum and displayed in Fig. 5.7f shows that the molecule appears now dark and that its
neighbor switched from dark to bright.
These observations further support a strong influence of the electric field of the tip on

the properties of the molecules. Indeed, the HOMO energy changes significantly even at
large tip-sample distances where its energy shift appears rather linear with ∆z. By contrast,
the energy shift tends to diminish when the orbital merges with the onset of the step in
the negative bias. This speaks against modifications of the spectroscopic signature due to a
deformation of the molecule under the tip. Such an interaction would be stronger at close
distances and should have a vanishing influence as the tip is brought away from the molecule
(see chapter 2 section III.2 and chapter 6). Besides, we note that the switching processes
happen before contact and were observed in Fig. 5.2 even without the need of a tip approach.

As a result, we conclude that the difference between dark and bright molecules is directly
reflected in the energy position of the HOMO. Since the chlorine adatoms influence the
molecular types they should therefore have an impact on the energy of this resonance.
Interestingly, we showed that the position of this orbital can be modified by the electric field
of the tip. It is therefore of interest to gain more insight into the charge distribution inside
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Figure 5.8.: Evolution of the LCPD along the line shown in the topography image. The
measurements are performed in a constant height with an oscillation amplitude of the AFM
tuning fork of 50 pm. The LCPD values are obtained by fitting parabolas to ∆f(Vbias)-curves
and the error bars correspond to the standard deviations of the fits.

the molecular islands.

4. LCPD measurements
As explained in chapter 2 section III, different charges on the surfaces exert different elec-
trostatic forces on the tip and these can be detected with AFM by means of local contact
potential difference (LCPD) measurements: by recording the frequency shift as a function of
bias voltage one can extract the value of the applied bias for which the electric field induced
by the tip minimizes the electrostatic force between the tip and the sample.
Electrostatic forces are particularly long-ranged so we first characterize the differences of

LCPD between the bare Pb substrate and a molecular island in Fig. 5.8. The measurements
are carried out in constant height mode. Indeed, while the value of the LCPD does not
depend on the tip-sample distance in a plate capacitor model, this model is not a realistic
description of the tip shape. It has been shown in literature [159] that the tip electric field
and thus LCPD value depends both on the tip shape and height (especially at close distance).
The LCPD values in Fig. 5.8 are thus obtained by recording ∆f(Vbias) curves in constant
height mode and fitting these with parabolas; the error bars in Fig. 5.8 correspond to the
standard deviation of the fits. The LCPD is higher above the molecular island than above the
bare Pb(111) surface. This indicates that the tip interacts with more negative charge above
the island than above the bare Pb(111) substrate (see chapter 2 section III Fig. 2.8). This is
rather surprising; in most cases, the adsorption of molecules on a metal surface leads to the
so-called push-back or pillow effect [83, 102, 103, 111, 214]: the electronic wavefunctions of
the adsorbates repel the ones of the substrate so that the latter decay faster into vacuum
giving rise to a lower LCPD value than above the bare substrate. Here, this effect seems to
be compensated by other phenomena. More precisely, we propose in the next section that
the increase of the LCPD above molecular islands is related to the presence of Cl adatoms
within them. Yet, the non-local character of the measurement (see 2 section III.2) prevents
us from singling out their specific contribution.

We now want to characterize in more detail if the differences between the dark and bright
molecules are reflected by variations in the electrostatic forces they exert on the tip apex. In
order to do so we investigate in Fig. 5.9 the evolution of the LCPD above two such molecules
as a function of tip height ∆z. We record ∆f(z) curves along the line shown in the topography
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Figure 5.9.: a) Evolution of the LCPD as a function of tip-sample plane separation (∆z =
0 pm arbitrarily chosen) along the red line drawn in the topography image (Vbias = 20 mV,
I = 50 pA). The LCPD values were obtained by fitting parabolas to the frequency shift vs.
bias curves at the various distances (amplitude of the AFM oscillation Aosc = 50 pm). b)
Exemplary data at two different heights above the centers of the bright (green) and dark
(blue) molecules. The measured frequency shifts are shown by dots and the parabolic fits
with lines.

image of Fig. 5.9a at different bias values (Vbias = 200, 175, 150, . . . ,−125, 150 mV) and then
reconstruct the ∆f(Vbias) curves for the various tip-sample plane distances ∆z (here again
∆z = 0 pm is arbitrarily chosen as the height at which the feedback loop was opened). These
∆f(Vbias)-curves are finally fitted with parabolas to obtain the LCPD values. Those values
are displayed as a function of tip height ∆z as a 2D color plot in Fig. 5.9a. The grey pixels
are regions for which no reasonable fit could be performed due to noise issues. Fig. 5.9b
shows four exemplary ∆f(Vbias)-curves (dots) along with their parabolic fits (curves) above
the molecules’ center at two different heights.
When the tip is far away, no difference in LCPD is observed between the two molecules.

The two curves in the upper panel of Fig. 5.9b illustrate the equivalence of the frequency
shifts measured above the centers of the two molecules. This is caused by the non-local
character of the measurements as mentioned earlier. Only when going closer to the molecules
do we detect deviations in the LCPD indicating different charge distributions. More precisely,
at close distances, the LCPD becomes negative only above the bright molecule. This is
clearly seen in the lower panel of Fig. 5.9b and cannot be accounted for by differences in the
tip-molecule distances: as shown in the previous section the Fe centers are at the same height
within our resolution. Also, variations solely due to different heights of the Fe centers should
only shift the observed LCPD variations to lower/higher ∆z offsets. Yet, we do not observe
any negative LCPD values above the dark center. Therefore, the higher LCPD measured
above the dark molecule indicate that the tip interacts there with more negative charges than
above the bright molecule.

5. Energy level alignment
The bright and dark molecules have different electronic configurations. These are related
on the one hand to differences in their charge distribution and, one the other hand to the
presence of Cl adatoms in their surroundings. It is therefore of interest to consider what
mechanisms govern the energy level alignment of molecules when they are adsorbed on a
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Figure 5.10.: Energy alignement. a) The HOMO and LUMO are pinned to the vaccum level.
b) Before equilibrium the CNL of the molecule is above the Fermi energy of the metal (left).
Upon adsorption a partial charge transfer occurs resulting in an interface dipole ∆ pointing
toward the vacuum. c) In the opposite case, if the CNL of the molecule lies below Fermi
energy before equilibrium the resulting interface dipole points toward the surface.

metal surface.
In the simplest case, one considers a very weak interaction between the molecule and the

substrate so that the molecular levels are pinned to the vacuum level. This is illustrated in
Fig. 5.10a: the energies of the HOMO and lowest unoccupied molecular orbital (LUMO) with
respect to the Fermi energy of the metal are determined by the work function of the metal Φ,
the Ionization Energy (IE) and the Electron Affinity (EA) as follows

EHOMO = IE− Φ
ELUMO = Φ− EA

However, in general, even if the molecules do not hybridize strongly with the substrate there
is a charge redistribution at the interface leading to a surface dipole. One frequent example
is the push-back effect mentioned above: due to Pauli repulsion the electron wavefunctions
of the substrate are pushed back toward the bulk. Another phenomenon is the image force
effect [117]: the electron charge of the molecules are attracted by their image charge in the
metal leading to polarization effects. Both effects lead to a lowering of the work function.
Additionally, one should consider possible charge transfer between the adsorbate and the
metal. This phenomenon can be described by the induced density of interface states (IDIS)
model. The hybridization of the molecular levels with the metal substrate leads to their
broadening and induces a density of states within the HOMO-LUMO gap. The charge
neutrality level (CNL) of the molecule is then defined such that the integrated density of
states (DOS) up to the CNL gives the charge of the isolated molecule. By comparing the
metal work function and molecular CNL one can deduce the direction and intensity of the
interface dipole. The possible cases are shown in Fig. 5.10b and c. In Fig. 5.10b, before
equilibrium (left panel), the CNL of the molecule is higher than the Fermi level of the surface.
To reach equilibrium there is therefore a partial charge transfer with an electron donation
from the molecule to the substrate which results in an interface dipole pointing to the vacuum
side (right panel). The reversed situation is displayed in Fig. 5.10c, when the CNL is below
the Fermi level before equilibrium, the charge transfer gives rise to an interface dipole pointing
toward the surface. Finally, we note that a permanent dipole moment of the adsorbate may
affect this energy level alignment as well.
The AFM measurements presented in the previous section indicate a higher LCPD (and

thus higher work function) above the molecular islands than above the bare Pb(111) surface.
It is thus most likely that a charge transfer takes place as depicted in Fig. 5.10c; namely, a
transfer of electrons from the Pb surface to the molecules. The relatively low work function of
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Pb (Φ = 4.25 eV) as compared to other metals such as Au (Φ = 5.1 eV) or Cu (Φ = 4.65 eV)
[147] seems consistent with this behavior. The presence of chlorine adatoms within the island
contributes similarly to an increase of the work function since this element tends to accept
electrons.
The fact that the LCPD is higher above dark molecules than above bright molecules is

however not captured within this simple model: since Cl adatoms tend to attract electrons,
molecules in their vicinity should see a higher work function than on the bare surface. This
would lead to a reduction of the charge transfer and thus of the work function for dark
molecules as compared to bright molecules. In order to understand the exact interplay
between chlorine and the FeP molecules one would need to perform density functional theory
(DFT) calculations. Indeed, the interface dipole due to chlorine adatoms creates an electric
field that might influence the electronic properties of the molecules in a non trivial way. The
approach measurements presented in Fig. 5.7 and Fig. 5.14 show that the energy of the HOMO
orbital shifts toward Fermi energy as the electric field of the tip becomes stronger. A possible
explanation may be that the HOMO orbital carries a dipole moment ~µ: to first approximation,
its energy would then vary with the electric field as EHOMO = E0

HOMO−~µ · ~Eloc, with E0
HOMO

the energy of the HOMO in the absence of electric field and ~Eloc the local electric field.
Besides explaining this energy shift under tip approach such an assumption may explain why
the HOMO orbital is seen at very different energies depending on the investigated molecule
(see Fig. 5.5): the distribution of chlorine adatoms within the island is random so that
variations in the local electric field experienced by the molecules are to be expected. In any
case, we note that the presence of a higher LCPD above dark molecules indicates that the
surface dipole, present generally above the island, is therefore higher above these molecules.

II. Local gating by image potential states
We now want to investigate in detail the oscillations seen in STS above some of the dark
molecules. In particular, we characterize their spatial dispersion and argue that it cannot
be accounted for by models reported in literature that describe the emergence of peaks in
dI/dV . Indeed, we finally propose to relate the appearance of the observed features to local
gating effects.

1. Characterization of the oscillations
Fig. 5.11b shows a dI/dV spectrum recorded above the center of a dark molecule as indicated
in Fig. 5.11a. The forward and backward traces of the spectrum are identical indicating that
the sharp features seen in the negative bias regime are well defined in energy and not related
to a bistability in the junction. The constant height dI/dV maps of Fig. 5.11c show that
these peaks correspond to dispersive ring-like features. In order to know if the distribution of
the molecules displaying such features is regular we recorded dI/dV maps at various bias
voltages above a molecular island as shown in Fig. 5.11d. No systematic pattern can be
identified; the molecules displaying such ring-like features are randomly distributed across
the island and the bias voltages at which these rings are detected vary from one molecule to
another. Here again, we attribute this lack of uniformity to the random distribution of Cl
adatoms within the molecular island.

We characterize in more detail the dispersion of the oscillations above the central molecule
of the topography image in Fig. 5.12a. This molecule lies above a Ne impurity and is dark
despite being at the border of an island. We choose this molecule because the oscillatory
behavior in its dI/dV spectrum is particularly prominent and regular (see Fig. 5.12b), making
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Figure 5.11.: a) Topography image (Vbias = −45 mV, I = 100 pA) of a dark molecule
showing oscillations as shown in b) dI/dV spectra (feedback opened at Vbias = 900 mV,
I = 300 pA and signal modulated with Vrms = 5 mV) recorded above the center of the
molecule (black forward sweep from 900 mV to −1.5 V, red backward spectrum from −1.5 V
to 900 mV) and the bare Pb surface (grey). c) Constant height dI/dV maps recorded above
the area shown in a). d) Topography image (left, set point: Vbias = −45 mV, I = 100 pA) of
a molecular island and corresponding constant height dI/dV maps.

it easier to identify its characteristics. This might be due to the particular environment of the
molecule but we want to emphasize that the conclusions drawn concerning the behavior of
the oscillations are valid for all investigated molecules. As explained in chapter 2 section III.4,
peaks in dI/dV correspond to steps in I − V . The enhanced view of the dI/dV spectrum
displayed in the inset of Fig. 5.12b along with its corresponding current trace shows that it is
indeed the case between −400 mV and −500 mV where the relative change in the conductance
is the strongest (the steps correspond to ∼ 25 % relative increase of the current). Outside of
this bias window the current changes are too shallow to be detected within our resolution.
Overall, the peaks intensities seem to be modulated by an envelope function that corresponds
to an orbital (as a guide to the eye we sketch in the inset of Fig. 5.12b a Gaussian function
with a dashed blue line). This is corroborated by the observation of the HOMO above other
dark molecules in this energy window as shown in Fig. 5.5. Yet, we would like to point out
that we still detect peaks in dI/dV at higher voltages but with much lower intensity.
The spatial extent of these oscillations is investigated in Fig. 5.12c and d with constant

height dI/dV maps recorded above the areas shown in the topography images of Fig. 5.12a
and d, respectively. As the voltage is increased, concentric rings develop in the dI/dV maps.
The radii of these rings increase with increased bias voltage and reach around 2 nm before the
intensity of signal vanishes within our resolution. Such a behavior is similar to the charging
rings described in chapter 2 section III.4. However, in our case, not only one ring is detected
but several of them. Moreover, one can see in Fig. 5.12d that the intensity of the rings is
spatially modulated. Namely, in the left dI/dV map, recorded with Vbias = −650 mV, above
the molecule on top of the one at the center of the rings the signal appears to be inverted
with respect to its surroundings: a high intensity signal becomes a low one and reciprocally.
Upon a careful inspection, this reversal of the ring intensity can also be seen in the other

71



5. Local gating by image potential states

Figure 5.12.: a) Topography image Vbias = −45 mV, I = 100 pA. b) dI/dV spectrum (black)
and I − V curve (red) recorded above the center of a dark molecule as shown in a) (feedback
opened at Vbias = 900 mV, I = 300 pA and signal modulated with Vrms = 5 mV). c) Constant
height dI/dV maps recorded above the area shown in the topography image (grey color-scale,
set point Vbias = −45 mV, I = 100 pA). d) Constant height dI/dV maps recorded above the
area shown in a).

dI/dVmaps of Fig. 5.12d. Finally, one should remark that, if the rings extent relatively far
away above the molecular island, their decay is much faster above the substrate: once their
radii reach the size of the neon impurity underneath the molecule their intensity vanishes
(compare the dI/dV maps Fig. 5.12d taken with Vbias = −650 mV and Vbias = −750 /mV).

Complementary to these dI/dV maps, we present as a 2D color-plot in Fig. 5.13b the
evolution of the dI/dV spectra recorded in constant height mode along the line shown in
the topography image of Fig. 5.13a. In agreement with the observation made above, one
can see that as the tip is moved further away from the molecule’s center, the position of
the oscillations in dI/dV shifts to higher energies. More specifically, it appears that this
shift has a parabolic dispersion with the lateral position of the tip (a parabola is drawn as
a red dashed line in Fig. 5.13b as a guide to the eye). This reinforces the correlation with
the charging rings reported upon in literature [52, 168, 156, 130, 113]. As a matter of fact,
as explained in chapter 2 section III (Fig. 2.10), the observed parabolas in [52, 168, 156,
130, 113] correspond to constant electric field lines in bias-xy-space: below/above a specific
electric field the system is in different states corresponding to different conductances. In our
case, the electric field of the tip must thus play a crucial role in the mechanism underlying
these oscillations.

This can be confirmed by comparing dI/dV spectra recorded before (black) and after (red)
a modification of the tip apex as shown in Fig. 5.13c. As one can see, the overall position
of the oscilations is now shifted to lower energies and their lineshape is less regular (see
enhanced view of the dI/dV spectra in the inset). The electric field of the tip seems thus to
affect those two characteristics.
To further characterize the influence of the tip field we study the evolution of the dI/dV

traces upon a tip approach. The measurements are performed above the molecule shown in
the topography image of Fig. 5.14a and the set of dI/dV spectra as a function of tip height
∆z is displayed in Fig. 5.14c as individual spectra and Fig. 5.12d as a 2D color plot. We
define 0 pm as the height at which the feedback is opened (with the following parameters:
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Figure 5.13.: a) Topography image (Vbias = −45 mV, I = 100 pA) of the investigated
molecule. b) Set of dI/dV spectra recorded in constant height mode along the line shown in a
(signal modulated with Vrms = 5 mV). c) dI/dV spectra (feedback opened at Vbias = 900 mV,
I = 300 pA and signal modulated with Vrms = 5 mV) taken above the center of the molecule
(black and red) and above the bare Pb surface (grey and light red) with two different tip
apexes (black and grey spectra taken with the same tip apex and red and light red spectra
with another one).

Vbias = 900 mV and I = 300 pA) and a positive (negative) offset ∆z indicates an increase
(decrease) of tip-sample distance. The I − Z curve shown in Fig. 5.14b shows that the
approach experiment is stable and reproducible. Moreover, we note that we remain in the
tunneling regime throughout the experiment so that structural deformation of the molecule
can be excluded. As the tip is brought closer to the molecule the overall signal (resonance
and oscillations) shift to lower energies. More strikingly even, the lineshape of the dI/dV
spectra change significantly. At ∆z = 0 pm the oscillations are rather faint and seen mostly
as four small peaks preceding the broader resonance corresponding to the HOMO of the
molecules. Upon tip approach, these oscillations gain in intensity and gradually obscure the
HOMO resonance. At ∆z ≤ −160 pm one sees dominantly a series of peaks and dips and it
is hard to make out the presence of a resonance behind them. The change of lineshape of the
oscillations is drastic (the four small peaks at ∆z = 0 pm are replaced at ∆z = −220 pm
by a main dip/peak feature at around Vbias = −200 mV followed by a succession of smaller
peaks) but continuous as illustrated in Fig. 5.14e. There, the enhanced view of some of the
spectra shows that a series of four peaks, shifting closer together, can be followed through
the approach
All in all, this confirms that the electric field of the tip modifies both the position and

the lineshape of these oscillations. Before discussing the possible origins of this oscillatory
feature we would like to mention that it can also be observed at positive biases (see appendix
9 section I) and that both peaks or dips can be observed in dI/dV spectra.

In the literature two models are usually used to account for the presence of sharp peaks in
dI/dV : the excitation of vibronic modes of a molecule [93, 114, 122, 163, 109, 158, 64, 141]
and charging peaks or dips as described in chapter 2 section III.4.
In the first case, the excitation of vibronics usually takes place via a resonant tunneling

through an orbital. The vibronic peaks are then detected at the energy of this orbital plus
the one of the excited vibration. The peaks must not have an equidistant spacing as they
could be caused by different vibrational modes but their energy is well defined and should not
vary strongly from one molecule to another. In particular, a modification of the tip apex is
not expected to change strongly the observed lineshape in STS. Also, these are only detected
as long as the tip apex has an overlap with the orbital through which the resonant tunneling
processes occur. Last but not least, these are usually detected for molecules on an insulating
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Figure 5.14.: Tip approach above the center of a molecule showing oscillations. a) Topography
image (Vbias = 5 mV, I = 200 pA) of the investigated molecule. b) Evolution of the current
(applied bias Vbias = 900 mV) with tip offset ∆z (feedback opened at Vbias = 900 mV,
I = 300 pA). c-e) Set of dI/dV spectra normalized to their conductance at Vbias = 200 mV
and recorded at different tip offset ∆z (feedback opened at Vbias = 900 mV, I = 300 pA and
signal modulated with Vrms = 5 mV).

layer as a direct adsorption on a metal surface quenches the lifetime of these vibrations. Such
excitations are thus unlikely to occur and would not account for the influence of the tip field
on the features.

The second phenomena, the detection of charging peaks, bears more similarities with our
observations. In particular, as we noticed, the dispersion of the oscillations is very similar
to the one of charging rings. However, as explained in 2 section III.4, the presence of a
decoupling layer is usually a key ingredient to induce charging events since it allows a voltage
drop between the molecule and the substrate. These charging events are moreover related to
the presence of an orbital near the Fermi level that can then be shifted across it. Here, we
have neither a decoupling layer nor any indication of a voltage drop across the molecules (see
for instance the approach experiments presented in Fig. 5.14, a voltage drop would lead to a
shift of the V-shape feature). Most importantly, we observe several peaks in dI/dV . Under
the assumption of charging of molecular levels, this would correspond to too many orbitals to
shift across the Fermi level to be realistic. All in all, the similar dispersion of charging rings
and the observed oscillations indicate that a charge redistribution must be induced by the
electric field of the tip. Yet, we should try to understand how such a charge redistribution
can occur without the need of a decoupling layer or a shift of molecular levels across the
Fermi level.

2. Proposed model
We propose to relate the observed oscillations to modifications of the number of image
potential states induced by the electric field of the tip.
Image potential states arise due to the location variations of the potential near a metal

surface. Indeed, the potential barrier seen by the electrons of a metal surface on the vacuum
side is not an abrupt step but shows a smooth increase toward Evac as shown in Fig. 5.15. A
general formula for this increase is [46]:
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Figure 5.15.: The shape of the potential at the surface of a metal (red curve) leads to the
presence of a image potential states in front of the surface.

V (z) = − 1
4(z − zim) (5.1)

where zim is the so-called image potential plane.
This leads to the presence of an infinite Rydberg-like series of states, called image potential

states, trapped in front of the metal surface, as sketched in Fig. 5.15. These states have been
observed with two-photon photoemission spectroscopy [67, 33, 66], inverse photoemission
spectroscopy [43, 200] as well as with STM [219, 101, 202, 44]. In the latter case, they are
probed resonantly by applying a high positive bias voltage to the sample. As it is shown in
[202, 44], the electric field of the tip modifies the potential line-shape within the barrier so
that a Stark shift in energy of these image potential states is observed.
As shown in Fig. 5.16a, the presence of the tip modifies the potential barrier so that the

Rydberg-like series is truncated to a finite number. In our case, the interface dipole observed
above the molecular islands (see first section of this chapter) will further affect the potential
landscape. Specifically, the charge distribution is not homogeneous across the islands; this
is (at least partially) due to the random distribution of Cl adatoms and evidenced by the
LCPD measurements of Fig. 5.9. Therefore, the potential landscape in front of the surface
is modulated locally across a molecular island and differs from molecule to molecule. We
argue that in some cases, this modulation is such that the number of image potential states
accommodated in front of the surface can be altered by the electric field of the tip.
More precisely, we show in Fig. 5.16b that a negative bias sweep broadens the effective

potential well in which the image potential states lie. Therefore, it is possible that at a given
threshold value, an extra state is accommodated in the junction, as sketched in Fig. 5.16d.
This would then lead to a charge redistribution at the interface that is very similar to the
charging effects described in chapter 2 section III.4. Namely, there, when the LUMO of an
absorbate is shifted through the Fermi level by a negative bias sweep (see Fig. 2.12), an
electron from the Fermi sea is then trapped in front of the surface in this orbital. Here, a hole
from the continuum above the vacuum level is now trapped in the induced image potential
state. Effectively, in both cases, a charge redistribution occurs and leads to a modification of
the electrical potential in the surroundings of the trapped state. As explained extensively in
chapter 2 section III.4, this effectively affects the number of electrons that tunnel through the
junction. We illustrate this again in Fig. 5.16e-f: two different potential landscapes through
the junction modulate the net flow of electrons. Because the change of potential landscape
occurs sharply at a threshold value when the bias is sweeped, this results in steps in I − V
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Figure 5.16.: Modification of the potential landscape by the tip. a) Sketch of the barrier
without an applied bias. b) A negative bias sweep broadens the effective potential well in
which the image potential states lie. c) An approach of the tip has a similar effect. d) As
a result, the number of image potential states accommodated in front of the junction can
change. e-f) Before and after a threshold value (either for the bias voltage or tip position)
changing the number of image potential states, the potential landscapes in which the electrons
tunnel are different. This gives rise to a step in I − V curves and a peak or dip in dI/dV
spectra.

curves and peak or dips in dI/dV spectra, depending on if the net flow of electron is increased
or decreased, respectively. A similar change of local potential would happen if one of the
image potential states is removed from the potential. Now that we exposed the fundamental
ideas of model we would like to make two main remarks.

First of all, the inducement of new image potential states is related to the electric field of
the tip and depends thus on the tip position. This is illustrated in Fig. 5.16c where we show
that a tip approach leads to a broadening of the effective well of the image potential states.
This explains the dispersion of the features as seen in Fig. 5.12 and Fig. 5.13b. But more
than that, we notice that as the tip is brought closer, the confinement of the image potential
states increases. Although it is not shown for a tip approach but a bias sweep, since both
affect the potential landscape in a similar manner, one can compare in Fig. 5.16d the sizes of
the states labeled 1 and 2 for the black and red cases. This increased confinement translates
in a smooth modification of the image potential state wavefunctions. In all likelihood, as
their wavefunctions change their effects on their surroundings is also affected. Modifications
of the local gating potential will then be reflected in modified step height in I − Z curves
and thus lineshape of the dI/dV spectra. This would then explain the change in lineshape
observed upon tip approach as seen in Fig. 5.14. In general, a change of the tip apex modifies
the overall landscape in which the image potential states are confined. This leads therefore
to an energy shift and a lineshape modification of the oscillations in conformity with what is
observed in Fig. 5.13c.
Second of all, the gating potential affects its local surroundings differently depending on

their charge state: an electrical potential has an opposite effect on the potential energy of
opposite charges. To some extent this may be the reason for the intensity inversion observed
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for the rings of Fig. 5.12 and the fact that one can detect peaks as well as dips in dI/dV
spectra. Still, one should notice that we considered an extremely simplified model of the effect
of the tip field on the sample side. Indeed, we only described it via its direct modification of
the electrical potential. Yet, as we have seen in the previous section, the charge distribution
at the molecular interface cannot be trivially explained and the electric field of the tip may
affect it also in a non-trivial way, by modifying for instance the interface dipole. In more
detail, the inducement of new image potential states of our model gives this right trend for
the peaks positions in dI/dV under tip approach: as the tip is brought closer to the sample
these peaks move together since the induced field for a given bias sweep is stronger. It is
however not clear if our model predicts the correct law for the peak position: it seems to be
roughly linear and we cannot determine if we would not rather get a power law.
All in all, a local gating by image potential states can explain the main characteristics of

the observed feature. Probably, DFT calculations would be necessary to help define the exact
details of the energy alignment of the molecules at the interface and this would be necessary
to determine how the electric field of the tip modify the potential landscape at the interface.

III. Conclusion
In this chapter we have investigated the properties of the molecules after deposition on
a cold sample. The FeP molecules form islands in which chlorine adatoms are randomly
distributed. This random distribution influences the electronic properties of the molecules
in a non homogeneous way and leads to the presence of two different molecular types (dark
and bright) on the surface. AFM measurements show that those two molecular types are
related to different charge distributions and indicate the presence of a surface dipole at the
interface between the substrate and molecules. Interestingly, a wide variety of features are
exhibited by dark molecules in their dI/dV spectra. In particular, some show oscillations
that cannot be accounted for by models reported in the literature so far. A characterization
of their dispersion in space indicates that a gating phenomenon is most likely at the origin
of these. In order to explain its origin we postulated that the potential landscape at the
molecular interface is such that the electric field of the tip may modify the number of image
potential states. This effectively leads to a charge redistribution and would thus explain the
observed features in dI/dV .
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Chapter 6

Yu-Shiba-Rusinov State: Quantum Phase
Transition and Transport

The results presented in this chapter have been published as
L. Farinacci et al. Tuning the Coupling of an Individual Magnetic Impurity to a Super-

conductor: Quantum Phase Transition and Transport. Phys. Rev. Lett. 121.19 (2018),
p. 196803. doi: 10.1103/PhysRevLett.121.196803
A magnetic impurity adsorbed on a superconductor induces a Yu-Shiba-Rusinov (YSR)

bound state in its vicinity. The energy of this YSR depends on the coupling strength between
the impurity and the substrate. At weak coupling, the bound state is unoccupied and the
system is a free-spin ground state. Upon increase of the coupling strength, the system
undergoes a quantum phase transition to a screened-spin ground state in which the YSR state
is occupied. The quantum phase transition (QPT) is of first order and has been observed in
quantum dots either indirectly via Josephson current measurements [137] or more directly in
a transport regime where Andreev reflections dominate [39, 126, 123]. Here, we show that we
can drive the quantum phase transition on the single impurity level.

We investigate the properties of molecules in the Kagome phase that display one YSR state
which is not coupled to any other YSR state. In the first section we show that by approaching
the tip toward the molecule we are able to modify the YSR state energy. We interpret this
as the result of a molecular distortion upon tip approach and argue that the energy change is
mainly driven by a modification of the coupling strength J of the impurity to the surface.
This enables us to identify the screened-spin nature of the ground state. Moreover, we show
that the flexibility of the molecule not only allows for a controlled tuning of the YSR state
energy but also enables us to drive the system through the QPT. In the second section we
analyze the variety of transport processes that occur as the junction conductance is increased
by this tip approach. We show that the YSR state can be excited by single-quasiparticles
but also via (multiple) Andreev reflections.

I. Tip approach over a FeP molecule
We investigate the properties of the molecule shown in the topography image displayed in the
inset of Fig. 6.1a 1. One can see that a single YSR state is detected above both its Fe center

1This molecule is at the edge of an island in which a Kagome lattice is formed (see chapter 4). We show
in chapter 8 that such molecules have only one YSR that does not couple to its neighbors. The same
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Figure 6.1.: a) dI/dV spectra taken with a Pb tip above the bare Pb substrate (black), the
center (blue) and ligand (red, offset for clarity) of a FeP molecule (see topography image
in the inset). Feedback opened with Vbias = 5 mV, I = 200 pA and signal modulated with
Vrms = 20 µeV. b) The energy dependence of the YSR state leads to a QPT at a critical
coupling Jc. A pair of resonances in the excitation spectrum with energy ε can therefore
correspond to either a free-spin ground state (J ≤ Jc) or a screened-spin state (J ≥ Jc).
c) The force between the tip and the molecule is derived from a Lennard-Jones potential:
at large distances, attractive forces pull the molecule away from the surface and, at short
distances, repulsive interactions set in pushing the molecule back to the substrate.

(blue curve) and molecular ligand (red curve) with the presence of a pair of resonances at
Vbias = ±2.2 mV inside the superconducting gap (a reference spectrum taken on Pb is shown
in black along with two vertical lines that indicate to the gap size ∆t of our superconducting
tip). As explained in chapter 3 section III.2 and illustrated again in Fig. 6.1b, one cannot
identify the ground state of the system only by the detection of this pair of resonances. They
could correspond both to an excitation from a free-spin ground state to a screened-spin
excited state (left ε arrow) or oppositely to an excitation from a screened-spin ground state
to an excited free-spin state (right ε arrow). The idea of the experiment is thus to modify
the coupling strength J of the impurity to the substrate by approaching the tip toward the
molecule and identify the ground state from the shift of the YSR state. Indeed, the interaction
of the molecule with the tip can be qualitatively described by a Lennard-Jones potential
resulting in a force-distance curve as sketched in Fig. 6.1c. As explained in chapter 2 section
III.2, at large distances, van der Waals forces dominate and the molecule is attracted toward
the tip. As a result, the distance between the molecule and the substrate is slightly increased
(black and red insets of Fig. 6.1c) which leads to a decrease of the coupling strength2. As
the tip is brought in the close vicinity of the molecule, repulsive interactions set in (red to
blue insets of Fig. 6.1c) resulting in a decrease of the molecule-substrate distance and thus
increase of the coupling strength J . We present in the following the results of such a tip
approach above the Fe center and molecular ligand of the molecule shown in Fig. 6.1a.

1. Approach above the Fe center and quantum phase transition
Fig. 6.2a shows the evolution of the junction conductance as the tip approaches the Fe center
of the molecule. Throughout this chapter we define the tip offset ∆z from the height at
which the feedback was opened with Vbias = 5 mV and I = 200 pA with positive (negative)
values corresponding to a retraction (approach) of the tip. The evolution of the conductance
shows the expected exponential increase at large tip-sample distances (the small deviations

observations are made for molecules in different environment [49]
2We discuss in the following how other parameters are also affected.
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I. Tip approach over a FeP molecule

Figure 6.2.: Tip approach over the Fe center. a) Evolution of the junction conductance (in
G0 = 2e2/h) as a function of tip offset ∆z. b) 2D color plot of a set of spectra, normalized
to their conductance at Vbias = 5 mV, taken at different tip offset ∆z after opening the
feedback with Vbias = 5 mV, I = 200 pA (modulation with Vrms = 20 µeV) c.i) Spectrum
before (∆z = −140 pm), at (∆z = −150 pm) and after (∆z = −160 pm) the QPT (offset for
clarity). ii)The asymmetry reversal is due to the different excitation processes probed: before
(after) the QPT the quasiparticle is destroyed (created) as sketched for J ≥ Jc (J ≤ Jc).
d) Extracted energy (black) and asymmetry (red) of the YSR as a function of the junction
conductance.

are due to non-linearities of the I − V converter for small currents). Around ∆z = −150 pm
we detect a superexponential increase of the conductance with then a gradual saturation that
indicates a smooth transition to contact [99]. The forward (black) and backward (red) traces
are identical which ensures the reproducibility and reversibility of the experiment.
We now analyze the evolution of the dI/dV spectra (normalized to their conductance at

Vbias = 5 mV) along this tip approach as shown in the 2D-color plot of Fig. 6.2b. As one
can see, the pair of resonances initially shifts away from the gap edge and toward the Fermi
level. At ∆z = −150 pm, the energy of the YSR crosses the Fermi level and its asymmetry
is reversed around this crossing point. This is shown in more detail in Fig. 6.2c, where the
three spectra with ∆ = −140,−150,−160 pm are displayed. Beyond this turning point the
YSR state resonances first shift away from Fermi energy and then revert at ∆z = −190 mV
back toward it. From ∆z = −240 pm on, the dI/dV spectra are dominated by resonances at
Vbias = 0 mV and Vbias = ±∆t.

The qualitative change of the YSR state energy can be fully captured by the modifications of
the coupling strength J described above and allows for an identification of the system’s ground
state (see chapter 3 section III.2 for a detailed description of the YSR energy dependence).
Indeed, the initial shift toward the Fermi level (black arrow in Fig. 6.2b) is ascribed to a
decrease of J so that the system must be in a screened-spin ground state (see Fig. 6.1b). As
the tip is brought closer, J decreases more substantially and the system crosses the QPT
at ∆ = −150 pm (this point is addressed in details in the next paragraph). The coupling
strength further decreases with thus a shift of the YSR state resonances away from Fermi
energy. At ∆z = −190 pm (red arrow in Fig. 6.2b) the system enters the repulsive regime
and the coupling strength is increased leading to a shift of the YSR state energy back toward
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Fermi energy. As a result, we can plot the evolution of the YSR state energy as shown in
Fig. 6.2d (black dots) with ε < 0 (ε > 0) indicating a screened-spin (free-spin) ground state.

We now discuss in more details the crossing of the QPT at ∆z = −150 pm. Anticipating on
the discussion of the next section we can consider only single-electron tunneling because of the
low conductance of the junction. We can ascertain the crossing of the QPT by investigating
the YSR asymmetry (I+− I−)/(I+ + I−) with I+/− being the intensity of the YSR resonance
at positive and negative bias voltages (see chapter 3 section III.2). Its evolution throughout
the approach is shown in Fig. 6.2d (red dots) and shows a clear correlation with the YSR
state energy ε: a sharp sign reversal of the asymmetry occurs as the latter crosses Fermi
energy. This reversal can be understood when considering the different excitation processes
as sketched in Fig. 6.2d. Before the QPT the excitation corresponds to the annihilation of
the bound quasi-particle at the impurity (top sketch). The excitation process relates then to
γ = ucα − vc†β where γ (cα) is the annihilation operator of the bound quasi-particle (electron
with spin α) and u (v) the electron component of the YSR state (see chapter 3 section III.2).
The resonance of the YSR state in the positive bias regime corresponds to an electron-like
excitation and its intensity before the QPT is thus proportional to |v|2. The intensity of the
resonance in the negative bias regime is proportional to |u|2. At ∆z = −150 pm the energy of
the excitation is zero and the YSR resonances overlap with their thermal replica (see Fig. 6.5
and discussion in section II.1) so that the resulting dI/dV spectra is symmetric (see purple
spectrum of Fig. 6.2c). After the transition, the excitation processes involve now the creation
operator of the bound quasi-particle γ† = u∗c†α − v∗cβ (see Fig. 6.2d). Consequently, the
intensity of the electron-like resonance in the positive bias regime is now proportional to |u|2
while the one of the hole-like resonance in the negative bias regime is proportional to |v|2.
As a result, we can conclude that the sharp sign reversal of the YSR asymmetry shown in
Fig. 6.2c that happens conjointly with the crossing of Fermi energy by the YSR energy is the
hallmark of the QPT.
Before investigating the effect of a similar approach experiment above the ligand of the

molecule we address in more details the validity of the assumptions of our model. First of
all, we point out that the magnetic impurity was treated within the framework of the simple
spin 1/2 model. With scanning tunneling microscopy (STM), the spin of an entity cannot be
measured directly so that density functional theory (DFT) calculations would be necessary
to have more information about the spin state of the molecules. We should also remark that
in gas phase the FeP molecule has a spin 1 and that bright molecules in the mixed phase
can display up to three YSR states (see appendix 9). Nonetheless, here, we argue that the
investigated YSR state is due to an effective spin 1/2 impurity. As a matter of fact, we notice
that in the mixed phase the various YSR states were assigned to unpaired electrons that
couple individually to the substrate. Here, it seems that if the total spin of the impurity can
be larger than 1/2 only one unpaired electron couples efficiently to the substrate to give rise
to a single YSR state. Indeed, we observe in the normal state a Kondo resonance as shown
in chapter 4 Fig. 4.8. The presence of the Kondo effect is usually associated with half-integer
spins with |ms = ±1/2〉 as a ground state to allow for a spin flip of the substrate electrons.
A spin 1/2 is thus more likely. Moreover, under tip approach we do not observe a splitting
of the YSR resonance into several resonances, neither above the center of the molecule nor
above its ligand (see next subsection and Fig. 6.3). This discards the unlikely case of two
different YSR states lying at the same energy at ∆z = 0 pm as different orbitals would have
their coupling strength affected in different ways when the molecule distorts.

We now justify the fact that J is the key parameter for the driving of the system through
the QPT. As we have seen in chapter 3 section III.2, in all generality, the energy of a YSR
state depends on the substrate gap energy ∆ and density of states at Fermi energy in the
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normal state ρ0 as well as on the exchange potential J and potential scattering V as follows:

ε = ±∆
(

1− α2 + β2√
(1− α2 + β2)2 + 4α2

)
, (6.1)

where α = πρ0SJ and β = πρ0V .
Here, we note that the exchange potential and potential scattering have been obtained by

a Schrieffer-Wolff transformation from the Anderson model as explained in chapter 3 so that
they include the hybridization between the impurity orbital and the substrate. Although all
parameters (∆, ρ0, J , V ) should in principle be considered to explain the energy shift of
the YSR state we argue that J is the most relevant one for the driving the QPT shown in
Fig. 6.2.
As a matter of fact, ρ0 is a bulk parameter and it can safely be assumed that it remains

constant throughout the tip approach. Self-consistent calculations have shown that the gap
energy ∆ is affected by the coupling strength J : the bound quasi-particle at the impurity
perturbs locally the Cooper pairs of the substrate [188, 59, 144]. However, calculations made
by F. von Oppen in the framework of a collaboration show that the energy shift of the YSR
state due to this dependence of ∆ on J is negligible within our energy resolution of the order
of ∼ 100 µeV [49]. The scattering potential V depends on the relative position of the energies
of singly and doubly occupied orbitals with respect to the Fermi level (see chapter 3 section
II Fig. 3.4). It thus reflects the charge transfer between the molecule and the substrate.
Furthermore, it is proportional to the hybridization strength between this impurity orbital
and the substrate. Therefore, since the presence of the tip modifies the distance between the
impurity and the substrate and thereby this hybridization strength, V is modified upon tip
approach. Nevertheless, a driving of the QPT solely under the action of V would require a
sign change of this parameter. This would imply a substantial shift of the singly and doubly
occupied impurity levels (see Fig. 3.4) corresponding to a considerable charge transfer that
is very unlikely. The exchange potential or coupling strength J is also proportional to the
hybridization strength of the impurity orbital to the substrate (see equation (8.11)). It is
therefore affected by the approach of the tip as described previously and its variation suffice
to explain qualitatively our results.

2. Approach above the molecular ligand
As we have seen in Fig. 6.1a, the YSR state is also detected above the ligand of the molecule.
We therefore performed a similar approach experiment on the location marked with a red dot
in the topography image of the inset of Fig. 6.1a and present the results in Fig. 6.3.

The evolution of the conductance is displayed in Fig. 6.3a and shows the same behavior as
above the center with first an exponential increase and then a smooth transition to a contact
regime with a saturation of the conductance. Here again, the forward and backward traces
are identical to one another which ensures the stability and reproducibility of the experiment.
The evolution of the dI/dV spectra (normalized to their conductance at Vbias = 5 mV) is
shown as a 2D-color plot in Fig. 6.3b. At large tip-sample distances, the YSR state is at the
same energy as above the Fe center and shows the same shift away from the gap edge under
tip approach. This confirms that it is the same YSR state that is detected throughout the
molecule and that it is in a screened-spin ground state. We note that the asymmetry of the
YSR state is reversed as compared to above the Fe center and refer to the next chapter for a
discussion about the origin of this reversal.

The initial shift of the YSR resonances is followed at ∆z = −150 pm by a turn-back toward
the gap edges that occurs before the energy of the YSR state reaches the Fermi level. Also,
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Figure 6.3.: Tip approach above the molecular ligand. a) Evolution of the junction conduc-
tance (in G0 = 2e2/h) as a function of tip offset ∆z. b) 2D color plot of a set of spectra,
normalized to their conductance at Vbias = 5 mV, taken at different tip offset ∆z after opening
the feedback with Vbias = 5 mV, I = 200 pA (modulation with Vrms = 20 µeV). c) Four
spectra of the approach set (offset for clarity) that show that the YSR does not reach Fermi
energy and only reverses its asymmetry at ∆z = −200 pm when Andreev reflections become
dominant. d) Extracted energy (black) and asymmetry (red) of the YSR as a function of the
junction conductance.

we note that at this turning point the asymmetry of the YSR state keeps the same sign.
This is illustrated in more detail in Fig. 6.3c where we display four exemplary spectra of
the approach set. The YSR resonance at negative bias has a higher intensity than the one
at positive bias up to ∆z = −190 pm and the asymmetry reverses only at ∆z = −200. In
Fig. 6.3d we display the evolution of the YSR energy (black dots) and asymmetry (red dots)
throughout the approach.

The energy shift of the YSR state can be understood in an identical manner as above the
Fe center: at first the interaction of the molecule with the tip is attractive which lifts the
molecule and thus decreases the exchange coupling J and then at ∆ = −150 pm repulsive
forces set in so that the distance of the molecule to the sample is reduced and J increases
again. As one can see, the system is this time not driven through the QPT. This is due to
differences in the local forces between the molecule and the tip as well as in the molecular
deformation under these different force fields.
The change in the asymmetry of the YSR at ∆z = −200 pm state is due to the growing

importance of Andreev reflections through the junction [181]. As the tip is brought closer to
the molecule we can see both above the Fe center and the ligand of the molecule that peaks
develop inside the bias window defined by the tip gap. These are a fingerprint of higher order
tunneling processes that occur through the junction. In the next section we analyze therefore
in more details the transport properties of the junction.

II. Transport through a YSR state
Until now we have focused on the most prominent peaks inside the superconducting gap
that corresponds to the standard YSR resonances. However, as one can see from both of the
approach sets above the Fe center (Fig. 6.2) and molecular ligand (Fig. 6.3) others peaks are
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Figure 6.4.: a) Enhanced view of the approach set of Fig. 6.3b. b) Four spectra (offset for
clarity) of this set that show peaks due to Andreev reflections mediated by the YSR state.

Figure 6.5.: a) Single electron or hole tunneling processes involving the YSR state. The
two main YSR resonances are probed at Vbias = ±(∆t + ε) (i. and iv.). Thermal excitations
of the YSR state are seen at Vbias = ±(∆t − ε) (ii. and iii.). b) Extracted positions of the
series of peaks marked with a black arrow in Fig. 6.4a (black dots) compared to the expected
positions of the thermal excitations of the YSR state (black trace) as a function of tip offset
∆z.

detected within the bias window defined by the tip gap ∆t. Fig. 6.4a shows an enhanced
view of the approach set recorded above the ligand where we indicate these different peaks
with colored arrows. We first identify a series of peaks marked by a black arrow that shift
in an opposite manner to the main YSR resonances. Then, around ∆z = −200 pm a peak
develops at zero bias. Upon further tip approach we can identify two series of peaks that shift
similarly to the main YSR resonances: the most intense series is shown with a purple arrow
in Fig. 6.4a and the second series is less intense and shown by a yellow arrow in the enhanced
view of Fig. 6.4b. Conjointly to these series of peaks we detect resonances at Vbias = ±∆t
(see for instance blue spectrum of Fig. 6.3c). In the following we address the origin of these
different peaks by analyzing the various tunneling processes that take place as the junction
conductance is increased.
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1. Single quasi-particle tunneling
When the junction conductance is low single-electron tunneling processes dominate the
transport properties of the junction [181]. The YSR state is probed at Vbias = −(∆t + ε)
[Vbias = +(∆t + ε)] as sketched in Fig. 6.5a.i (iv): when the hole-like (electron-like) coherence
peak of the tip is aligned with the YSR excitation energy below (above) the Fermi level it can
be transmitted and excites the system as shown in Fig. 6.1b. On the sample side, this hole
(electron) excitation relaxes to the quasi-particle density of states (DOS) of the substrate via
the adsorption or emission of a photon or phonon [181]. Due to the finite temperature of the
experiments, the YSR state can also be thermally excited. As a result, the thermally excited
YSR state can be probed by a hole (electron) excitation at negative (positive) bias as sketched
in Fig. 6.5a.ii (iii). Consequently, the asymmetry of the thermal resonances is opposite to the
one of the main YSR resonances. Moreover, the biases at which these resonances related to
one another follows Vthermal = ±|VYSR − 2∆|.

The series of peaks indicated by a black arrow in Fig. 6.4a has an opposite asymmetry as
the one of the main YSR resonances. In Fig. 6.5b we therefore compare the position of these
peaks (black rectangles) to the expected position of the thermal excitation of the main YSR
resonances (grey trace). The error bars correspond to the uncertainty with which we read
the position of the peaks. We find a good agreement between the two data sets and can thus
assign this series of peaks in Fig. 6.4a to the thermally excited YSR. We note that these
thermal excitations are mostly seen when the energy of the YSR state is close to the Fermi
level which is in accordance with the Fermi-Boltzmann statistic that governs the probability
of its thermal excitation.

2. Higher order processes
As the tip is brought closer to the surface tunneling processes that involve more than one
electron gain importance. We analyze these processes in the following by focusing first on
those that are typical for superconductor-superconductor junctions and then study those that
involve the YSR state.

2.1. Josephson effect

The zero bias peak marked by a dark brown arrow in Fig. 6.4 is the manifestation in scanning
tunneling spectroscopy (STS) of the Josephson effect [169]. At close tip-sample distances, the
wavefunctions of Cooper pairs of the sample and tip overlap with one another which allows
for Cooper-pair tunneling through the barrier. The Cooper-pair current is dissipationless and
thus not driven by a voltage drop at the junction but by the phase difference between the
two superconductors. This effect is therefore observed at zero bias.

2.2. Multiple Andreev reflections

The resonances at ±∆t can be assigned to conventional Andreev reflections [210]. When the
electron-like coherence peak of one of the two leads is aligned with the Fermi level of the
other lead an electron can be transmitted through the junction, be reflected as a hole (since
there is no DOS for it to tunnel to) whose energy is then also at Fermi energy (this effectively
creates a Cooper pair). This hole tunnels then to the electron-like coherence peak. In total
two electrons are transmitted through the junction and these onset of two-electrons processes
lead to the observed resonances at Vbias = ∆t (in general Vbias = (∆ + ∆t)/2 but here we
have ∆t = ∆). Higher order processes that involve the reflection of n ≥ 2 electrons lead
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Figure 6.6.: Tunneling processes involving the YSR state as a function of bias voltage
(horizontal axis) and number of electrons and/or holes involved (vertical axis). For more
than two tunneling particles the processes are referred to as Andreev reflections: electrons
and holes are reflected through the junction until their energy matches the position of the
YSR state. They can then either excite the system (processes marked with a star) or be
resonantly reflected back (processes marked with a dot, named resonant Andreev reflections).

similarly to peaks at Vbias = ±(∆ + ∆t)/n. We note the position of these Andreev multiple
reflections by grey dashed lines in Fig. 6.4b.
We now discuss the two series of peaks that are marked by purple and yellow arrows in

Fig. 6.4. Their position does not correspond to the Andreev reflections described above and
their shift under tip approach indicate that they are related to the presence of a YSR state
in the junction. We show that these are related to Andreev reflections mediated by the YSR
state [169].

We show in Fig. 6.6 the various tunneling processes that involve the YSR state. They are
sorted horizontally according to the bias voltage at which they occur and vertically according
to the number of quasi-particles transferred through the junction. The first line corresponds
to the standard tunneling to the YSR state described above. The other processes are Andreev
reflection processes that involve the YSR: electron and holes are reflected through the junction
until they can either excite the YSR state (sketches marked with a star) or be transmitted
to the continuum of the DOS of the quasi-particle (sketches marked with a disk). In the
first case, the occupation of the YSR state is modified and the current that is allowed to
flow through these processes is limited by the rate at which the quasi-particle relaxes to
the continuum. In the second case, the YSR state is merely an intermediate step for the
reflection processes and these Andreev reflections are called resonant [181]. Each voltage
Vbias = (ε+ ∆t)/2 correspond to the onset of two types of processes: one resonant and one
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Figure 6.7.: Positions of the series of peaks indicated by a pink and yellow arrows in Fig. 6.4
(dots) compared to the expected position of the Andreev reflection processes shown in pink
and yellow in Fig. 6.6 given the position of the main YSR resonances.

non-resonant. At first, the current is carried mostly by non-resonant Andreev reflections
as they involve one particle less than their resonant counterpart. The pair of resonances
corresponding to these processe therefore inherit the asymmetry of the YSR state. However,
as the junction conductance is increased, the current carried by such processes saturates and
the resonant Andreev reflections become dominant.

In the graph shown in Fig. 6.7 we compare the energy positions of the peaks belonging to
the series marked with a purple and yellow arrow in Fig. 6.4 (rectangle of the corresponding
color) to the positions at which the multiple Andreev reflections sketched in Fig. 6.6 are
expected to take place given the position of the main YSR state resonances. The good
agreement allows us to ensure that these resonances correspond indeed to Andreev reflections
mediated via the YSR state.

2.3. Contact regime

When the tip reaches the contact regime the YSR main resonances merge with the gap edges
and consequently the multiple Andreev reflections mediated by the YSR state merge with
the conventional ones (see Fig. 6.4). In this regime the coupling of the impurity to the tip
competes with the one of the impurity to the sample. As a result, the two leads are effectively
coupled to each other and the usual assumption that the current can be derived from Fermi’s
Golden rule fails. The applied bias drives the coupled system substrate-molecule-tip out of
equilibrium so that local excitations can no longer be detected in spectroscopic measurements
[8].

III. Conclusion
In this chapter we have made use of the flexibility of the FeP molecule to tune the coupling
of a magnetic impurity to a superconductor. By taking into account the nature of the forces
between the tip and the molecule we have shown that one can unambiguously identify the
nature of the ground state of the system. Moreover, we were able to tune continuously and
reversibly the system through the QPT on the single impurity level. By investigating in
detail the characteristics of the YSR excitation in STS we have shown that the QPT can be
identified by a sharp reversal of the YSR asymmetry. Finally, we have considered the various
tunneling processes that take place when the junction conductance is varied through three
orders of magnitude. Notably, we identified Andreev reflections mediated by the YSR state.
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Chapter 7

Modulation of the Kondo and
Yu-Shiba-Rusinov lineshapes by orbital

cotunneling

The Kondo effect and the formation of a Yu-Shiba-Rusinov (YSR) state share the same
origin: the scattering of substrate electrons at a magnetic impurity. Previous studies have
investigated the relation between the characteristic energy scales of both effects: the YSR
state energy and the Kondo temperature are correlated [62, 82] since they both depend
on the exchange coupling strength J between the impurity and the substrate electrons. In
this chapter, we investigate another aspect of the scattering problem: besides an exchange
interaction, the substrate electrons are also subject to a potential scattering K (see chapter
3). This potential scattering is related to the local electron-hole asymmetry of the system and
affects the lineshapes of both many-body states in scanning tunneling spectroscopy (STS).
In a previous study by G. Ahmadi [3], there have been indeed hints of a correlation

between the variations of the YSR asymmetry and Kondo interference factor across an iron-
tetra-pyridyl-porphyrin (Fe-TPyP) molecule on a Pb(111) surface. Here, we investigate this
correlation in more detail and propose to explain the observed variation by an effective change
of the scattering potential K over the Fe-TPyP molecule. More precisely, we establish that
the localization of the induced Kondo resonance and YSR state are almost identical and bear
similarities with the pattern given by the relative intensities of the highest occupied molecular
orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) of the molecule. We
therefore propose that these orbitals serve as intermediate states in a cotunneling description
of the scattering of electrons onto the magnetic impurity, thereby modulating locally the
electron-hole asymmetry of the system.

I. FeTPyP on Pb(111)

In this section we characterize the electronic properties of the Fe-TPyP molecule and, in
particular, the spatial distribution of its HOMO and LUMO.
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cotunneling

Figure 7.1.: a) Topography image after molecular deposition showing two types of molecules
that appear either bright or dark at Vbias = −800 mV, I = 20 pA. b) Molecular model of
the FeTPyP molecule. c) Imaging the molecules of the majority type with Vbias = 5 mV and
I = 100 pA shows the saddle deformation of the molecules upon adsorption as illustrated by
the molecular model below.

1. The FeTPyP molecule
The molecules are evaporated from a Knudsen cell held at 673 K on a Pb(111) crystal with
Tsample = 313 K. The topography image of Fig. 7.1a shows that the molecules assemble in
densely packed islands with two molecular types. The molecules appear either bright or
dark at a bias voltage of −800 mV. The Fe-TPyP molecule consists of four pyridyl groups
attached to a central porphin ring as shown in Fig. 7.1b. It is known from other studies [12,
72, 96, 166, 10, 11, 30] that these molecules adopt a saddle conformation when deposited on
a surface. More precisely, in gas phase the pyridyl groups are rotated by 90◦ with respect
to the flat porphin ring. On a surface, these pyridyl groups rotate in order to increase their
interaction with the substrate. Steric hindrance between adjacent hydrogen atoms of the
porphine ring and pyridil groups leads to deformation of the molecule as sketched in Fig. 7.1c.
The four pyrrole groups are partially tilted with respect to the substrate and the central
porphin ring is deformed with two opposite pyrrole groups pointing upwards and the two
other ones downwards. It is argued in [3] that small variations in the conformations of the
molecules are at the origin of the different types of molecules. Here, we focus on the majority
type. Fig. 7.1c shows a topography image of such molecules taken with Vbias = 5 mV and
I = 20 pA with a molecular model overlaid. We see that the saddle deformation reduces the
C4v symmetry of the molecules in gas phase to a C2v symmetry on the surface: protrusions
are present at the Fe center and four pyridyl groups as well as at two of the pyrrole groups
that are thus assumed to be the two up-tilted groups.

2. Electronic properties
The electronic properties of the molecules are investigated in Fig. 7.2. We display in Fig. 7.2a
the dI/dV spectra taken above the center (blue) and the ligand (red) of a molecule as shown
in the topography image of Fig. 7.2c. A reference spectrum taken above the bare Pb substrate
is also shown in black. We detect in the positive bias a broad resonance around Vbias = 1.08 V
and in the negative bias one at Vbias = −360 mV along with a smaller peak at Vbias = −45 mV
(see grey dashed lines). This last one is better resolved in Fig. 7.2b where we show spectra
recorded at the same locations as in Fig. 7.2a but over a smaller energy range. In order to
gain more insight into the origin of these spectral features it is of interest to investigate their
spatial distribution. The molecules have a 3D character due to their saddle deformation,
we therefore recorded iso-DOS dI/dV maps by regulating the feedback loop on the lock-in
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Figure 7.2.: a) dI/dV spectra recorded above the bare Pb surface (black), the center (blue)
and ligand (red) of a FeTPyP molecule (feedback opened at Vbias = 2 V, I = 500 pA and signal
modulated with Vrms = 10 mV) as shown by the topography image in c) (Vbias = −800 mV,
I = 50 pA). b) dI/dV spectra recorded within a smaller energy range that highlight the
presence of a small resonance at Vbias = −45 mV (feedback opened at Vbias = 200 mV,
I = 500 pA and signal modulated with Vrms = 2 mV). d-f) iso-DOS maps of the molecule
recorded under different bias voltages as indicated in the top-right corners.

(dI/dV ) signal and recording the modulations of the tip height as explained in [171]. The
iso-DOS maps (taken above the same area as shown in the topography image of Fig. 7.2c)
are displayed in Fig. 7.2d-f. The map recorded with Vbias = 1.08 V (Fig. 7.2d) shows four
protrusions above the pyridyl groups of the molecules with variations in intensity that reflect
the C2v symmetry of the molecules. The maps taken at Vbias = −360 mV and Vbias = −45 mV
have identical patterns with the presence of three protrusions: one above the Fe center and
two above the two up-tilted pyrrole groups. We assign the resonances at Vbias = −360 mV and
Vbias = 1.08 V to the HOMO and LUMO of the molecule. The resonance at Vbias = −45 mV
is most likely caused by a molecular vibration. Indeed, the intensity of this resonance is
relatively small and its distribution is identical to the one of the HOMO. A mediation of a
vibrational excitation by the HOMO [175, 122, 163, 109, 133, 165, 63] would explain their
identical distribution. The absence of a vibrational resonance in the positive bias regime
could then be due to the higher energy position of the LUMO with respect to Fermi energy.
Also, we note that the energy of this resonance lies in a range where vibrational modes of
the Fe-TPyP molecule have been observed on Au(111) [175]. Inelastic processes due to spin
excitations can be excluded as they are usually observed at lower energies [176].

The distributions of the HOMO and LUMO are very similar to what has been observed for
the same molecule on Au(111) [174] and in agreement with other studies of similar porphyrin
derivatives on metal surfaces [220, 13]. In none of these studies were these frontier orbitals
observed to carry a spin. This seems also the case here. A singly occupied orbital gives
rise to two resonances in dI/dV a singly occupied molecular orbital (SOMO) and a singly
unoccupied molecular orbital (SUMO), in each of the bias polarities that have thus the same
spatial distribution [170]. We have not observed such pair of orbitals in the investigated
energy range of Fig. 7.2. The orbital carrying the unpaired electron giving rise to the magnetic
fingerprints that are analyzed in the next section is not well-resolved in STS. This indicates
that the singly and doubly occupied level of this orbital lie outside the energy range we
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Figure 7.3.: a) Topography image of the investigated molecule (Vbias = 5 mV, I = 100 pA).
b) dI/dV spectra recorded above the bare Pb substrate (grey) and above the molecule as
indicated in a) (feedback opened with Vbias = 5 mV, I = 100 pA and signal modulated with
Vrms = 15 µeV). c) Set of dI/dV spectra recorded along the line drawn in a). d) Asymmetry
of the YSR state extracted from the set of spectra shown in c).

investigate or that their decay into vacuum is steeper than the one of the frontier orbitals.
Despite their lack of magnetic character we will see that the HOMO and LUMO play a role
in the detection of the magnetic fingerprints of the molecules.

II. Magnetic fingerprints
We now study the magnetic fingerprints of the molecules first when the substrate is in a
superconducting state and then when it is a normal metal. In gas phase the Fe center of
the molecules is in an oxidation state of +2 and carries a spin 1. Upon adsorption onto the
substrate the charge and spin state of the molecule may be affected but we see in this section
that the molecules conserve a magnetic moment that gives rise to a YSR state or a Kondo
resonance when the substrate is superconducting or metallic, respectively.

1. Characterization of the YSR state
We first characterize in Fig. 7.3 the properties of the molecules on a superconducting substrate.
The spectra are recorded with a superconducting tip and a reference spectrum taken on the
bare Pb surface is shown in grey in Fig. 7.3b. A pair of resonances at Vbias = 1.6 mV indicates
the presence of a YSR state above both the Fe center (blue spectrum) and ligand (red
spectrum) of the molecule. A faint signal is also seen around Vbias = 2.1 mV (see arrows) but
as we will see in the next paragraph it is caused by a neighboring molecule and not relevant
here. In order to get a better insight into the spatial distribution of the YSR state we record a
set of dI/dV spectra (see Fig. 7.3b) along the line shown in the topography image of Fig. 7.3a.
The YSR state does not shift in energy but shows variations in its resonances’ intensity. This
is also clearly seen in Fig. 7.3b: above the Fe center the resonance at negative bias is more
intense than the one at positive bias (blue spectrum) and the situation is reversed above the
ligand of the molecule (red spectrum). This intensity change is smooth and continuous; we
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Figure 7.4.: a) Topography image of three neighbohring molecules (Vbias = 5 mV; I =
100 pA) along which the set of dI/dV spectra shown in b) was taken (feedback opened with
Vbias = 5 mV, I = 100 pA and signal modulated with Vrms = 15 µeV). c) Exemplary spectra
of this line taken above the centers of and in-between the molecules.

observe positions for which the YSR state is fully symmetric (black spectrum in Fig. 7.3b).
This evolution is shown more precisely in Fig. 7.3d where we display the evolution of the
asymmetry of the YSR state (defined as (I+− I−)/(I+ + I−) with I+/− being the intensity of
the resonances at the positive and negative bias) as extracted from the data set of Fig. 7.3b.
Before analyzing in more detail the evolution of the YSR asymmetry above the molecule

we show that only one YSR state is detected per molecule. We present in Fig. 7.4b a 2D
color plot of dI/dV spectra taken along the line shown in Fig. 7.4a that extends over three
molecules. Exemplary spectra taken above the centers and in between the molecules are
shown in Fig. 7.4c. Each molecule is the host of one YSR state that is only faintly seen
above its neighbor. The energy of the YSR state is slightly different from one molecule
to another because of small variations in their adsorption site [3]. Importantly, we do not
observe a splitting or delocalization over several molecules of the YSR states that would have
indicated a coupling between the YSR states of neighboring molecules. Each molecule acts
thus as an independent scatterer with only YSR state. Finally, we note that the change of
the asymmetry of the YSR state seen in Fig. 7.3 is observed above all molecules.

We show in Fig. 7.5b dI/dV maps of the two resonances of the YSR state of the molecule
investigated in Fig. 7.3 that were recorded while following the topography profile of Fig. 7.5a.
The resonance in the negative bias is more intense above the Fe center of the molecule and
shows four protrusions above the molecular ligand. In the positive bias, the YSR state has a
high intensity above the same four protrusions as the one in the negative bias but seems to be
almost absent over the Fe center. A comparison with the blue dI/dV spectrum of Fig. 7.3b
shows that the resonance in the positive bias is still present above the Fe center but with
much less intensity than above the ligand. All in all, the two resonances of the YSR state
appear to follow the same pattern with five pockets (one over the Fe center and four over the
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Figure 7.5.: a) Topography image (Vbias = 5 mV, I = 100 pA) whose apparent height profile
was followed when recording the dI/dV maps shown in b) (Vrms = 15 µeV). c) Asymmetry of
the YSR state extracted from the spectra taken at each point of the grid.

molecular ligand) but show clear differences in their signal intensity inside them.
We present in Fig. 7.5c an alternative representation of these intensity variations: we record

at each point of the displayed grid a dI/dV spectrum and extract the asymmetry of the YSR
state. The main characteristic of the asymmetry is a sign reversal between its center and
ligand.
It has been shown in [180, 32] that the YSR states induced by magnetic atoms on

superconducting substrate inherit the symmetry of the orbital carrying the unpaired electrons
they stem from. Interestingly, in our case, the pattern of the YSR shares quite some similarities
with both the HOMO and LUMO of the molecule: it appears to result from a convolution of
both. We propose in the last section that these orbitals are involved in the scattering of the
electrons onto the impurity even though they are not the one carrying the unpaired electron.
We should note moreover that in the case of single atoms adsorb on Pb, only one of the two
components of the YSR state could be clearly related to its corresponding d orbital. More
precisely, it is argued in [32] that a phase shift of some of the Fourier components of the
electron part of the YSR leads to the observed discrepancy between its lineshape and the one
of the hole component. We do not observe such a discrepancy for the two components of
the YSR state in the case of the Fe-TPyP molecule which seems consistent with a different
scattering model.

2. Investigation of the Kondo resonance
We now investigate the properties of the same molecule on a metallic substrate (we apply
an external magnetic field of 1.5 T). The YSR state is now replaced by a Kondo resonance
(Fig. 7.6) whose lineshape varies across the molecule. More precisely, in analogy to Fig. 7.3,
we display in Fig. 7.6c a 2D color plot of spectra taken along the line shown in the topography
image of Fig. 7.6a. Three exemplary spectra, taken above the center (blue), ligand (red) and
in-between (black), along with a reference spectrum taken above the bare Pb(111) surface
(grey), are shown in Fig. 7.6b. These three spectra illustrate the variations of the Kondo
resonance lineshape throughout the molecule: while the black spectrum displays a fairly
symmetric resonance, the tail of the resonance of the red spectrum has a slower decay in
the negative bias regime than in the positive one and the situation is reversed for the blue
spectrum. As explained in chapter 3 section II, these variations of the resonance lineshape
are caused by interferences between different tunnelling paths for the electrons. In order to
quantify these changes we fit the spectra with a Frota-Fano function [61]:

F (ω) = −A=(ieiφ
√

iΓ/2
ω − ω0 + iΓ/2) (7.1)
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Figure 7.6.: a) Topography image of the investigated molecule (Vbias = 5 mV, I = 100 pA). b)
dI/dV spectra taken above the bare Pb substrate (grey) and above the molecule as shown in
a) (feedback opened at Vbias = 5 mV, I = 100 pA and signal modulated with Vrms = 100 µeV).
Fits of the resonances with Frota-Fano functions are shown by dashed violet lines. c) Set of
dI/dV spectra taken along the line shown in a). Evolution of the phase factor φ extracted
by Frota-Fano fits of the spectra shown in b), error bars represent the fit error.

where A is the amplitude of the resonance, Γ its full width at half maximum (FWHM), ω0 its
position and φ is the phase parameter that characterizes its shape. As explained in [61], this
phase parameter is related to the q-factor of the Fano formula by tan(φ/2) = q. Along the
investigated line we find that the width of the resonance barely scatters around Γ = 0.77 meV
with a standard deviation of ±0.03 meV. This indicates that the Kondo resonance is caused
by the same impurity spin everywhere in the molecule, consistently with our findings for
the YSR state. On the contrary, the phase factor presents significant variations as shown in
Fig. 7.6d. It mimics the behavior of the asymmetry of the YSR state with, in particular, a
sign reversal over the Fe center of the molecule as compared to its ligand.
In order to comprehend in more detail the similarities between the observed YSR state

and Kondo resonance we record a set of spectra along the grid shown in Fig. 7.7. We show
in Fig. 7.7b the intensity of the dI/dV signal at Vbias = 0 V that reproduces, to a first
approximation, the intensity of the resonance over the molecule. The signal is most intense

Figure 7.7.: a) Topography image (Vbias = 5 mV, I = 100 pA) of the molecule above which a
grid of spectra was recorded as shown in b-d). (feedback opened at Vbias = 5 mV, I = 100 pA
and signal modulated with Vrms = 100 µeV). b) Intensity of the dI/dV signal at Vbias = 0 mV.
Each spectrum of the grid was fitted with a Frota-Fano function and we present in c) and d)
the variations of the obtained amplitude and phase factor parameters, respectively.
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Figure 7.8.: a) Evolution of the Kondo resonance under an external magnetic field (feedback
opened at Vbias = 5 mV, I = 100 pA and signal modulated with Vrms = 100 µeV). The
spectra are offset for clarity. Red curves are fits with one and two Frota-Fano function for a
magnetic field of 1.5 T and 3 T, respectively. b) Set of dI/dV spectra in the superconducting
state, normalized to their conductance at Vbias = 5 mV taken at different tip offsets ∆z after
opening the feedback with Vbias = 5 mV, I = 100 pA (signal modulated with Vrms = 15 µeV).

above the four pyrrole groups of the molecule with a distribution that is very similar to the
one of the YSR state at positive bias in Fig. 7.5b. Here again the intensity of the signal over
the center of the molecule appears by contrast very weak but we emphasize that the Kondo
resonance is still present there as shown in Fig. 7.6. The Kondo state has thus the same
localization as the YSR state which is expected since they stem from the same phenomenon.
Fig. 7.7c and d show the evolution of the amplitude and phase factor resulting from fitting
the spectra of the grid by Frota-Fano functions. The amplitude reproduces the variation of
the dI/dV signal at Vbias = 0 V which ensures a good quality of the fits. The phase factor
shows a sign reversal above the Fe center that is interestingly in a one-to-one correspondence
with the variations of the asymmetry of the YSR state in Fig. 7.5c.

Sign reversals of the interference factor have already reported in literature [146, 162].
Theory calculations have shown that a sign reversal can occur upon a lateral displacement of
the tip with respect to the impurity due to Friedel-like oscillations of the scattering cloud [216].
However, it was estimated in [216] that no significant change in the lineshape of the Kondo
resonance should happen on a lengthscales shorter than ∼ 10 Å. Experimental observations
of sign reversal on shorter lengthscales have thus been related either to the presence of several
impurities each coupling individually to the electron bath and giving rise to a resonance with
a specific asymmetry [162] or to possible interference effects of projected bulk states that
thus affect the direct tunnel path to the substrate [146]. In the following we first discuss the
possibility of several magnetic centers. We then investigate the relevance of the interference
paths that are usually considered to explain the Fano lineshape of the Kondo resonance.

As mentioned earlier the spin of the molecule in gas phase is 1. Yet, usually the observation
of a Kondo resonance is associated with the presence of a half-integer spin whose axial
anisotropy is such that the ground state is |mss = ±1/2〉 to allow for a spin flip of the
substrate electrons. For a spin 1, the Kondo effect can still take place between the |+〉 and |−〉
states if D > 0, E 6= 0 (see 3 Fig. 3.1f) [95]. In order to estimate the likeliness of this scenario
we extract the intrinsic width of the resonance by accounting for the thermal (T = 1.1 K)
and instrumental (Vrms = 100µV) broadening 1:

1We do not include the Zeeman splitting in order to get an upper boundary for Γintrisic. Within our energy
resolution, it is indeed not clear if one should include it or not: if the magnetic field B is below the critical
magnetic field Bc of the Kondo state, the resonance should not split. But if B > Bc we should observe
a Zeeman splitting. Since we argue that the width of the resonance is small compared to the expected
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Figure 7.9.: Evolution of the Kondo resonance under tip approach above the ligand a) and
center b) of the molecule (under an external magnetic field of 1.5 T). The dI/dV spectra are
normalized to their conductance at Vbias = 5 mV and offset for clarity. They are recorded
at different offset ∆z as indicated in the Figure after opening the feedback at Vbias = 5 mV,
I = 100 pA (signal modulated with Vrms = 100 µeV). Red curves are Frota-Fano fits to the
dI/dV spectra. c) Evolution with ∆z of the phase of the interference factor obtained from
the fits.

Γintrisic = Γmeasured −
√

(2Vrms)2 + (3.5kBT )2 (7.2)
= Γmeasured − 390µeV (7.3)
= 380µeV (7.4)

The obtained value is within our energy resolution. Due to the saddle shape conformation
of the Fe-TPyP molecule, both axial and transversal anisotropy are expected to set in for spin
large than 1/2. The value of the axial anisotropy is usually in the order of ∼ meV and one
would therefore expect steps in dI/dV outside the Kondo resonance corresponding to inelastic
spin excitations [175]. Since it is not the case it seems unlikely that the Kondo resonance
stems from a spin larger than 1/2. Nonetheless, we should mention that the behavior of the
Kondo resonance in an external magnetic field is singular (see Fig. 7.8a): the splitting of
the resonance under an external magnetic field is much stronger than expected. At 3 T we
observe a splitting of ∼ 900µeV which is three times the value expected for a free electron
carrying a spin 1/2 (2µBB ∼ 350µeV). The nature of the spin state remains thus unclear.
If more the impurity spin is larger than 1/2, the impurity can show more than one YSR

state on a superconducting substrate. The multiplicity of the YSR state is then either due
to the independent coupling of the unpaired electrons to the substrate or to the magnetic
anisotropy. In order to ensure that there is only one YSR state per FeP molecule we performed
approach experiments similarly to what was presented in chapter 6. We show in Fig. 7.8b
a set of spectra taken above the molecular ligand at different tip offset ∆z after opening
the feedback with Vbias = 5 mV and I = 100 pA. A shift of the resonance toward the gap
indicates a free-spin ground state (see chapter 6) which is consistent with the small width of
the Kondo resonance. Importantly, no additionnal YSR state is observed, neither above the
ligand nor above the center of the molecules (see [3] for more complete approach sets).
All in all, we do not have indication of a high spin state. In particular, we can conclude

from the approach experiments that it is the same impurity in the entire molecule that
induces the Kondo and YSR states. For simplicity, and despite the peculiar behavior of the
Kondo resonance in a magnetic field, we therefore assume in the following that this impurity
is a spin 1/2. Yet, we emphasize that this assumption is not at all restrictive for our model.

anisotropy values, we chose to take the largest possible intrinsic width.
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The sign reversal of the Kondo resonance is thus not due to the presence of several unpaired
electrons. As explained in chapter 3 section II, the lineshape of the Kondo resonance in
STS is usually interpreted as resulting from interference between a tunneling path to the
resonance and another one to the substrate. [131]. In our case the impurity is embedded
in a molecular ligand and lies therefore a few Ångströms above the surface. Because of the
exponential decay of the wavefunctions into the vacuum a change of the tip height should
have a significant effect on the relative strength of those two paths. We present in Fig. 7.9a
and b two sets of spectra taken at different tip offset ∆z after opening the feedback with
Vbias = 5 mV, I = 100 pA above the center and the ligand of the molecule, respectively. The
width of the resonance does not vary within our energy resolution and, as one can see, the
lineshape of the molecule is not affected by this approach experiment. In particular, Fig. 7.9c
shows the evolution of the phase factor obtained by Frota-Fano fits and one does not observe
a sign reversal upon tip approach. Therefore, we should consider other interference channels
to explain the lineshape variations of the resonance.

III. Proposed model of orbital cotunneling
We have seen in the previous section that the localizations of the YSR state and Kondo
resonance were closely related. This is expected as they stem from the same phenomenon:
scattering of electron at a magnetic impurity. Interestingly, the localization of these many-
body states bears resemblances with those of the HOMO and LUMO as shown in the first
section. Moreover, we have noticed that the asymmetry of the YSR state and the interference
factor of the Kondo resonance have the exact same pattern across the molecule with a
sign reversal above the Fe center. This sign reversal cannot be explained by the common
interference model for the Kondo resonance. In this section we propose a model in which the
HOMO and LUMO serve as intermediate states in the scattering of electrons at the magnetic
impurity. We first propose a modified version of the Anderson model and then discuss how
the relative overlaps of the HOMO and LUMO with the tip can affect the dI/dV signals.
We first motivate the key assumption behind our model: the involvement of the HOMO

and LUMO into the scattering of electrons at the magnetic impurity. Two effects can support
this claim. First of all, their wavefunctions can have a slower decay toward the surface and/or
the vacuum than the one of the d level carrying the unpaired electron. Indeed, we have seen
in the first section that these orbitals are detected in dI/dV but that we could not identify
one carrying an unpaired electron. Second of all, the HOMO and LUMO may lie closer to
Fermi energy than the singly and doubly-occupied orbitals hosting a magnetic moment. As
a result, a multi-scattering process via the HOMO or LUMO might be more likely than a
direct one to the magnetic orbital.
We sketch in Fig. 7.10 a modified version of the Anderson model for the scattering of

electrons at an impurity. We consider a single orbital carrying an unpaired electron at ed
with a Coulomb repulsion energy U that lifts the doubly occupied orbital above Fermi energy.
Similarly to chapter 3 Fig. 3.4, the scattering of electrons at the impurity can happen via two
virtual paths in which an electron is either added (upper path of Fig. 7.10) or substracted
(lower path of Fig. 7.10) to the molecule. In the first case, an electron from the Fermi sea is
first added to the LUMO before it occupies the impurity level. Then, one of the two electrons
at ed + U relaxes to the Fermi sea via the LUMO. In the second case, an electron from the
HOMO first scatters to the Fermi sea and is then replaced by the one at ed. One of the
two electrons of the HOMO then occupies back the impurity level and is replaced by one
of the electron at the Fermi sea. In both cases, this can effectively lead to a spin-flip of the
impurity as in Fig. 3.4. However, we note that when only the impurity level is considered,
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Figure 7.10.: Modified Anderson model for the scattering of electrons at the impurity. Two
virtual paths are considered in which one electron is added (upper path) or subtracted (lower
path) from the impurity. In both cases the scattering at the impurity level happens via the
LUMO (upper path) or the HOMO. The intensity of the scattering events are thus modulated
by the wavefunctions of these two orbitals (sketches next to the two paths). As a result, the
resulting many-body states have a spatial distribution that result from a convolution of both
wavefunctions.

the probabilities for an electron (Fig. 3.4b) or hole (Fig. 3.4c) to be scattered at the impurity
have the same spatial distributions, namely the one of the magnetic orbital. Here, these
probabilities are modulated by the wavefunction of the LUMO for an electron and of the
HOMO for a hole, as sketched in black next to the two paths. The many-body states arise
from a multitude of such scattering events and should thus adopt a pattern that corresponds
to a convolution of both shapes (see red sketch).

In more detail, we have seen in 3 that the potential scattering K depends on the electron-
hole asymmetry of the scattering problem. Here we argue that the HOMO and LUMO
effectively modify this asymmetry and thereby modulate the lineshapes of the Kondo and
YSR states.

More precisely, the LUMO has a double nodal plane above the Fe center of the molecule.
As a result, at this position, the weight of hole excitation (corresponding to the tunneling
path going through the HOMO) is expected to be higher than the one of electron excitation
(corresponding to the tunneling path going through the LUMO). We know from the approach
experiment of Fig. 7.8b that the YSR state is in a free-spin ground state. The excitation
probed in STS corresponds thus to γ† = uc†α − vcβ . The hole component is thus detected at
negative bias (see chapter 3 section III.2 or chapter 6). We observe indeed that the asymmetry
of the YSR state is negative above the Fe center (see Fig. 7.5). Above the ligand the reversed
asymmetry indicates a stronger weight of the electron component of the YSR state and would
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Figure 7.11.: Cotunneling via the HOMO and LUMO into the Kondo resonance. Paths to
the impurity (brown-red-black) and to the substrate (brown-black) interfere with one another
given rise to a Fano lineshape of the resonance. When the tip is placed above the ligand (left
sketch), cotunneling events through the LUMO dominate the transport properties. Above the
center, the overlap with the HOMO is stronger and cotunneling events through this resonance
prevail. As result, the electron-hole asymmetry of the excitation spectrum is reversed from
one position to another.

thus relate to a stronger hybridization of the LUMO than the HOMO with the substrate.
As for the Kondo resonance, it has been shown in [55] that a reversal of the sign of

interference factor corresponds effectively to a reversal of the electron-hole asymmetry of the
scattering problem. Here, we argue that the variations of relative weights of the wavefunctions
of the HOMO and LUMO may be at the origin of this local inversion of the electron-hole
asymmetry. A more rigorous derivation of the proposed scattering model would be necessary
to confirm this proposal.
We now consider the spatial variations of the relative overlaps of the HOMO and LUMO

with the tip and discuss these as a possible alternative explanation for the observed localization
and asymmetry of the YSR and Kondo states. We illustrate in Fig. 7.11 two situations in
which the tip is placed above the ligand (left) or center (right) of the molecule. Here again,
we assume that the interaction with the magnetic impurity takes place after tunneling first
via the HOMO or the LUMO. Usually, tunneling to the Kondo resonance is sketched as a
direct path to the resonance. Here we chose to present this tunneling path by a scattering
of electrons at the singly and doubly occupied levels, similarly to the Anderson model. In
each case we have therefore two interfering paths: one that interacts with the impurity
(brown-red-black arrows) and one that does not (brown-black) arrows. When the tip is placed
above the ligand of the molecule (left), it overlaps more strongly with the LUMO than the
HOMO, the many-body states are thus probed dominantly by electron excitation. Above the
Fe center (right), the situation is reversed with a stronger overlap with the HOMO resonance
leading to a prevalence of hole-excitation.

In analogy with the previous discussion, these different paths effectively modify the electron-
hole asymmetry of the tunneling electrons. This effective reversal would therefore lead to a
reversal of the YSR asymmetry and interference factor of the Kondo resonance.

IV. Conclusion
In this chapter we have established a clear correlation between the lineshapes of the Kondo
resonance and the YSR state induced by a magnetic impurity on a metallic and superconduct-
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ing substrate, respectively. In particular, we have observed a reversal of the YSR asymmetry
and of the sign of the interference factor of the Kondo resonance above the Fe center of the
molecule. Both reversals relate to a local inversion of the electron-hole asymmetry. Usually,
the lineshape of the Kondo resonance is interpreted as resulting from interference between
two tunneling paths: one to the impurity and the other one to the substrate. However, in
our case, this model fails to explain the variation of the lineshape of the resonance, both
laterally and vertically (for the tip position with respect to the molecule). The localization of
the YSR state and Kondo resonance seem indeed to indicate that the HOMO and LUMO are
involved in the scattering of electrons onto the impurity. We have therefore proposed in the
last section two models in which the frontier orbitals intervene as intermediate states in these
scattering events. For both scenarios, the change of the Kondo and YSR state lineshapes are
explained by an effective reversal of the electron-hole asymmetry of the scattering problem.
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Chapter 8

Magnetic coupling in a molecular
lattice

Coupling of magnetic impurities is often studied as a platform to create new entangled states,
especially within the framework of strongly correlated electrons such as Yu-Shiba-Rusinov
(YSR) states and Kondo lattices. For instance, lately, the hybridization of YSR states has
been investigated enthusiastically as it can, under certain conditions, lead to the formation of
Majorana fermions [154, 153, 167, 143, 108, 105]. Most experimental works rely either on
growth of chains or islands that lack an atomic control of the structures, or on atomic or
molecular manipulation to engineer a well-defined structural geometry of the investigated
system. These manipulations are often time-demanding which thus limits the size of the
systems to around a hundred impurity sites. Here, we show that molecular self-assembly
is a valid alternative as it allows for a long-range molecular arrangement while keeping a
molecular/atomic precision. Beyond a simple proof of principle, the lattice that we study, the
Kagome lattice, is long-searched for in experiments, both for its magnetic (high frustration of
antiferromagnets) and electronic structure (presence of a flat-band) [98, 80, 90, 77, 196, 207,
204, 157]. In this chapter, we prove the experimental implementation of such a lattice with
exactly one fermion per site and coupling between nearest neighbors, reproducing exactly its
elementary theoretical description.
In order to do so, we characterize in the first section the properties of FeP molecules in

various environments before any coupling, both in the superconducting and in the normal
state of the Pb substrate. The second section is dedicated to the investigation of the YSR
coupling within the Kagome lattice. We demonstrate that the YSR states indeed hybridize
under certain conditions and discuss a theoretical description of the coupling mechanism. In
the third section, we try to determine if this YSR coupling translates to the formation of a
Kondo lattice when Pb is in its normal state.

I. Influence of the different molecular
environments

The FeP molecules in the Kagome lattice are surrounded by molecules and Cl adatoms (see
chapter 4, section II.3). Here, we investigate the influence of these two types of adsorbates
on the fingerprints of the FeP molecules, both in the superconducting and the normal state
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8. Magnetic coupling in a molecular lattice

Figure 8.1.: a) Topography images of a molecule dragged out of an island (left: Vbias = 5 mV,
I = 200 pA right: Vbias = −45 mV, I = 100 pA). b) dI/dV spectra recorded with a
superconducting tip above the positions shown in a and above the bare Pb surface (black)
(feedback opened at Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 15 µeV,
spectra are offset for clarity). c) dI/dV spectra recorded above the same positions as in b
but in the normal state of Pb with an external magnetic field B = 800 mT (feedback opened
with Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 500 µeV, spectra offset for
clarity).

of the substrate. In order to do so, we study the properties of the FeP molecules in the phase
where chlorine adatoms are present but with a FeP-Cl ratio lower than 1/2, giving us access
to the Kagome building blocks, as explained in chapter 4

1. Influence of neighboring molecules
We first characterize in Fig. 8.1 the fingerprints of a molecule that has been dragged out
of an island. The topography images of Fig. 8.1a, recorded with different set points (left:
Vbias = 5 mV, I = 200 pA and right: Vbias = −45 mV, I = 100 pA) show a six-fold symmetry
of the molecule. This can be attributed to the fast rotation of the FeP molecule between
three different adsorption configurations that are equivalent due to the symmetry of the
surface (same adsorption site but different orientations of the molecule) [91, 186, 199]. This
rotation was observed irrespective of the feedback parameters that were used. The energy of
this rotation is thus very low, as it is either activated by temperature of by the tunneling
electrons. Fig. 8.1b shows the properties of the molecule in the superconducting state of Pb
at positions shown on the left topography image in Fig. 8.1a. Comparing these spectra to
the reference spectrum recorded above the bare Pb surface (black curve), we do not see the
appearance of additional peaks within the superconducting gap. Rather, an asymmetry of
the intensity of the coherence peaks is observed. This could correspond to the presence of
a YSR state very close to the gap edge that can not be resolved or due to the background.
Approach experiments shown in the appendix (Fig. 1 page 148) show that there is indeed a
YSR state very close to the gap edge.

The spectroscopic properties on a broader energy range are shown in Fig. 8.1c. The spectra
are recorded under an external magnetic field of 800 mT to suppress superconductivity in the
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I. Influence of the different molecular environments

Figure 8.2.: a) Topography images of one (left) and two (three right panels) molecules
dragged out of an island (Vbias = 5 mV, I = 200 pA). The position of the molecules relative to
each other is modified by moving them as indicated by the orange arrows. b) dI/dV spectra
(feedback opened with Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 15 µeV)
taken above the centers of the molecules as shown in a as well as above the bare Pb substrate
(gray). c) Enhanced view of the spectra shown in b.

sample and the tip. This could only be partially achieved for the tip as one can see a shallow
dip around the Fermi energy in the reference spectrum taken above the bare Pb surface (black
curve). Above the ligand (red and orange curves), a broad resonance in the negative bias
range is observed. Above the center, a shallow resonance is seen around Vbias = 0 V and a
steady increase in dI/dV in the negative bias range indicates the onset of an orbital at higher
energies. Additionally, a peak (dip) is seen above the ligand (Fe center) at Vbias = −6.8 mV
and another feature can be perceived at Vbias = −27 mV (dashed grey lines). The relative
intensity of these two features is different at the two positions probed above the ligand of the
molecule (compare red and orange curves). We assign the feature at −6.8 mV to a Kondo
resonance; its lineshape variations are caused by changes in the interfering paths as discussed
in chapter 7. It is possible that the feature at −27 mV is a vibration-mediated excitation of
the Kondo resonance [51]. Its broader lineshape could be explained by the higher current
flowing through the junction at Vbias = −27mV. The variations in its intensity relative to
the Kondo resonance would then relate to local variations in the efficiency of the excitation.
Normally, one would then also expect a vibrational Kondo resonance at Vbias = 27 mV (see
chapter 2 section II.3). The absence of such a resonance in our case could be due to the fact
that there is no orbital in the positive bias regime that could mediate the excitation of the
vibrational mode [165].

We then investigate the influence of the presence a neighboring molecule. We display
in Fig. 8.2a topography images (Vbias = 5 mV, I = 200 pA) of the different molecular
configurations that are to be compared. The left topography image shows the molecule of
Fig. 8.1 without neighbor. In the three other cases a second molecule has been pulled out
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8. Magnetic coupling in a molecular lattice

Figure 8.3.: a) Topography image (Vbias = 5 mV, I = 200 pA) of a preparation where less
than two chlorine per three FeP molecule is present. Some molecules have thus no chlorine in
their vicinity (see chapter 4). b) dI/dV spectra recorded above such molecules (see positions
in a) with an external magnetic field of 800 mT (feedback opened at Vbias = 5 mV, I = 200 pA
and signal modulated with Vrms = 500 µeV). A reference spectrum taken above the bare Pb
substrate is shown in black. c) dI/dV spectra recorded with a superconducting tip above the
center (blue) and ligand (green) of a molecule without neighboring Cl (see a) as well as above
the bare Pb substrate (feedback opened at Vbias = 5 mV, I = 200 pA and signal modulated
wirh Vrms = 15 µeV). The green spectra shows an asymmetry of the coherence peaks but the
blue one does not.

of the island and placed in the vicinity of the first one, the relative positions of these two
molecules are changed by manipulating them along the paths indicated by the orange arrows
in Fig. 8.2a. As one can see in Fig. 8.2b, the dI/dV spectra recorded above the centers of
the molecules in these different configurations are very similar (a reference spectrum is also
shown in gray). Fig. 8.2c shows an enhanced view of the coherence peaks in the positive bias.
Small variations are detected between the different configurations. Yet, the energy shift is
not particularly strong and we note that the spectrum taken above the molecule without
neighbor (black spectrum) is in between the red and blue spectra (identical to the green ones)
so that the trend is not clear.
Interestingly, the situation is quite different when the molecules are within a molecular

island, as shown in Fig. 8.3. There, we investigate the spectroscopic properties of molecules
that are not surrounded by Cl adatoms (see topography image in Fig. 8.3a). In the normal
state of Pb, these molecules do not show any resonance near the Fermi level (see Fig. 8.3b, a
reference spectrum above the bare Pb substrate is shown in black) indicating the absence
of the Kondo effect. A broad resonance is still detected in the negative bias regime above
the ligand of the molecules but at higher (absolute) energies than in Fig. 8.1c. The position
of this orbital appears moreover to vary from one molecule to another (compare green and
orange spectra in Fig. 8.3b). In the superconducting state of Pb, the spectra taken above
the Fe center of the molecule is symmetric (blue) and the one taken above the ligand (green)
is slightly asymmetric with a more intense coherence peak in the negative bias regime (a
reference spectrum is shown in black). These fingerprints are very similar to the one displayed
by the FeP molecules in Fig. 4.9 where no Cl adatoms are present within the molecular
islands. In this case, contrary to what is observed for the molecule dragged out of an island
an approach of the tip does not reveal the presence of a YSR state near the gap edge (see
appendix Fig. 1). The asymmetry of the coherence peaks above the ligand is thus presumably
due to the broad orbital in the negative bias regime and there is no evidence of a magnetic
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I. Influence of the different molecular environments

Figure 8.4.: a) Topography image with a triangular unit made of three FeP molecule and
one chlorine adatom as indicated by black dashed lines (Vbias = 5 mV, I = 200 pA). b) dI/dV
spectra above the center (red, offset for clarity) and ligand (blue) of a molecule in the triangle
(see a) as well as a reference spectrum (black) taken on Pb (feedback opened at Vbias = 5 mV,
I = 200 pA and signal modulated with Vrms = 15 µeV). c) dI/dV spectra taken above the
same locations as in b but under an external magnetic field of 800 mT (feedback opened at
Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 500 µeV).

fingerprint for these molecules.
All in all, the molecular assembly affects the coupling of the molecules to the substrate and

this effect is particularly important when the molecules are embedded in a molecular island
(without neighboring Cl adatoms). A possible explanation may be that, as the molecules
adsorb on the substrate, a charge redistribution occurs at the interface. This could affect
the hybridization strength between the impurity and the substrate electrons as well as the
position of the FeP levels with respect to the Fermi level (we indeed see a shift of the HOMO
in Fig. 8.3c and Fig. 8.1c). This could change the charge and spin state of the molecules or
affect the coupling strength of the impurities to the substrate (see chapter 3 section II).

2. Influence of chlorine
We now characterize the effect of chlorine on the properties of the molecules. As we have seen
in chapter 4 in Fig. 4.6, the unit cell of the Kagome lattice is made of two adjacent triangles
where one triangle is composed of three FeP molecules at its vertexes and a Cl adatom in its
center. Here, we characterize the properties of molecules in small structures made out of one
and two such triangles both in the superconducting and the normal state of the Pb substrate.

One triangular unit

In the topography image of Fig. 8.4a one can recognize three molecules rotated by 30◦ with
respect to each other with a chlorine adatom in-between them (see triangle black dashed
lines and chapter 4 for identification of chlorine). No other chlorine adatom is present in their
direct surroundings. dI/dV spectra recorded above the center (red) and ligand (blue) of
these molecules in the superconducting state of Pb (Fig. 8.4b) show no resonances within the
superconducting gap (a reference spectrum taken on Pb is shown in black) but an asymmetry
of the coherence peaks, similar to the molecule dragged out of an island (see Fig. 8.1b).
Approach experiments recorded above the center of the molecule (see appendix II Fig. 2)
reveal here again the presence of a YSR state near the gap edge. In the normal state of Pb
(Fig. 8.4c, the spectra are recorded under an external magnetic field of 800 mT), the spectra
have also the same characteristics as those observed for a molecule dragged out of an island in
Fig. 8.1c. In particular we observe a Kondo resonance at Vbias = −6.8 mV. This indicates that
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Figure 8.5.: a) Topography image of a structure that corresponds to the Kagome unit cell
(see black dashed lines, set point: Vbias = 5 mV, I = 200 pA). b) dI/dV spectra recorded
above the centers of a molecule at the edge of the structure (black, offset for clarity) and of the
central molecule (red) along with a reference spectrum taken above the bare Pb surface (grey)
(feedback opened at Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 15 µeV).
c) dI/dV maps recorded at Vbias = ±1.87 mV with the tip following the height profile of
the topography image in a (signal modulated with Vrms = 25 µeV). The dashed lines are the
replica of those in a and help identify the molecules’ positions. The dI/dV signal is present
only above the central molecule of the structure.

the coupling between the substrate electrons and impurity spin of the molecules is similar for
molecules adsorbed alone on the substrate and those in islands but with one chlorine adatom
in their direct vicinity. The presence of chlorine near the molecule compensate thus the effect
caused by the molecular assembly. We speculate that a charge redistribution occurs at the
interface between the molecular island and the surface. Here, it seems reasonable that the
presence of chlorine modifies this charge redistribution since it tends to attract electrons [23].

The Kagome unit cell

Fig. 8.5a shows a topography image of a structure that corresponds to the Kagome unit cell
(see black dashed-lines): five FeP molecules and two chlorine adatoms. We first characterize
the properties of the molecules in the superconducting state of Pb. As one can see in Fig. 8.5b,
the molecules at the edge of the structure (black spectrum) show the same asymmetry of the
coherence peaks as in the previous structure (see Fig. 8.4) (a reference spectrum taken above
Pb is shown in grey). Additionally, a shallow pair of resonances is seen at Vbias = ±1.87 mV.
This pair of resonances originates from the molecule at the center of the structure (red
spectrum in Fig. 8.5b) and marks the presence of a YSR state well inside the superconducting
gap. In Fig. 8.5c we show the corresponding dI/dV maps recorded while following the height
profile of the topography image shown in Fig. 8.5a. The YSR state is only localized above the
molecule at the center of the structure (the white dashed lines help to identify the molecules’
positions). At positive bias four protrusions are seen above the molecular ligand and one
above the Fe center. At negative bias, the same protrusions are seen above the ligand but
the intensity above the Fe center is, by contrast, much reduced. Yet, the dI/dV spectrum
shown in Fig. 8.5 indicates that the YSR resonance at negative bias is still detected there.
Approach experiments performed above the center of the molecule (see appendix II Fig. 3)
show that the YSR state is in a screened ground state (see chapter 6). The coherence peaks
over the Fe center are asymmetric, with an asymmetry reversed when compared to the one
observed above the centers of the molecules at the edge of the structure. As we see show
next, this asymmetry can be explained by the background conductance. For the molecules at
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Figure 8.6.: a) Topography image of a structure consisting of the Kagome unit cell (see black
dashed line, set poin: Vbias = 5 mV, I = 200 pA). b-e) dI/dV spectra taken above the center
and ligand of the molecules in the structure as indicated by the sketches that reproduces
the one drawn in a with the various positions investigated. The spectra are recorded in the
superconducting (black) and normal (red, external magnetic field B = 3 T) states (feedback
opened at Vbias = 5 mV, I = 200 pA and signal modulated by Vrms = 500 µeV).

the edges, approach experiments reveal the presence of a YSR state near the gap while this
is not the case for the central molecule (see appendix Fig. 4 page 150). Therefore, it appears
that each molecule displays only one YSR state, but that lies at different energies depending
on the number of Cl adatoms surrounding the molecule (one for the four molecules at the
edge of the structure with a YSR at the gap edge and two for the central molecule with a
YSR state well inside the gap).

The spectroscopic signatures of the molecules on a larger energy range are shown in Fig. 8.6
both in the superconducting state (black spectra) and in the normal state (red spectra) of
the substrate under an external magnetic field of 3 T. In the normal state of Pb, the spectra
are very similar to the triangular unit (see Fig. 8.4c). A broad resonance is seen above the
ligand in the negative bias, a more shallow one is detected above the Fe centers around the
Fermi energy and a Kondo resonance with its replica is also discernible (this is more clearly
seen next in Fig. 8.7). We see that the spectra recorded in the superconducting state of Pb
follow exactly the same variations with the exception of the presence of the superconducting
gap around the Fermi level. In particular, the intensity of the coherence peaks is modulated
by the variations of the differential conductance in the background (the higher modulation of
the dI/dV signal enhances here this effect when compared to Fig. 8.5).

We investigate in Fig. 8.7 in further detail how the spectroscopic fingerprints in the normal
state of Pb evolve from the central molecule to one at the border of the structure. Fig. 8.7
shows as a 2D color plot a set of spectra recorded along the line shown in the topography image
of Fig. 8.7a. The signal is most intense above the molecular ligand where the resonance in
the negative bias is localized and where the Kondo resonance is detected as a peak. However,
the position of the resonance is shifted from Vbias = −6.8 mV for the molecule at the border
of the structure to Vbias = −1.8 mV above the molecule at the center of the structure (see
grey dashed lines). This is more clearly seen when comparing the spectra above the centers
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Figure 8.7.: a) Topography image of the same structure as in Fig. 8.6a (set point: Vbias =
5 mV, I = 200 pA b) Set of dI/dV spectra recorded along the line shown in a (feedback
opened at Vbias = 150 mV, I = 500 pA and signal modulated with Vrms = 700 µeV) and
under an external magnetic field B = 600 mT. c) The spectra recorded above the centers
(blue and light green) and ligands (dark green and yellow) of the molecules show a shift by
5 mV of the Kondo resonance and its replica (see grey dashed lines). A reference spectrum
recorded above Pb is shown in grey.

and ligands of the two molecules shown in Fig. 8.7c (a reference spectrum taken above Pb is
shown in grey). The replica of the Kondo resonance is also shifted to lower bias by 5 mV (see
grey dashed lines and compare the blue and light green spectra). This is in accordance with
the assignment of this feature to a vibrational-assisted excitation of the Kondo resonance. In
between the molecules, the two resonances are detected simultaneously (dark green spectrum)
and do not show any sign of interference by a modification of their lineshape.
All in all, inside the unit cell of the Kagome lattice, the molecules exhibit one YSR state

and one Kondo resonance. However, for the central molecule (two neighboring Cl adatoms),
the energy of the YSR state and the position of the Kondo resonance is shifted compared to
the molecules at the border of the structure (one neighboring Cl). More precisely, these show
the same features as in the triangular unit (see Fig. 8.4). This is logical since they have the
same environment with only one Cl adatom in their direct vicinity. The central molecule on
the contrary is surrounded by two Cl adatoms. As discussed previously, these adatoms most
likely modify the charge distribution at the interface. The shift in position of the Kondo
resonance corroborates this claim as it indicates a change in the local electron-hole asymmetry
[216, 209] (see chapter 3 section II). We show in the next section that in the Kagome lattice
the YSR state induced by these molecules with two neighboring Cl adatoms hybridize with
one another and form a YSR band. In order to set the framework for the discussion of a
magnetic coupling in the normal state of Pb in the third section we characterize in more
detail the Kondo resonance seen above the central molecule.

In Fig. 8.8b we show in black a dI/dV spectrum recorded above the Fe center of the central
molecule of the Kagome unit cell (see topography image in Fig. 8.8a) in the normal state of
Pb (external magnetic field B = 600 mT). A fit of the resonance with a Frota-Fano function
[61] is shown in red and yields a full width at half maximum (FWHM) Γ = 2.2± 0.09 meV.
The intrinsic width of the resonance is then (see chapter 7) Γintrinsic = 1.86 meV which
corresponds to a Fano width of ΓFano = 4.72 meV (ΓFano ∼ 2.54Γintrinsic [61]) and a Kondo
temperature TK = 54.8 K (kBTK = ΓFano [231]) and a critical magnetic field of Bc = 20 T
(gµBBc = 0.5kBTK [35]). This Kondo resonance is thus the counterpart of the YSR state
observed at Vbias = ±1.87 mV in the superconducting state of Pb.

Finally, we note that the FeP molecules have a spin 1 in gas phase (see chapter 4) and that
bright molecules can exhibit more than one YSR state after deposition on a sample held at
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Figure 8.8.: a) Topography image with a structure corresponding to the unit cell of the
Kagome lattice (Vbias = 5 mV, I = 200 pA) b) dI/dV spectrum (black) recorded above the Fe
center of the central molecule of this structure (feedback opened at Vbias = 5 mV, I = 200 pA
and signal modulated with Vrms = 50 µeV) along with a Frota-Fano fit (red).

cold temperatures (see appendix page 139). It is thus most likely that the bright molecules
have here also a spin 1. However, the origin of the multiple YSR states is most likely the
independent coupling of unpaired electrons to the substrate, each giving rise to one YSR state
(see appendix page 139). Here, we observe only one YSR state and a Kondo resonance and do
not have indication for a high spin state. It thus seems that even if more than one electron is
unpaired, only one of them gives rise to the observed YSR state at Vbias = ±1.87 mV and its
corresponding Kondo resonance in the normal state of the Pb substrate. We therefore for
simplicity treat each FeP molecule as a spin 1/2 impurity.

II. Coupling of Yu-Shiba-Rusinov states
In this section we show that the YSR states induced by FeP molecules with two surrounding
Cl adatoms hybridize with one another giving rise to a YSR band in the Kagome lattice. In
order to do so, we first focus on small structures in which only a few impurities couple to
each other and investigate a theoretical description of the YSR hybridization mechanism in
the spirit of what has been so far reported in literature [182, 57]. We show that this model
describes correctly the small structures but that the different symmetries of the substrate and
molecules set the limits of our analytical description. Finally, we characterize the properties of
the YSR band observed in the Kagome lattice and discuss the origin of the coupling between
the molecules.

1. Coupling of two and three Yu-Shiba-Rusinov states
We first investigate a structure (see dashed black lines in the topography image of Fig. 8.9a)
in which two molecules are surrounded by two Cl adatoms (their centers are marked with a
blue and a black dot). The molecules at the edges of the structure, with only one surrounding
Cl adatom, exhibit the same spectroscopic fingerprints (brown spectrum in the top panel of
Fig. 8.9b) as the triangular unit (see Fig. 8.4b) and edge molecules of the Kagome unit cell
(black spectrum of Fig. 8.5b) with an asymmetry of the coherence peaks (the dI/dV spectra
are recorded with the same tip). This is in accordance with the fact that these molecules have
the same surroundings (one neighboring Cl adatom). We do not observe any evolution of the
spectra of such molecules (with one neighboring Cl adatom) when increasing the size of the
investigated structures and therefore do not focus on these molecules in the following. The
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Figure 8.9.: a) Topography image (Vbias = 5 mV, I = 200 pA) of a structure with two
moleculesn that have two neighboring Cl adatoms (see black dashed lines). b) Upper panel:
dI/dV spectra obtained with a superconducting tip above the centers of the molecules as
shown in a (feedback opened at Vbias = 5 mV, I = 200 pA and signal modulated with
Vrms = 15 µeV). Lower panel: reconvolved dI/dV spectra that ensure the consistency of the
deconvolution procedure used to obtained the sample density of states (DOS) shown in c (see
appendix page 145). c) The presence of two YSR states are seen in the sample DOS as two
peaks inside the superconducting gaps that can be fitted by two Lorentzians both at positive
and negative energies (see red dashed curves). The contribution of each Lorentzian peak is
shown by the filled curves.

dI/dV spectra recorded above the central molecules (black and blue in Fig. 8.9b, upper panel)
are, on the contrary, different than the red spectrum of Fig. 8.5b. We now observe two pairs
of resonances within the superconducting gap at Vbias = ±2 mV and Vbias = 1.9 mV. Only
one pair is observed for the central molecule of the Kagome unit cell in Fig. 8.5. Because the
molecules have the same surroundings (two neighboring Cl adatoms) we attribute this to a
hybridization of the YSR states induced by each molecule, similarly to [107, 182, 31]. In order
to support this claim we investigate the localization of the YSR states over the structure.
However, as explained in chapter 3 (Fig. 3.13), the dI/dV spectra are a convolution of the
tip and sample DOS. Because the YSR state at Vbias = ±2 mV lies in the negative differential
resistance (NDR) of the YSR state at Vbias = ±1.9 mV the intensity of the dI/dV signal at
Vbias = ±2 mV does not only reflect the weights of the electron and hole parts of this YSR
state. In order to circumvent this problem we obtain the sample local DOS by deconvolving
the dI/dV spectra as explained in appendix page 145. To ensure the consistency of the
deconvolution procedure we show in the lower panel of Fig. 8.9b the recalculated dI/dV
spectra (reconvolution of the obtained sample DOS with the tip DOS that is used in the
deconvolution procedure) that are in very good agreement with the original data. The sample
DOS above the centers of the molecules are displayed in Fig. 8.9c. The two YSR states are
now seen as two pairs of resonances at ±0.71 meV and ±0.55 meV and the spectra can be
fitted by the sum of two Lorentzian functions both at positive and negative energies (see red
dashed lines for the fits and filled curves that indicate the contribution of each Lorentzian
peak). The amplitude of the Lorentzian can now be used in order to quantify the weights of
the two YSR states.
In order to get more insight into the localization of the YSR states we record a dI/dV
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Figure 8.10.: a) Topography image (Vbias = 5 mV, I = 200 pA) of the structure (indicated
by black dashed lines) above which a grid of spectra (see b) is recorded (feedback opened
at Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 15 µeV). The spectra are
deconvolved (appendix II) and fitted at positive and negative energies by Lorentzian peaks
whose positions and width are kept the same. b) Variations of the amplitude of the Lorentzian
peaks (the peaks’ energies are indicated in the top right corner of each image). The white
dashed lines are the replica of the black dashed lines in a.

spectrum at each point of the grid shown in Fig. 8.10b. The dI/dV spectra are then
deconvoled as explained in appendix II and fitted by Lorentzian peaks as shown in Fig. 8.9c.
The broadening and positions of the Lorentzian peaks are kept the same for all spectra of the
grid and we show in Fig. 8.10 the variations of the amplitude of each peak (the corresponding
energy is shown in the top right corner of the images). The white dashed lines in Fig. 8.10b
are the replica of the black dashed lines in Fig. 8.9a that indicate the investigated structure
and serve as a guide to eye to identify the positions of the molecules. Both YSR states are
localized above the two central molecules of the structure. This is in accordance with what one
expects for YSR dimers with the formation of a symmetric and an antisymmetric YSR state
whose probability amplitudes are enhanced and nullified at the center of the dimer [107, 182,
31], respectively. In our case, the YSR state at ±0.55 meV shows a clear maximum between
the two molecules but we do not observe a nodal plane for the one at ±0.71 meV. Despite
this lack of a nodal plane we assign these two YSR states to the symmetric (±0.55 meV) and
antisymmetric (±0.71 meV) YSR hybrid states.

To further confirm the hybridization of YSR states we study in Fig. 8.11 a structure with
now three molecules that have two neighboring Cl adatoms (see black dashed lines in the
topography image in a). The dI/dV spectra recorded above their centers are shown in
Fig. 8.11b and an enlarged view of their YSR states is shown in Fig. 8.11c (we use the same
tip as for the previous structures). Three resonances can be identified with different intensities
depending on the investigated molecule: the brown and black spectra are identical with a
main peak around Vbias = 1.9 mV and two shoulders at Vbias = 1.6 mV and Vbias = 2.0 mV
while the blue spectrum only exhibits the two outer YSR states and no central peak. Here
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Figure 8.11.: a) Topography image (Vbias = 5 mV, I = 200 pA) with a structure (see black
dashed lines) that contains three molecules with two neighboring Cl adatoms (their centers
are indicated by dots). b) dI/dV spectra (feedback opened with Vbias = 5 mV, I = 200 pA
and signal modulated with Vrms = 15 µeV) taken above their centers with the same tip as in
Fig. 8.5. c) Enlarged view of their YSR states with the presence of three resonances that have
different intensities. d-f) Sample DOS at these three positions obtained from a deconvolution
of the dI/dV spectra as explained in appendix page 145. The spectra are fitted both at
positive and negative energies with a sum of three Lorentzian peaks (see red dashed lines),
the contribution of each Lorentzian peak is indicated by a filled curve.

again, we obtain the sample DOS above the three centers (see Fig. 8.11d-f) by deconvolving
the dI/dV spectra as explained in appendix II. Now, these can be fitted by the sum of three
Lorentzian peaks (see red dashed lines) both at positive and negative energies. For all three
centers, the energy positions of the Lorentzian peaks are the same but their intensities vary
as one would expect for a coupled system.
The localization of the YSR states across this structure is shown in Fig. 8.12. There, we

employed the same methodology as presented before when two molecules are coupled. A
set of dI/dV spectra is recorded at each point of the grid shown in the topography images.
These dI/dV spectra are then deconvolved and the resulting DOS are fitted by Lorentzians
with the same energies and broadening for all spectra. The variations of the amplitude of
each peak is then mapped in Fig. 8.12 (the corresponding energy is indicated in the top-right
corner of each image) where the white dashed lines are the replica of the black dashed lines in
Fig. 8.11a and help identifying the molecules’ positions. Again, the extent of the YSR states
is limited to the three central molecules of the structure. The lowest YSR state (±0.48 meV)
is mainly present above the central molecule and has a weak intensity above the two outer
ones. By contrast, the YSR state at ±0.61 meV is not seen above the central molecule but
only above the two outer ones. Finally, the higher YSR state at ±0.71 meV is localized above
the three molecules with a slightly higher intensity above the central one. We show next that
this dispersion of the YSR states is well accounted for by a theoretical description of the
YSR hybridization as reported in literature [182, 57].
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II. Coupling of Yu-Shiba-Rusinov states

Figure 8.12.: Dipersion of the three YSR states across the structure shown in Fig. 8.11a
(see white dashed lines). Spectra are recorded at each point of the grid (feedback opened
with Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 15 µeV), deconvolved as
explained in appendix II and fitted at positive and negative energies by three Lorentzian
peaks whose width and positions are the same for all spectra. We show here the variations in
the amplitudes of these peaks (the corresponding energies are shown in the top-right corners
of the images).

2. Theoretical model
Hybridization of YSR states

In order to describe the hybridization of neighboring YSR states we follow the approach of
[182]. The coupling of a single magnetic moment (oriented in the z direction and defined as
the origin) to the superconducting substrate is described by the following Hamiltonian:

H = Hs + J(r)σz, (8.1)

where Hs is the Hamiltonian describing the superconductor, J(r) the exchange potential
between the magnetic impurity and substrate electrons and σz the Pauli matrix in spin-space.
The potential scattering term is for simplicity neglected. This yields two eigenvectors, the
YSR states, that follow particle-hole symmetry. In particular, one can fix σz = 1 to find a
solution with −∆ < E < ∆ and obtain the second one (corresponding to σz = −1) with
energy −E by particle-hole symmetry.
We now consider a set of N impurities localized at positions ri, i = 1, · · · , n that do not

interact directly with one another. Assuming an indirect ferromagnetic coupling via Ruderman-
Kittel-Kasuya-Yoshida (RKKY) interaction (see chapter 3 section I.2), the Hamiltonian of
the system is then described by:

H = Hs +
N∑
i=1

J(r− ri)σz (8.2)
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As explained above we then fix σz = 1. The hybrid YSR states are to a first approximation
linear combinations of the original states [182]. We therefore make the variational ansatz
that the eigenvectors of the system are of the form ψ(r) =

∑N
i=1 ciφi(r) where φi satisfies

[Hs + J(r− ri)]φi(r) = Esφi(r), |Es| < ∆ (8.3)

Using the following notations Ji = J(r− ri), |φ〉 = φi(r) and |ψ〉 = ψ(r) the eigensystem
to solve is then:

H|ψ〉 = E|ψ〉 (8.4)

[Hs +
N∑
i=1

Ji]
N∑
j=1

cj |φj〉 = E
N∑
i=1

ci|φi〉 (8.5)

N∑
i=1

[Hs + Ji]ci|φi〉+
N∑
i=1

N∑
j 6=i
j=1

Jjci|φi〉 = E
N∑
i=1

ci|φi〉 (8.6)

N∑
i=1

Esci|φi〉+
N∑
i=1

N∑
j 6=i
j=1

Jjci|φi〉 = E
N∑
i=1

ci|φi〉 (8.7)

By multiplying each side by 〈φk| we find:

Esck +
N∑
i=1
i 6=k

Esci〈φk|φi〉+
N∑
j=1
j 6=k

ck〈φk|Jj |φk〉+
N∑

i,j=1
i 6=k
j 6=i

ci〈φk|Jj |φi〉 = Eck + E
N∑
i=1
i 6=k

ci〈φk|φi〉 (8.8)

Here, one can identify the overlap (Si,k), Coulomb-like (Ci,k) and exchange-like (Di,k)
integrals between two YSR states φi and φk that are defined in analogy with the textbook
model for the H2 molecule as:

Si,k = 〈φk|φi〉 =
∫
drφi(r)†φk(r) (8.9)

Ci,k = 〈φk|Ji|φk〉 =
∫
drφk(r)†J(r− ri)φk(r) (8.10)

Di,k = 〈φk|Jk|φi〉 =
∫
drφk(r)†J(r− rk)φi(r) (8.11)

For the different structures that we investigate, one should therefore solve the matrix
equation (8.8) to determine the eigenstates of the system. Because we want to compare
the results with our experimental findings, we first describe how we choose to simulate the
unhybridized YSR state, corresponding to the wave-function φ(r) described above.

Simulation of a single YSR state

As mentioned earlier, studies of magnetic atoms on superconductors have shown that the YSR
state inherits the symmetry of the orbital carrying the unpaired electron which it stems from
[180, 32]. In our case, this orbital could not be identified in scanning tunneling spectroscopy
(STS) and, as discussed in chapter 7, tunneling to frontier orbitals may also influence the
YSR scattering pattern. The YSR state is localized over the center and ligand of the molecule
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II. Coupling of Yu-Shiba-Rusinov states

Figure 8.13.: Simulation of a single YSR state φ. a) Probability amplitude |φ|2. b) Iso-
contour showing the alternating phase of the lobes. c-d) Alternative phase configurations
that have the same probablity amplitude as in a.

(see Fig. 8.5c); it seems that it arises from a hybridization of an Fe d level with the π states
of the ligand (see chapter 4 section I). For simplicity, we choose to use solely a d orbital in
order to simulate the YSR state: we neglect the protrusion above the Fe center mostly seen
at positive energies and focus on rendering the four lobes over the ligand. As one can see
from the dI/dV maps of Fig. 8.5c, these four lobes only have a two-fold symmetry and we
thus use a distorted d orbital in order to render this C2v symmetry. Most precisely, with
Φnlm being the hydrogen wavefunction with quantum number n, m and l we define φ as

φ(x, y) = 1√
2

(Φ322 − Φ32−2) (x/2, y, 0) (8.12)

We show in Fig. 8.13a the corresponding amplitude probability |φ|2 over space and in
Fig. 8.13b an iso-contour of the wavefunction indicating the alternating phase of the four
lobes. Yet, since we do not know from which orbital the unpaired electron stems from we
plot in Fig. 8.13c and d alternative phase configurations that would also yield the amplitude
probability plotted in a. Indeed, Fig. 8.13b corresponds to a dxy or dx2−y2 orbital and c and
d rather to the dπ orbital. We first consider the phase configuration shown in b and discuss
in section II.3 the relevance of the others.

Coupling of two YSR states

We now consider the structure of Fig. 8.10 where two YSR states are coupled. From equation
(8.8) we should solve the matrix equation:(

Es + C EsS +D
EsS +D Es + C

)(
c1
c2

)
=
(
E ES
ES E

)(
c1
c2

)
(8.13)

The two eigenstates are |+〉 =
(

1
1

)
and |−〉 =

(
1
−1

)
with eigenenergies

E± = Es + C ±D
1± S (8.14)

Using the simulation of φ(r) of equation (8.12), Fig. 8.14 c-d) and f-g) show the probability
amplitude and iso-contours of the resulting eigenvectors. More precisely, one can consider two
different phase configurations for the unhybridized YSR states as shown in Fig. 8.14a and e:
the lobes along the bonding axis having either the same (Fig. 8.14a) or opposite (Fig. 8.14e)
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8. Magnetic coupling in a molecular lattice

Figure 8.14.: Simulation of the coupling of two YSR states. a) Configuration of the YSR
before hybridization. Hybridization of the two YSR states leads to the formation of two
hybrid YSR states: |+〉 and |−〉 c) Probability amplitude of the |+〉 YSR state across the
structure. d) Iso-contour of the |+〉 state. f) Probability amplitude of the |−〉 state. g)
Iso-contour of the |−〉 state. e) Alternative configuration of the YSR states. In this case the
|+〉 and |−〉 exchange their role. h-i) Experimental data of Fig. 8.10b, reproduced here to
facilitate the comparison.

phases. In the first (second) case, the YSR state shown in Fig. 8.14c-d is the |+〉 (|−〉)
eigenstate and the one in Fig. 8.14f-g the |−〉 (|+〉) eigenstate. To facilitate the comparison
with the experimental data we reproduce in Fig. 8.14h and i the grids of Fig. 8.10b. We
assign the simulated YSR state of Fig. 8.14c to the experimental data of Fig. 8.14h and the
simulation of Fig. 8.14f to the experimental data of Fig. 8.14i. Despite the lack of nodal plane
mentioned earlier for the YSR state at ±0.71 meV, we find a good agreement between the
simulation and the experimental data.

Coupling of three YSR states

We now demonstrate that a good agreement can also be found when considering the coupling
of three YSR states as observed in Fig. 8.11 and Fig. 8.12. For simplicity we consider only
interaction between nearest neighbors and assume that the overlap (S), Coulomb (C) and
exchange (D) integrals are the same for the two pairs of nearest neighbohrs. The matrix
equation to solve is then: Es + C EsS +D 0

EsS +D Es + 2C EsS +D
0 EsS +D Es + C


c1
c2
c3

 =

 E ES 0
ES E ES
0 ES E


c1
c2
c3

 (8.15)

One of the eigenvector is

−1
0
1

 with eigenvalue E = Es + C. The other two eigenvectors

and their corresponding eigenvalues can be determined analytically but depend in a non-trivial
way on the values of S, C and D. Because we want to demonstrate that the model can
reproduce the experimental data we choose a set of parameters for which the agreement is
good but underline that other sets of values for S, C and D could also have been chosen.

We show in Fig. 8.15 the results of a simulation of three YSR states arranged as shown in
Fig. 8.15a and using the set of values: S = −0.3, C = 0 and D = 0.7. Fig. 8.15b-d displays
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II. Coupling of Yu-Shiba-Rusinov states

Figure 8.15.: Simulation of the coupling of three YSR states. a) Configuration of the YSR
states before hybridization. b-d) Probability amplitude (top graphs) and iso-contours (lower
graphs) of the hybrid states. e-g) To facilitate a comparison with the experimental data
presented in Fig. 8.12 we reproduce here the negative energy intensity grids of the YSR
states.

the eigenstates’ probabilities amplitudes (top graphs) and iso-contours (lower graphs). To
aid the comparison with the experimental data shown in Fig. 8.12, we reproduce in Fig. 8.15
the negative energy intensity grids of the YSR states of Fig. 8.12. Here again, the simulation
reproduces well the experimental data. The YSR state of Fig. 8.15b is seen above the three
molecules with a slightly higher intensity over two lobes of the central molecules and is thus
assigned to the YSR state of Fig. 8.15b. The YSR state of Fig. 8.15c is only localized above
the two outer molecules (it is the eigenvector

(
−1 0 1

)
) and corresponds to the YSR state

of Fig. 8.15f. Finally, the YSR state of Fig. 8.15g is assigned to Fig. 8.15d with the highest
intensity above the central molecule. We chose the phase configuration shown in Fig. 8.15a
because of the symmetry of the YSR states in Fig. 8.12. A reversal of the phase of the central
molecule would give rise to the same eigenstates with the two of Fig. 8.15b and d being
swapped.

3. Coupling of four Yu-Shiba-Rusinov states
So far, the experimental data can be explained by considering a ferromagnetic coupling of
the impurities, including interactions between nearest neighbors only and assuming that each
pair of nearest neighbors have the same overlap, exchange and Coulomb integrals. We now
discuss a structure for which these assumptions fail to provide a satisfying description of the
YSR coupling.

The structure of interest is shown in the topography image of Fig. 8.16a by black dashed
lines. Four molecules (their centers are marked with dots) have two neighboring Cl adatoms.
The sketch of the structure is reproduced in Fig. 8.16b where we label the positions of these
molecules with A, B, C and D. The dI/dV spectra (with the same tip as in Fig. 8.11) recorded
above their Fe centers are shown in Fig. 8.16b (an enlarged view of the YSR states at positive
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Figure 8.16.: Topography image (Vbias = 5 mV, I = 200 pA) of a structure (see black
dashed lines) with four molecules having two neighboring Cl adatoms (their centers are
indicated by dots). b) Sketch of the structure with labels for the different sites whose YSR
states are hybridized. c) dI/dV spectra recorded above the center of the molecules as shown
in a (feedback opened with Vbias = 5 mV and I = 200 pA and signal modulated with
Vrms = 15 µeV). An enlarged view of the YSR states at positives energies is shown in the
right panel. d) Sample DOS above the same positions obtained by deconvolving the dI/dV
spectra shown in b as explained in appendix II. Each spectrum is fitted by a sum of four
Lorentzian peaks (see red dashed lines) and the contribution of each peak is indicated by a
filled curve.

energies is shown in the right panel). One can distinguish four different resonances but we see
that these are not always well separated indicating that we reach the limits of our resolution.
Identically to what was done for the other structures, we deconvolve these dI/dV spectra in
order to obtain the sample DOS at these positions as displayed in Fig. 8.16. The spectra are
then fitted (see red dashed lines) with a sum of four Lorentzian peaks both at positive and
negative energies, with filled curves indicating the contribution of each peak to the fit.

Similarly to Fig. 8.10 and Fig. 8.12, we record a spectrum at each point of the grid shown
in Fig. 8.17. These dI/dV spectra are then deconvolved (see appendix page 145) and the
obtained sample DOS are fitted at positive and negative energies by a sum of four Lorentzians.
The width and positions of the Lorentzian peaks are kept the same for all spectra of the grid
and we show in Fig. 8.17 the variations in the amplitude of these peaks (the corresponding
energies are shown in the top-right corners of the images). To describe the localization of the
states we use the labeling of the positions shown in Fig. 8.16. The YSR state at ±0.77 meV
is not seen above A but above the three other positions. The YSR state at ±0.66 meV has it
highest intensity above the position A and remains present on the other positions. The YSR
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II. Coupling of Yu-Shiba-Rusinov states

Figure 8.17.: Dipersion of the YSR states across the structure shown in Fig. 8.16a. The
white dashed lines are a replica of the black dashed lines in Fig. 8.16a and help identify
the positions of the molecules. dI/dV spectra (feedback opened with Vbias = 5 mV and
I = 200 pA and signal modulated with Vrms = 15 µeV) are recorded at each point of the grid,
deconvolved as explained in appendix page 145 and the resulting sample DOS are fitted by a
sum of four Lorentzian peaks at positive and negatives energies. The position and width of
the peaks is kept the same for all spectra and we show the variations in their amplitude (the
corresponding energies are indicated in the top-right corners of the images).

state at ±0.55 meV is only seen above the positions A and D with similar intensity. Finally,
the YSR state at ±0.45 meV has its highest intensity above the position B and is also present
above C and D. Here, we want to highlight the fact that none of these YSR states is seen
only above the sites C and D or show even a higher intensity above these two sites when
compared to A and B. Moreover, the YSR state at ±0.55 meV shows clearly that these two
sites are not equivalent. This assertion can already be made by comparing the brown and
green dI/dV spectra in Fig. 8.16b that exhibit different intensities of the various resonances.
We show now that this observation cannot be accounted for by the simplifications we

made for the coupling model so far. Indeed, using equation (8.8), considering only nearest
neighbor interactions and assuming the same overlap (S), exchange (D) and Coulomb (C)
integrals for all pairs of neighbors we obtain the following matrix equation (we use the basis(
A B C D

)
):


Es + C EsS +D 0 0
EsS +D Es + 3C EsS +D EsS +D

0 EsS +D Es + 2C EsS +D
0 EsS +D EsS +D Es + 2C



c1
c2
c3
c4

 =


E ES 0 0
ES E ES ES
0 ES E ES
0 ES ES E



c1
c2
c3
c4


(8.16)

We note that we also neglected the terms

D′i,j,k = 〈φi|Jj |φk〉 (8.17)
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with {i, j, k} ∈ S({B,C,D}), S({B,C,D}) being the permutation group of {B,C,D}.
From now on, we refer to these D′i,j,k expressions as exchange via common neighbor integrals.

The vector
(
0 0 1 −1

)
is an eigenvector of (8.16) with eigenvalue E = Es + 2C−D

1−S . It
corresponds to a YSR state localized only above the sites C and D of the structure. This is in
direct contradiction with the experimental data as explained above. Indeed, in the coupling
model that we used, the sites D and C are equivalent. We should review the hypotheses that
were made and discuss their relevance.

We neglected the potential scattering U for each impurity site and assumed a ferromagnetic
coupling between the impurities. We neglected interactions beyond nearest neighbor and
the exchange via common neighbor integrals D′i,j,k. We also assumed the same overlap (S),
exchange (D) and Coulomb (C) integrals for all pairs of neighbors.

We now address the relevance of each hypothesis and discuss which one should be relaxed
in order to find a better agreement with the experimental data.
Potential scattering. This term accounts for the electron-hole asymmetry of both the

impurity and the substrate. It should therefore be the same for all impurities and would
affect their YSR states in the same way. In particular, it would not break the symmetry of
the problem for the C and D sites. While its importance is non negligible for a quantitative
description of the coupling of YSR states, since we aim at a qualitative understanding, it is
reasonable to neglect it.
Ferromagnetic coupling. A ferromagnetic coupling is usually assumed for the hybridiza-

tion of YSR states because, for classical impurity spins, an anti-ferromagnetic coupling
between two impurities would render their YSR states orthogonal to each other and thus
prevent any hybridization between them [56]. Here, the observation of a Kondo resonance in
the normal state of the Pb substrate (see next section) indicates that the impurities have
a quantum and not a classical nature. Therefore, the observation of a splitting of the YSR
state in Fig. 8.9 and Fig. 8.12 thus does not imply that the coupling between the impurities
is ferromagnetic. However, the description of the coupling of two quantum impurities is not
trivial and usually requires numerical renormalization group (NRG) calculations that go
beyond the scope of this thesis [224, 187, 228, 104]. Yet, anti-ferromagnetic coupling between
the impurities would lead to a frustration within the triangular arrangements of the sites
B, C and D and could thus account for the different behaviors of the sites C and D. We
propose a very naive implementation of this frustration consisting of a sign reversal in front
of J(r)σz for an impurity within this triangle as it would effectively correspond to a reversal
of the spin eigenvalues in σz. A possible Hamiltonian would thus be:

H = Hs + J(r− rA)σz + J(r− rB)σz + J(r− rC)σz − J(r− rD)σz (8.18)

which translates into a sign reversal of JD. Using equations (8.10), (8.11) and (8.9) and
assuming otherwise the same absolute values for the exchange, overlap and Coulomb integrals
we can define S, C and D as:

S = SA,B = SB,C = SC,D = SB,D (8.19)
C = CA,B = CB,C = −CD,C = −CB,D (8.20)
D = DA,B = DB,C = −DD,C = −DB,D (8.21)

Neglecting exchange via common neighbor integrals and interactions beyond nearest
neighbors, we obtain the following matrix equation:
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
Es + C EsS +D 0 0
EsS +D Es + C EsS +D EsS −D

0 EsS +D Es EsS −D
0 EsS −D EsS −D Es − 2C



c1
c2
c3
c4

 =


E ES 0 0
ES E ES ES
0 ES E ES
0 ES ES E



c1
c2
c3
c4


(8.22)

One can verify that no vector of the form


0
0
α
β

 , α, β ∈ R can be an eigenvector of the

system (we have C 6= 0 or D 6= 0 since we observe a splitting for two YSR states - see equation
(8.14)).

The disagreement between the experimental data and the model may thus be avoided
by considering a frustrated antiferromagnetic coupling between the sites B, C and D.
Further simulations are still necessary in order to determine if this model can reproduce our
experimental data.
Interactions beyond nearest neighbors. The integrals between states that are not

nearest neighbors have been neglected. Indeed, the YSR wavefunctions decay exponentially
with distance and it was observed in [180] that Mn dimers on Pb(001) show a clear YSR
hybridization for an interatomic distance of 1.04 nm but barely any sign of coupling for
an interatomic distance of 2.08 nm. Here, the intermolecular distance is 1.2 nm so that
the integrals involving second (and higher orders) nearest neighbors can be considered as a
perturbation with respect to the integrals involving nearest neighbors. Including them in our
theoretical model would then only result in a perturbative modification of the eigenstates.
Yet, we have seen in Fig. 8.17 that no YSR state is mostly localized above the sites C and
D. Including higher orders for the interactions between the molecules would thus still not
account for our experimental observations.
Exchange via common neighbor integrals. These integrals involve three distinct but

neighboring sites (B, C and D). Because the three parts of these integrals have different
spatial origins it is expected that these integrals are less important than the exchange integrals
that involve only two sites. Moreover, here again, if we consider ferromagnetic coupling,
the sites C and D would be affected the same way and would thus still be hosting the(
0 0 1 −1

)
. As a result, the inclusion of these integrals alone would not suffice to have a

better simulation of the experimental data.
Equality of the overlap, exchange and Coulomb integrals for all pairs of neigh-

bors. The sites at which the YSR states are localized are arranged along lines that have a
60◦ angle between one another. The molecules at the different sites are rotated accordingly
so that, when considering the probability amplitudes of neighboring molecules, the overlap is
always the same. However, the phase of these molecules might be arranged in different ways.
As we have illustrated in Fig. 8.14a and e, the phases of the overlapping lobes can either be the
same (Fig. 8.14a) or opposite (Fig. 8.14e). As mentioned earlier, for the coupling of two and
three YSR states across the structures investigated in this thesis, both configurations yield
valid and equivalent results. Yet, for the coupling of four YSR states, due to the triangular
formation of the sites B, C and D this might play a role as the phase configurations between
the different sites are interdependent. Using the different phases shown in Fig. 8.13b-d, we
sketch in Fig. 8.18 the different phase configurations obtained for a triangle depending on if
an in-phase or out-of-phase overlap is preferred. As one can see, in some cases (indicated by a
star), the favored overlap cannot be achieved between all pairs of molecules. In these cases, it
could be possible to break the symmetry of the problem for the D and C sites if we consider
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Figure 8.18.: Configurations obtained for a triangle of YSR states depending on which
phase configuration is used to model a single YSR state (a, d and g - the according phase
configurations for the triangles are then sorted vertically) and if an in-phase (b, e and h) or
out-of-phase (c, f and i) overlap is favored. In some cases, marked by a star, the favored
overlap cannot be achieved for all pairs of states.

that the S, D and C integrals depend on the relative phases of the overlapping lobes.
The simplest approach would be to consider that the in-phase and out-of-phase overlap

only correspond to a sign reversal of one of the wavefunctions involved in the integrals.
Namely, we want to compare the integrals between |φ1〉 and |φ2〉 and those between Y φ1〉
and |φ̃2〉 = −|φ2〉. We find:

S1,2̃ = 〈φ̃2|φ1〉 = −〈φ2|φ1〉 = −S1,2 (8.23)

C1,2̃ = 〈φ̃2|J1|φ̃2〉 = 〈−φ2|J1| − φ2〉 = C1,2 (8.24)

D1,2̃ = 〈φ̃2|J2|φ1〉 = −〈φ2|J2|φ1〉 = −D1,2 (8.25)

Considering such a phase configuration for the structure of four YSR states with a frustration
between the sites B and C we have:

S = SA,B = SB,D = SD,C = −SB,C (8.26)
C = CA,B = CB,D = CD,C = CB,C (8.27)
D = DA,B = DB,D = DD,C = −DB,C (8.28)

We then obtain the following matrix equation
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
Es + C EsS +D 0 0
EsS +D Es + 3C −EsS −D EsS +D

0 −EsS −D Es + 2C EsS +D
0 EsS +D EsS +D Es + 2C



c1
c2
c3
c4

 =


E ES 0 0
ES E −ES ES
0 −ES E ES
0 ES ES E



c1
c2
c3
c4


(8.29)

Unfortunately,


0
0
1
1

 is now an eigenvector which still corresponds to a state only localized

above the sites C and D. If we consider the exchange via common neighbor integrals (see
equation (8.17)) we have:

D′ = D′B,C,D = −D′C,B,D = −D′C,D,B (8.30)

and the vector


0
0
1
1

 remains an eigenvector of the resulting matrix equation.

As a result, if one wants to explain the experimental data with a ferromagnetic coupling of
the YSR states, a directional dependence of the overlap, exchange and Coulomb integrals
that goes beyond a simple sign reversal is necessary. This is sensible because the four-fold
symmetry of the molecules is broken by the three-fold symmetry of the substrate. However,
the numbers of parameters involved is then too large to make educated guesses about their
values.

All in all, we can conclude that two hypotheses can be possibly relaxed in order to get a
better agreement with our experimental data: one should consider either an antiferromagnetic
coupling between the molecules (leading to frustration within a triangle) and/or a directional
dependence of the overlap, exchange, (exchange via common neighbor) and Coulomb integrals
between YSR states.

4. Yu-Shiba-Rusinov bands in a Kagome lattice
We now characterize the properties of the molecules in the superconducting state of Pb when
a Kagome lattice is formed as presented in chapter 4. Fig. 8.19a shows a topography image of
an island with a Kagome arrangement of the molecules in which blue lines indicate boundaries
between different Kagome lattices. This is illustrated more precisely in Fig. 8.19b. There,
the molecules at the top of the image have the regular arrangement of a Kagome lattice as
indicated by red dashed lines. The molecules on the lower part of the island are also arranged
in a Kagome lattice (see black dashed lines). There is however a lattice mismatch between
the two arrangements (by one molecular column in the horizontal direction) that leads to a
domain boundary between the two lattices for which the blue line stands.
We analyze Fig. 8.19d the spectroscopic properties of the molecules depending on their

positions within the island and with respect to the Kagome arrangements. The molecules
that are inside a Kagome lattice (i.e. with two neighboring Cl adatoms) show a broad
resonance between Vbias ∼ 1.4 mV and Vbias ∼ 1.9 mV (green spectra). The intensity of the
dI/dV signal varies across this resonance and from one molecule to another. Since we have
demonstrated an hybridization of the YSR states within the Kagome buildings blocks in the
previous subsection we attribute this broad resonance to a YSR band. This broad resonance
is not observed above the other molecules. The molecules inside a hole of the Kagome lattice
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8. Magnetic coupling in a molecular lattice

Figure 8.19.: a) Togography image (Vbias = 5 mV, I = 50 pA) of an island in which the
molecules arrange in Kagome lattices. Domain boundaries between different lattices are
marked with blue lines. b) Illustration of a domain boundary (Vbias = −45 mV, I = 100 pA):
the two Kagome lattices indicated with red and black dashed lines mismatch each other by
one molecular column along the horizontal direction. This gives rise to a domain boundary
for which the blue line stands. c) Enhanced view of the area marked with a square in b)
(Vbias = −45 mV, I = 100 pA ). d) dI/dV spectra taken with a superconducting tip above
molecules with various positions inside the island and with respect to the Kagome lattice (see
c), a reference spectrum taken on Pb is shown in black (feedback opened at Vbias = 5 mV,
I = 200 pA and signal modulated wirh Vrms = 20 µeV).

Figure 8.20.: Constant height dI/dV maps taken above the same are as shown in the
topography image of Fig. 8.19a and at different bias voltages as indicated in the top-lef
corners of the maps (signal modulated with Vrms = 25 µeV). The dI/dV maps are recorded
with a superconducting tip: Vbias = 1.35 mV corresponds to the Fermi energy of the sample.

(blue spectrum) show a YSR state very close to the gap edge. Those at the edge of the island
and thus also at the edge of the Kagome lattice (one neighboring Cl adatom) also show one
sharp pair of resonances that is at higher energy than the YSR band and assigned to a single
YSR state. Finally, we note that some molecules that are inside the molecular island but at
the edge of a Kagome lattice (one neighboring Cl adatom - red spectrum) exhibit a symmetric
pair of resonances at Vbias = ±1.35 mV which corresponds to the Fermi energy of the sample
(we use a superconducting tip, a reference spectrum taken above the bare Pb substrate is
shown in black).

Fig. 8.20 shows constant height dI/dV maps over the same area as the topography image of
Fig. 8.19a which allow for a better assessment of the localization of each feature. As a guide
to the eye we indicate with blue lines domain boundaries between different Kagome lattices.
At zero energy (Vbias = 1.35 mV), the dI/dV signal is most intense above a few molecules,
inside the molecular island and at domains boundaries. The signal is also present above the
molecules that are part of the Kagome lattices (two neighboring Cl adatoms) with a few of
them being brighter than the others. At higher biases the dI/dV signal is more intense above
the Kagome lattice than at the boundaries. Indeed, at Vbias = 1.7 mV and Vbias = 1.9 mV
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II. Coupling of Yu-Shiba-Rusinov states

Figure 8.21.: a) Band structure of the Kagome lattice obtained from a tight-binding model
with nearest neighbor hopping only. The two upper bands are dispersive with a linear
dispersion at the K point. The third band is non-dispersive (flat-band) and touches the
second one at the Γ point. b) Sketch of the first mode of the flat-band: it is localized above
the six sites (filled circles) enclosing a Kagome hole with an alternating phase on adjacent
sites (blue and red). This gives rise to destructive interferences at the neighboring sites
(empty black circles) illustrating the localized nature of the state.

the dI/dV signal is spread over the different Kagome lattices and the domain boundaries
are identified as depressions between them. Noticeably, the holes of the Kagome lattices are
always seen as depressions, irrespective of their occupation or not by a molecule. Finally, we
note that, for each map, the intensity of the dI/dV signal is modulated across the Kagome
lattices. Unfortunately, because of their finite sizes, we can not extract a typical scattering
lengthscale for each energy that would have helped characterize the energy dispersion of the
YSR band.

All in all, these results are in good agreement with those obtained in the previous subsection
about the building blocks of the Kagome lattice. The YSR states induced by molecules that
are part of a Kagome lattice, with two neighboring Cl, hybridize with one another leading to
the formation of a YSR band. The dI/dV maps of the YSR band show clearly that the YSR
hybridization only takes place for these specific molecules since we observe depressions at
domain boundaries and above the holes of the Kagome lattice, despite them being sometimes
occupied with a molecule. It is therefore relevant to discuss if the observed YSR band inherits
the characteristics of the electronic structure of a Kagome lattice.

The Kagome lattice has been the subject of numerous studies because of the peculiar nature
of its band structure and the high degree of frustration of antiferromagnets in such lattices
[98, 80, 90, 77, 196]. We show in Fig. 8.21a the three bands obtained from a tight-binding
model considering nearest-neighbor hopping only [149]. Two of these band are dispersive with,
similarly to the honeycomb lattice, a linear dispersion at the K point of the Brillouin zone.
The last band is degenerate and non-dispersive (therefore called a flat-band) that touches the
second band at the Γ point. The emergence of this flat band lies at the core of the current
inquiries about the Kagome lattice: strong interaction between many degenerate states makes
it a perfect candidate for, for instance, the observation of a fractional quantum Hall effect
[207, 204, 157]. Yet, this flat band has been observed for only few systems so far [128, 27, 26].
We show in Fig. 8.21b a schematics, in real space, of the fundamental mode of this flat band:
a ring localized above six sites enclosing a hole of the Kagome lattice (filled circles). The
alternative phases (blue and red) of the mode on adjacent sites lead to destructive interference
at the neighboring sites (empty circles) demonstrating the non-dispersive nature of the state.
Because there is no band gap, it is hard to determine if the observed broad resonance

in STS could reflect the band structure of Fig. 8.21a. We therefore compare our results to
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8. Magnetic coupling in a molecular lattice

Figure 8.22.: a) Topography image (Vbias = −45 mV, I = 100 pA) of an island with
Kagome arrangement of the molecules. b) Set of dI/dV spectra (feedback opened at
Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 20 µeV), recorded with the
same superconducting tip as in Fig. 8.19d above a set of molecules at the edge of an island,
as shown in a. c) Enhanced view of the dI/dV spectra in b around the YSR states’ energies.

another scanning tunneling microscopy (STM) experiment [128] that established the presence
of the flat band in the electronic Kagome lattice induced by the Moiré patterns of twisted
silicene multilayers. In this work, a single resonance in STS that has a Kagome pattern in
dI/dV maps is attributed to the flat and Dirac bands of the lattice. This assignment is
supported by density functional theory (DFT) calculations and the observation of an edge
state as well as of higher energy bands that have a hexagonal pattern.
The pattern observed in the dI/dV maps of Fig. 8.21 is in very good agreement with

the experimental data of [128] and the corresponding DFT calculations. It seems therefore
reasonable that the broad resonance between Vbias = 1.4 mV to Vbias = 1.9 mV corresponds to
the Kagome bands of Fig. 8.21a. Nevertheless, we note that we do not observe higher energy
bands with a hexagonal pattern (i.e. localized above the holes of the Kagome lattice) nor
the presence of an edge state. Yet in our case, the fermions involved in the lattice formation
are single YSR states per site (see subsection I.2) while in [128] a local modulation of the
potential leads to a scattering landscape that affects all electrons and creates an electronic
Kagome lattice. It is therefore quite reasonable that in our case we do not observe higher
energy bands and only those corresponding to the pure hopping model with one fermion per
site. As a result, it seems that the observed YSR band observed in STS indeed corresponds
the band structure of Kagome lattice. We also note that the size of undisturbed Kagome
lattices within the molecular islands varies from one preparation to another and can involve
several hundreds of molecules (see appendix Fig. 1 page 154), overcoming the usual limitation
of systems obtained by atomic or molecular manipulation [31, 105, 107].
Still, we should mention that the tight-binding model with nearest neighbor hopping is a

simplification of the hybridization model discussed in subsection II.2 (with periodic boundaries
and assuming S = 0) for which it was shown in subsection II.3 that improvements were
necessary. A better understanding of the driving mechanism behind the YSR coupling would
help in this matter. In this perspective we now investigate in more detail the fingerprints of
molecules that are not inside a Kagome lattice (i.e. with one or no neighboring Cl).
The dI/dV spectra of a set of molecules at the edge of an island (and thus of a Kagome

lattice) are investigated in Fig. 8.22. As one can see in Fig. 8.22b (and the enhanced view
of Fig. 8.22c), the majority of the molecules (blue spectra) show a sharp pair of resonances
at relatively high bias voltages (|Vbias| > 2 mV). As explained above, these are assigned to
single YSR states that are localized at each molecules and do not hybridize with neighbors.
Interestingly, the energy of this pair of resonance varies from molecule to another and the
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III. Magnetic fingerprints in the normal state of Pb

YSR band is actually present above one of the investigated molecule (red spectrum). The
YSR state induced by this molecule thus hybridizes with its neighbor despite being a different
environment (only one surrounding Cl adatom). Molecules inside a molecular island but not
inside the Kagome lattice (either at the edge of the lattice or inside the Kagome holes) exhibit
a similar behavior (see appendix II Fig. 2, Fig. 3): presence of a YSR state at high energy
(except for a few molecules that exhibit it at zero energy - see red spectrum in Fig. 8.19d)
but with variations in this energy position between molecules.
We have seen in section I.2 that the Cl adatoms influence the energy of the YSR states

of the surrounding molecules. Here, it appears that the formation of Kagome lattices also
affects the energy of the YSR state of neighboring molecules but in a non-homogeneous
way. As one can infer from the red spectrum of Fig. 8.22, when the energy of this YSR
state is low enough, it couples to the YSR band. Within an island, at domain boundaries,
molecules having only one neighboring Cl adatom are often nearest neighbor of one another
(see Fig. 8.19b). Yet, there is no clear sign of YSR hybridization between them (see appendix
II Fig. 3). We can thus formulate two hypotheses for the YSR coupling mechanism. Either it
is mediated by the Cl adatoms via, in all likelihood, a super-exchange interaction. Or, the
YSR energy must be, prior to hybridization, in a given energy range to allow for a coupling.
Indeed, it is shown in [223] that an enhanced antiferromagnetic interaction between YSR
states occurs via their hybridization with the Cooper pair condensate. This interaction is
thus all the more substantial when the YSR energy is close to the Fermi level. In both cases,
an antiferromagnetic interaction is most likely to occur between molecules and we underline
that this was indeed one of the proposed solution for the improvement of the coupling model
in subsection II.3.

III. Magnetic fingerprints in the normal state
of Pb

Since we observe a magnetic coupling in the superconducting state of the substrate we now
want to determine if this translates to the formation of a Kondo lattice in the normal state of
Pb. In this case, as explained in chapter 3 section II.3, two (three) energies scale compete
with each other: the coupling of the impurities to the substrate and the coupling between
impurities (as well as the temperature of the experiment). Similarly to what was done in the
previous section, we first investigate the properties of the molecules in the building blocks of
the Kagome lattice and in a second part those of the molecules inside the Kagome lattice.
We find that the coupling of the impurities to the substrate dominates over the coupling
between impurities but that there is no coherent coupling over the lattice, necessary for the
formation of a heavy fermion band.

1. The Kondo effect inside the Kagome building blocks
In this subsection we focus on the properties of the molecules in the building blocks of the
Kagome lattice (i.e. structures made out of a few triangular units) for which it was shown in
section II that the YSR states of molecules with two neighboring Cl adatoms hybridize with
one another.

Fig. 8.23a shows a topography of a structure in which three molecules have two neighboring
Cl adatoms (same structure as in Fig. 8.11 and Fig. 8.12). The dI/dV spectra recorded on a
broad energy range above the molecules inside this structure (see Fig. 8.23b) are very similar to
those recorded above the Kagome unit cell in which no YSR coupling takes place (see Fig. 8.6
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8. Magnetic coupling in a molecular lattice

Figure 8.23.: a) Topography image (Vbias = 5 mV, I = 200 pA) with a structure in which
three molecules have two surrounding Cl adatoms (see black dashed lines - same structure as
in Fig. 8.11). b) Set of dI/dV spectra ( feedback opened at Vbias = 5 mV, I = 200 pA and
signal modulated with Vrms = 500 µeV) taken above the centers and ligands of the molecules
in the structure as indicated by the dots in a. To quench superconductivity in the substrate,
we applied an external magnetic field of 800 mT (a reference spectrum taken on Pb is shown
in black).

and Fig. 8.7). Namely, molecules with one surrounding Cl adatom show a broad orbital
above their ligand (yellow spectrum), a Kondo resonance at Vbias = −6.8 mV and a replica at
Vbias = −27 mV (dark blue spectrum). Inside the structure, molecules with two surrounding
Cl adatoms show also a broad resonance above their ligand (green spectra) with a shift of
the Kondo resonance and its replica to Vbias = −1.8 mV and Vbias = −6.8 mV, respectively.
The intensity of the broad resonance seen above the molecular ligand seems to decrease as
the number of surrounding molecules with two neighboring Cl adatoms increases (yellow
spectrum: 0 such molecule, dark green spectrum: 1 such molecule, light green spectrum:
2 such molecules) while the intensity of the Kondo resonance, inversely, increases. Similar
results were obtained for all other investigated structures made out of a few triangular units.

In order to determine if the coupling of YSR states of the previous section translates into
the formation of a Kondo lattice in the normal state, we now focus on the characteristics
of the Kondo resonance seen above molecules with two neighboring Cl adatoms. Fig. 8.24a
shows a topography image with a structure in which four molecules have two surrounding
Cl adatoms (see black dashed lines) and for which the three possible molecular orientations
with respect to the underlying Pb lattice are present (compare the orientations of the three
molecules whose center are marked with a circle). dI/dV spectra taken in the normal state
(external magnetic field of 600 mT) on a small energy range above three of these molecules
with different orientations are shown in Fig. 8.24b along with a reference spectrum taken
above the bare Pb substrate (grey spectrum). The three spectra are extremely similar and
show the same interference pattern of the Kondo resonance that can be fitted with Frota-Fano
functions [61] (see brown curves). We compare in Fig. 8.24c the intrinsic width of the
resonance obtained from Frota-Fano fits of such dI/dV spectra taken above the Fe centers of
molecules with two surrounding Cl adatoms in various Kagome building blocks. We sorted
the data according to the number of coupled molecules in the superconducting state of Pb
(x axis) and use a color code to identify their orientation with respect to the underlying Pb
lattice. As one can see, we do not observe any dependence on either of these parameters: the
intrinsic width of the resonance scatters around 1.5 meV. This confirms that all molecules
with two surrounding Cl exhibit the same coupling strength between their magnetic center
and the electrons of the substrate. This was implicitly assumed in the description of the
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III. Magnetic fingerprints in the normal state of Pb

Figure 8.24.: a) Topography image (Vbias = 5 mV, I = 200 pA) of a structure in which four
molecules have two surrounding Cl adatoms (see black dashed lines). The three molecules
whose centers are marked with a dot have different orientation with respect to the underlying
Pb substrate. b) dI/dV spectra recorded above the centers of these three molecules with
Frota-Fano fits in brown. To quench superconductivity, we applied an external magnetic
field of 600 mT, a reference spectrum taken on Pb is shown in grey (feedback opened at
Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 50 µeV). c) Intrinsic width of the
Kondo resonances of molecules having two neighboring Cl adatoms extracted from Frota-Fano
fits as shown in b. The data is sorted according to the number of coupled molecules in the
superconducting state of Pb (x axis) and the color indicates the different orientations of the
molecules as shown in a.

YSR hybridization in the previous section and is a pre-requisite for the formation of a Kondo
lattice. Yet, this result does not give any indication pointing toward a coupling between the
Kondo clouds of neighboring molecules.

In order to address this aspect more specifically we investigate in Fig. 8.25 the variations
of the intensity of the Kondo resonance across a structure in which three molecules have two
neighboring Cl adatoms (same structure as in Fig. 8.23, Fig. 8.11 and Fig. 8.12). The dI/dV
map of Fig. 8.25b is recorded with Vbias = 0 mV and while the tip follows the height profile
of the topography image of Fig. 8.25a (Vbias = 5 mV, I = 200 pA). As a guide to the eye we
indicate the structure with black dashed lines in both images. The dI/dV signal is localized
above the ligands of the three molecules with two neighboring Cl adatoms since this is where

Figure 8.25.: a) Topography image (Vbias = 5 mV, I = 200 pA) of a structure with three
molecule having two neighboring Cl adatoms (see black dashed lines - same structure as
in Fig. 8.23, Fig. 8.11). b) dI/dV map recorded at Vbias = 0 V (signal modulated with
Vrms = 500 µeV) under an external magnetic field of B = 800 mT and following the height
profile of the topography image in a.
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8. Magnetic coupling in a molecular lattice

the Kondo resonance is seen as a peak in dI/dV at Vbias = −1.8 mV. 1 Interestingly, we note
that the intensity of the dI/dV signal is higher between these molecules than above the parts
of the ligands facing molecules at the edge of the structure (compare the lobes marked with
red and white arrows).

We compare our results to those of [152] where the formation of a Kondo lattice was
studied by investigating the evolution of the Kondo resonance upon the creation of a chain
of Co adatoms on Ag(111). Similarly to our case, the width of the Kondo resonance is the
same for single Co adatoms and when these are part of a chain. This shows that the Kondo
coupling of the impurities to the substrate overcomes any type of magnetic coupling between
the impurities. The emergence of a Kondo lattice is deduced from the intensity variations
of the resonance that indicate a redistribution of the local DOS of the many-body state.
For a Co dimer, the intensity of the resonance is enhanced in between the Co atoms while
chains whose length are in a peculiar range show a clear increase of the Kondo resonance
intensity at their ends. Employing a multi-impurity Anderson model, the authors show that
the redistribution of the Kondo resonance intensity through the chains is due to the coherent
screening of the magnetic impurities and that these chains are thus in the heavy Fermi liquid
regime (see chapter 3 section II.3). The transition from the independent Kondo screening of
the impurities to the heavy Fermi liquid phase is controlled by the inter-atomic distance and
length of the chains.

Here, because we do not observe a splitting or broadening of the Kondo resonance when
increasing the number of molecules that could couple with one another we can conclude that
the coupling of the impurities to the substrate also overcomes any magnetic coupling between
the impurities [104, 15, 215]. Indeed, an increase of the magnetic field (see appendix II, Fig. 4)
or the temperature (see appendix II Fig. 5) does not affect the spectra of the molecules with
two surrounding Cl adatoms differently than the ones with only one surrounding Cl adatom.
The fact that we are in the regime of a strong coupling of the impurities to the substrate
is consistent with the approach experiments (see chapter 6 and appendix II Fig. 3) in the
superconducting phase that showed that the YSR states were in a screened-spin ground
state. This also supports the omission of any direct interaction between the impurities in the
theoretical description of the YSR hybridization in subsection II.2. We should now determine
if the screening of the impurities is coherent, as in [152] (heavy Fermi liquid phase), or
incoherent. The intensity variations in Fig. 8.25 do not allow to discard any scenario. Indeed,
from [152] an increase of the intensity between the impurities could be the sign of a coherent
coupling. Theoretical calculations would be necessary in order to know if this scenario is
realistic given the inter-impurity distance and Fermi wavelength of the substrate. Yet, an
incoherent screening of the impurities would also account for such an intensity distribution:
when the tip is placed above a molecular ligand between two Kondo centers (red arrows in
Fig. 8.25), the intensity increase can be accounted for by the sum of the two (independent
and thus non-interfering) tunneling channels to the two Kondo resonances.

As explained in chapter 3 section II.3, in the Fermi liquid phase, a gap around Fermi
should develop as the heavy fermion band is formed. Here, the limited number of impurities
involved might hinder the observation of the gap (no gap was indeed observed in [152]), we
therefore investigate next the properties of the molecules when a Kagome lattice is formed.

1The intensity distribution of the Kondo resonance is very similar to the one of the YSR states (summing
over all coupled states). We describe in chapter 7 the correlations between the localization and lineshape
variations of the two many-body states. Threfore, we do not further investigate these two aspects in this
chapter.
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Figure 8.26.: a) Topography image (Vbias = −45 mV, I = 30 pA) of a molecular island in
which a Kagome lattice is formed. b) dI/dV spectra (feedback opened at Vbias = 200 mV,
I = 300 pA and signal modulated with Vrms = 1 mV) recorded above the centers and ligands
of two molecules as shown in a. An external magnetic field of 200 mT was applied and a
reference spectrum taken above Pb is shown in black (for the reference spectrum the magnetic
field is 100 mT). c) dI/dV spectra (feedback opened above the ligand of the molecules -for
both positions: center and ligand- at Vbias = 20 mV, I = 150 pA and signal modulated with
Vrms = 50 µV) taken above the same positions as in b but recorded over a smaller energy
range (still under an external magnetic field of 200 mT). The black curves are Frota-Fano fits
and the Γ values are the width of the resonances extracted from the fits for the two different
molecules.

2. The Kondo effect inside the Kagome lattice

We compare in Fig. 8.26 the properties of a molecule indside the Kagome lattice (two
surrounding Cl adatoms - red spectra) to those at the edge of an island and thus also
of the Kagome lattice (one surrounding Cl adatom - blue spectra). On a large energy
range (Fig. 8.26), the two molecules have very similar characteristics. A broad resonance in
the negative bias regime is seen above the ligand (orange and green spectra) and a Kondo
resonance and its replica are seen at Vbias = −1.8 mV and Vbias = −22 mV, respectively. These
results are comparable to those observed in the previous section except for the position of the
Kondo resonance of the molecule at the edge of an island. Indeed, so far, molecules with only
one neighboring Cl adatom have been shown to exhibit this resonance at Vbias = −6.8 mV (see
Fig. 8.4, Fig. 8.7, Fig. 8.23). Yet, this shift of the Kondo resonance closer to the Fermi level is
in accordance with the shift of the YSR state away from the gap edge in the superconducting
state of Pb (see Fig. 8.19 and Fig. 8.22). Because the position of the Kondo resonance
relates to the local electron-hole asymmetry of the system, this shift furthermore supports
the conclusion of section I proposing that the presence of Cl adatoms leads to a charge
redistribution at the interface between the molecular islands and the substrate.
Spectra recorded over a smaller energy range (Fig. 8.26) confirm the absence of a gap

around the Fermi level. The two molecules have very similar dI/dV characteristics with
the presence of a Kondo resonance that appears as a peak above the molecular ligands and
rather like a step above the molecules’ centers. A fit of the resonances with a Frota-Fano
function indicates a larger width and thus stronger coupling for the molecule at the edge of
an island. Beside these different widths, the two molecules behave similarly upon a change
of temperature or external magnetic field (see appendix page 159 Fig. 7 and Fig. 6). The
behavior of the Kondo resonance in the Kagome building blocks and Kagome lattice is thus
very similar with only a shift in position for the moelcules with one neighboring Cl and
a small decrease of the Kondo width in the lattice. A possible explanation for this small
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8. Magnetic coupling in a molecular lattice

decrease might again be that the charge distribution at the surface is affected as it would
also affect the exchange coupling strength (see chapter 3 equation (8.11)).
All in all, our results indicate an incoherent screening of the magnetic impurities with

independent Kondo clouds arranged in a Kagome lattice. In all likelihood, a decrease of
the temperature is necessary to reach the heavy fermion limit with a coherent screening
of the impurities. Besides the temperature, we know from the investigation of the YSR
hybridization that the coupling between the impurities is most likely not mediated by the
RKKY interaction. This may also contribute in decreasing the long range coherence of the
Kondo screening that is necessary for the formation of a heavy fermion band.

IV. Conclusion and outlook
In this chapter, we have studied the coupling of magnetic impurities both in the supercon-
ducting and the normal case. In the first part, we have investigated the influence of different
environments on the coupling of a single impurity to the substrate. In particular, we have
shown that the presence of surrounding adatoms modifies this coupling by influencing the
charge distribution at the interface between the molecular island and the surface. In the
second part, we have investigated the hybridization of YSR states. The coupling between the
YSR states induced by molecules with two surrounding Cl adatoms was demonstrated by the
study of small structures which constitute building blocks of the Kagome lattice. A description
of this coupling with a simple theoretical model yields a good agreement for the coupling of
two and three YSR states. Yet, it has been shown that some of the assumptions had to be
relaxed to account for the experimental data: we should consider either an antiferromagnetic
coupling between the impurities (leading to frustration inside triangular arrangements of the
molecules) or directional-dependent overlap, exchange and Coulomb integrals. Above the
Kagome lattice, we observe a broad YSR band whose distribution agrees well with another
STM work that studied the electronic Kagome band structure obtained in silicene multilayers.
The origin of the coupling mechanism has been assigned either to a mediation by the Cl
adatoms via a super-exchange interaction or to the hybridization of the YSR states with the
Cooper pair condensate (this leads to an enhanced antiferromagnetic coupling when the YSR
energy is close to the Fermi level). We have thus shown that, beyond atom manipulation,
molecular self-assembly could be used in order to create complex long-range networks for
the engineering of YSR coupling. Finally, we wanted to determine in the third section if this
YSR hybridization translates into the formation of a Kondo lattice when the substrate is in
its normal state. We found that the coupling of the magnetic impurities to the substrate
overcomes any type of coupling between the impurities. Moreover, we established that the
screening of the impurities is incoherent with the presence of independent Kondo clouds
arranged in a Kagome lattice. A lowering of the temperature is most probably necessary in
order to reach the transition to the heavy Fermi liquid phase. Yet, since the origin of the
coupling between the impurities in the superconducting state of Pb is not mediated by a
RKKY interaction, it could also be that the coupling mechanism itself hinders the formation
of a delocalized heavy-fermion band.
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Chapter 9

Conclusions

In this thesis we have investigated the properties of porphine molecules on a Pb(111) substrate
by means of scanning tunneling microscopy (STM), scanning tunneling spectroscopy (STS)
and atomic force microscopy (AFM). We studied the mechanisms that dictate their electronic
and magnetic properties and tried to take advantage of them in order to tune various types
of interactions.

First, we characterized the molecular self-assembly of iron-porphine (FeP) molecules after
sublimation of FeP-Cl molecules on a Pb(111) substrate. By investigating the preparations
obtained after deposition on cold and warm surfaces, with and without a post-annealing, we
were able to identify different molecular phases. We have shown that the formation of these
different phases are related to different FeP/Cl ratio on the surface and established that the
most stable arrangement is obtained when this ratio is between 1/2 and 2/3. There, the
Cl adatoms and FeP molecules form a Honeycomb-Kagome lattice (referred to as Kagome
lattice for simplicity). Importantly, the formation of these different phases generate various
surroundings for the FeP molecules that affect both their electronic and magnetic properties.
The rest of the thesis is devoted to their specific study.

Second, we studied the electronic properties of the FeP molecules in the molecular phase
obtained when the FeP/Cl ratio is lower than 1/2. In this phase, we have identified at low
bias voltages two types of molecules, bright and dark. Using AFM we verified that the origin
of these two types is not due to a chemical modification of some of the molecules but was
related to differences in their charge distributions that are then reflected in distinct electronic
properties. The random distribution of Cl adatoms throughout the molecular islands was
found to be most likely at the root of this diversity. Furthermore, we observed quite some
diversity in the fingerprints displayed by dark molecules in STS. There again, this diversity
was attributed to the non homogeneous influence of Cl adatoms within the island. We studied
in detail one of these fingerpints: the occurence of oscillations in the dI/dV spectrum of
some molecules. Based on a model that we proposed in the first chapter in order to explain
the detection of charging rings in STS, we ascribed these oscillations to the manifestation of
local gating effects. More precisely, we introduce a model in which the numbers of image
potential states is modulated by the electric field of the tip. Thereby we demonstrated that
molecules directly adsorbed on a metal substrate can still be gated by an STM tip.

The remainder of this thesis was then dedicated to the study of magnetism and supercon-
ductivity. We started by investigating single Yu-Shiba-Rusinov states. Most precisely, taking
advantage of the molecules’ flexibility, we were able to tune the energy of a YSR state and

135



9. Conclusions

by considering the forces at hand, we identified the ground state of the system. Moreover,
this approach experiment allowed for the tuning of the system through the quantum phase
transition (QPT), from a screened- to a free-spin ground state, and we could highlight its
hallmark characteristics in STS: as the YSR state energy crosses the Fermi level, the electron
and hole weights of the excitation spectrum exhibit discontinuous changes, which are reflected
in a reversal of the YSR asymmetry. Finally, we investigated the different types of transport
processes that occur through the junction as its conductance is increased and showed that
the YSR state could be excited not only by single electrons but also by multiple Andreev
reflections.

Then we focused on another aspect of the YSR state: the spatial variations of its asymmetry.
Studying iron-tetra-pyridyl-porphyrin (FeTPyP) molecules on Pb(111), we established that
there is a clear correlation between the spatial variations of the YSR state these molecules
induce on a superconducting substrate and the spatial variations of the lineshape of the
Kondo resonance induced on a metallic substrate. Interestingly, these distributions and their
variations are very similar to the relative local weights of the highest occupied molecular
orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) of the molecules. We
therefore proposed that these orbitals serve as intermediate states in the scattering of electrons
onto the impurity level. We argued that such a model would lead to a local modulation of
the electron-hole asymmetry of the scattering events, leading in the end to the observed sign
reversal of the YSR asymmetry and Frota-Fano interference factor from the molecular ligand
to the Fe center.
Finally, we investigated in FeP molecules the magnetic coupling of YSR states in the

Kagome lattice. We first characterized the influence of neighboring molecules and Cl adatoms
on the magnetic fingerprints of the molecules. We found that inside an island, when the
molecules have exactly two Cl adatoms in their direct surroundings, they generate a YSR
state well inside the superconducting gap. The small building blocks of the Kagome lattice
exhibit a clear hybridization of the YSR states of such neighboring molecules. Using a model
reported in literature to describe this YSR hybridization, we could reproduce partially the
experimental data. The limitations of the model indicate that the coupling of the molecules is
either anisotropic or antiferromagnetic. We also established that this coupling was mediated
either by a superexchange interaction via the Cl adatoms or by an hybridization of the YSR
states with the Cooper pairs condensate. The YSR band formed in large Kagome domains
was found to agree well with a previous STM experiment reporting on the observation of
the electronic Kagome flat band on silicene multilayers. All in all, this study proved that
molecular self-assembly is a good alternative to atom or molecular manipulation in order
to engineer well-defined networks in which YSR couple. Finally, we described the magnetic
fingerprints of the molecules when the Pb(111) substrate is in its normal state and discussed
the requirements for the emergence of a Kondo lattice.
In a nutshell, this research work shed more light onto the fundamental mechanisms that

govern the electronic and magnetic properties of molecules on superconductors. We have
highlighted that these depend on the fine details of the molecules’ environment and can be
influenced by the presence of an STM tip.
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Additional information for molecules
in the mixed phase

I. Bright/Hybrid molecule displaying
oscillations

In this section, we show that the oscillations characterized in chapter 5 have also been
observed above a bright molecule at the edge of an island. It is not clear if this is due to the
presence of an impurity but we present the observed features in order to give an exhaustive
description of the oscillations.

The molecule of interest is indicated by an arrow in the topography images of Fig. 1a. It is
localized at the edge of an island and is surrounded by a bright and two dark molecules. One
of these neighboring dark molecules is at the edge of the island which is unusual and might
indicate the presence of an impurity that we have not yet identified. The three topography
images in Fig. 1b-d are taken under the very same conditions, but one can see that the
molecule has a different appearance in Fig. 1c. More precisely, it is in this case an hybrid
molecule with its right corner appearing dark. The change of appearance between Fig. 1b
and Fig. 1c was caused by a small tip forming resulting in a modification of the tip apex. The
second change from the hybrid appearance (Fig. 1c) to a bright type (Fig. 1d) was provoked
by a tip approach toward the center of the molecule, as shown later in this paragraph. In
Fig. 1e we show the dI/dV spectra recorded above the center of the molecule in these three
different cases. In the three cases, the molecule exhibits the same features as presented in
Fig. 5.5a: a broad orbital crossing Fermi energy localized on the center and a sharp resonance

Figure 1.: a) Topography image (Vbias = 5 mV, I = 200 pA) of a molecular island with an
arrow indicating the investigated molecule. b-d) Topography image of the same molecule
with the same set point (Vbias = 5 mV, I = 200 pA) but with different tip apexes (b and
c) and before and after a switch of the molecule from hybrid (c) to bright (d). e) dI/dV
spectra taken above the center of the molecule in the different cases b to d (feedback opened
at Vbias = 900 mV, I = 300 pA and signal modulated wit Vrms = 5 mV, the spectra are offset
for clarity and their colors refer to the frame colors of the topography images).
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Additional information for molecules in the mixed phase

Figure 2.: a) and c) Topography images of the investigated molecule (Vbias = 5 mV,
I = 200 pA). c) and d) Sets of dI/dV spectra (feedback opened with Vbias = 900 mV,
I = 300 pA and signal modulated with Vrms = 5 mV) taken along the line shown in the
topography image in a) and c), respectively.

Figure 3.: Tip approach above the center of the molecule shown in the topography images
of Fig. 111. a) Evolution of the current (applied bias Vbias = 900 mV) with tip offset ∆z
(feedback opened at Vbias = 900 mV, I = 300 pA). b) Set of dI/dV spectra normalized to
their conductance at Vbias = 900 mV at different tip offsets as indicated next on the right of
the spectra (spectra are offset for clarity, feedback opened at Vbias = 900 mV, I = 300 pA
and signal modulated with Vrms = 5 mV).

at zero bias assigned to a Kondo resonance. However, the spectra differ quite strongly in the
positive bias regime: the red and blue spectra show oscillations while the violet one does not.
Moreover, we notice that the oscillations of the red and blue spectrum are at different energies
and have different intensities the model proposed in chapter 5 that relate these feature to a
local gating due to the electric field of the tip.
The spatial variations of the oscillations of the molecule in a hybrid state (Fig. 1c) is

investigated in more details in Fig. 2. There, we show in Fig. 2b and Fig. 2d as 2D color-plots
the evolution of the dI/dV spectra taken along the lines shown in Fig. 2a and Fig. 2c,
respectively. In both cases we see that the position of the oscillations shift with the tip
position. More precisely, when the tip is placed above the right corner of the molecule, these
oscillations appear at the lowest energy. Here, we note that the tip position was stabilized
with Vbias = 900 mV and I = 300 pA before opening the feedback for each spectrum. The
absolute height of the tip with respect to the sample plane changes thus from one spectrum
to another. This height modulation makes it harder to relate the shift of the oscillations
position to variations of the electric field but one can still recognize a similar dispersion as in
Fig. 5.13. Furthermore, we see in Fig. 2d that the oscillations change progressively from a
series of peaks to one of dips as the tip is moved from the lowest corner to the top corner of
the corner. This behavior is quite similar to the reversal of the rings’ intensity observed in
Fig. 5.12d.

Finally, we show in Fig. 3 the evolution of the electronic fingerprint above the center of the
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molecule with the tip height. In Fig. 3a, we show the evolution of the current with the tip
height that ensures the stability and reproducibility of the experiment. Similarly to Fig. 5.7
and Fig. 5.14, we stay in the tunneling regime throughout the approach. The evolution of
the dI/dV spectra is shown in Fig. 3b (the spectra are normalized to their conductance at
Vbias = 900 mV). When the tip is far away form the molecule a peak is barely visible around
Vbias = 450 mV, it is progressively replaced by a series of dips that developed at lower energies
when the tip is brought closer to the molecule. Taking a spectrum with ∆z = −250 pm
resulted in the switching of the molecule back to a bright type (see topography image of
Fig. 1D) that do not show the oscillations features anymore.

Because these oscillations have a very similar behavior to the one of those observed above
dark molecules we argue that they should be caused by the same effect: a local gatinf by the
electric field of the tip via a modification of the number of image potential states.

II. Magnetic properties of the molecules
We now characterize the magnetic properties of the bright and dark molecules.

We first analyze the spectra obtained above bright molecules. We display in Fig. 4a dI/dV
spectra recorded above the center (red) and ligand (blue) of a bright molecule as shown in
the topography image of Fig. 4a. Both the center and the ligand of the molecule show the
presence of multiple resonances inside the superconducting gap of Pb (a reference spectrum
taken on bare Pb is shown in black). These can be assign to two and three Yu-Shiba-Rusinov
(YSR) states above the center and ligand of the molecule, respectively (as explained in chapter
6 we measure the dI/dV spectra with a superconducting tip so that the resonances below
Vbias = ±1.35 mV are assigned to thermal excitations).
In order to explain the origin of these different number of YSR states we show in Fig. 4c

and d the evolution with tip height of the dI/dV spectra above the center and ligand of the
molecule, respectively. The spectra are normalized to their conductance at Vbias = 5 mV and
we define ∆z = 0 pm as the distance at which the feedback was opened with Vbias = 5 mV,
I = 200 pA (note that this corresponds to different absolute height of the tip with respect
to the Pb surface for the two approach sets). As one can see, when the tip is far away the
spectra are similar with two pairs of resonances, labeled α and β, at ±1.55 mV and ±2.35 mV.
As the tip is brought closer, the energy of the YSR states change but not in a uniform way.
This change in energy under tip approach is due to the deformation of the molecule as is
explained in details in the next chapter. Above the center, the α YSR state shifts away from
Fermi energy while the β resonance shifts first away from the gap edge and then back toward
it (from ∆z = −20 pm to ∆z = −60 pm). Above the ligand, the α YSR state stays at the
same energy while the β YSR state shifts significantly toward Fermi energy. Additionally, at
∆z = 15 pm, a third SYR state, labeled γ is seen emerging from the gap edge and shifting
toward Fermi energy. Interestingly, in both cases, the YSR states seem to vanish as the tip
is brought close to the molecule: around ∆z = −60 pm for the center position and around
∆z = −30 pm for the ligand position. As one can see from the I − Z curves of Fig. 4e, this
vanishing of the YSR states correlate to a drop in the current above the center and a plateau
above the ligand. The origin of this behavior might be caused by a switching of the molecule
to a dark type (as we will see in the following, these do not induce YSR state) but is outside
the scope of this thesis.

Several phenomena lead to the appearance of multiple YSR states: coupling of single YSR
states [182, 31, 107], magnetic anisotropy in the case of spin systems higher than 1/2 [82],
presence of several unpaired electrons that couple individually to the substrate [150, 180],
or detection of multiple scattering channels with different angular momentum (l = 0, l = 1,

141



Additional information for molecules in the mixed phase

Figure 4.: a) Sepctra taken with a superconducting above the center (red) and ligand (blue)
of a bright molecule along with a reference spectrum taken above the bare Pb surface (feedback
opened at Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 15 µeV) b) Set of
spectra taken above the center of bright molecules that do not have bright neighbor. The
spectra are sorted arbitrarily according to the energy of the α YSR state. c-d) Set of spectra
normalized to their conductance at Vbias = 5 mV taken at different tip offsets (feedback
opened at Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 15 µeV) above the
center and ligand of the molecule shown in the topography image in a). e) Evolution of the
current with tip offset ∆z above the center and liagnd of the same molecule. f-h) Similar
experiment as in c-d) but performed above another bright molecule, that does not have any
bright nearest neighbor.

etc.) from the substrate [56]. Since no bright molecule is in the direct surroundings of the
investigated molecule (in Fig. 4) and since the dark molecules do not show YSR states (see
Fig. 5 and following discussion) a coupling between YSR states seems unlikely. In order to
test the other hypothesis we compare in Fig. 4b dI/dV spectra taken above the center of
other bright molecules that do not have any bright molecule as a nearest neighbor. The
spectra are arbitrarily sorted according to the energy of the α YSR state. We do not see
any correlation of this energy to the β YSR state position. Therefore we can dismiss the
hypothesis of several scattering channels from the surface and the one of a high spin system
with magnetic anisotropy. Indeed, it was shown in [58] that the expected trend cannot explain
the variations in the energy position of the β YSR state neither for the three lowest spectra
of Fig. 4 nor for the approach set shown in Fig. 4c. Multiple YSR states due to magnetic
anisotropy are usually much closer in energy should shift in concerted manner, which does
not appear to be the case for the α and β YSR states. It is thus more likely that these two
YSR states arise form the independent coupling of two unpaired electrons. Approaching the
tip toward to the center or the ligand of the molecule affects the coupling parameters of these
unpaired electrons differently resulting in uncorrelated shift of the YSR states. Interestingly,
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Figure 5.: a) Topography image (Vbias = 20 mV, I = 500 pA) of a molecular island. b)
dI/dV spectra (feedback opened at Vbias = 20 mV, I = 500 pA and signal modulated with
Vrms = 50 µeV) taken above the centers of dark molecules as indicated in a). c) Evolution
of the current with tip offset ∆z (feedback opened at Vbias = 20 mV, I = 500 pA) above
the center of the molecule shown in the inset. d) Set of dI/dV spectra normalized to their
conductance at Vbias = 20 mV taken above the center of the molecule shown in the inset of b
and at different tip offsets ∆z (feedback opened at Vbias = 20 mV, I = 500 pA and signal
modulated with Vrms = 50 µeV).

the γ YSR state seems to follow the variations in energy of the β YSR state in Fig. 4d. This
may be related to one of the two hypothesis discussed above (magnetic anisotropy or multiple
scattering channels).

However, we also note that the behavior of the YSR states under tip approach vary rather
significantly from one molecule to another. Fig. 4f and g show such evolution of the dI/dV
spectra recorded above the center and ligand of another bright molecule that does not have
any direct bright neighbor. There, above the center, one can see that the variation in energy
of the α YSR state is stronger than in Fig. 4c before vanishing at ∆z = −180 pm. More
noticeable are the differences in the tip approach performed above the ligand of the molecules:
in Fig. 4g we do not observe a shift of the β YSR state nor the appearance of another YSR
state upon approach but only variations of the α YSR energy. The evolution of the current
above both molecules (shown in Fig. 4e and h is quite comparable, notably with a drop above
the center of the molecule at close distance (small variations in the I − Z curves above the
ligands are most likely related to slight differences in the tip positions). All in all, these results
indicate that the bright molecules have at least two unpaired electrons that are coupled to
the superconducting substrate. Small variations in the surroundings of the molecules, most
likely related to the presence of chlorine adatoms, seems to have an important impact on the
energy position of the YSR states induced by these unpaired electrons.

We now investigate the magnetic fingerprints of dark molecules. Fig. 5b show four exemplary
spectra recorded above dark molecules as shown in the topography image in Fig. 5a. A
reference spectrum taken above the bare Pb(111) surface is also shown in grey. As one can see
from the red and orange spectra, some molecules show pairs of symmetric peaks around Fermi
energy and outside the superconducting gap that we attribute to inelastic spin excitation.
Fig. 5d shows the evolution of the dI/dV spectra above such a molecule upon tip approach
(see topography image in the inset of Fig. 5c). When the tip is far away, one can distinguish
a pair of small peaks at Vbias = ±10.5 mV. As the tip is brought closer, these peaks become
sharper and shift slightly toward higher energy. Conjointly, a second peak starts to become
visible at higher energy. When ∆z = −150 pm, the two peaks appear to shift slightly back to
Fermi energy. As mentioned above we assign these peaks to inelastic spin excitation: such
peaks have been observed at similar energies for FeTPyP molecules on Pb(111) [3] and the
energy shift with tip height seems to be in accordance with studies performed above Fe-OEP
molecules on Pb(111) [88]. More precisely, the energy shift is caused by a modification of the
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ligand field and resulting anisotropy parameters due to the small distortion of the molecule
under the tip. As will be explained in details in the next chapter, at the beginning of the
tip approach, the molecule is attracted to the tip which results in a decrease of the coupling
strength between the magnetic impurity and the substrate. This leads to an increased lifetime
of the excited states and explains the fact that the peaks becomes sharper upon tip approach.
Because we observe up to two pairs of symmetric steps and since the molecule in gas phase
has a spin 1 it is most likely that the spin state of the dark molecules is as well 1. The
inelastic excitations would then correspond to the transitions |ms = 0〉 ↔ |ms = ±1〉 in the
case of a single peak and |ms = 0〉 ↔ |+ 1〉 ± | − 1〉 (see chapter 3).
The behavior of the relative intensities of the two pairs of peaks in Fig. 5b is then quite

peculiar: if the underlying excitation are |0〉 → |+ 1〉 − | − 1〉 and |0〉 → |+ 1〉+ | − 1〉 then
the two peaks should have the same intensities. Yet, the second excitation is not visible
at high tip-sample distance and remains slightly less intense than the first one at shorter
distance. A possible explanation might lie in a stronger coupling of this excited state to the
environment which then strongly decrease its lifetime and make it too broad to be detected.
Indeed, in the case of Fig. 5d, the first excitation stays below 10 meV while the second one is
above 13 meV so that the latter may couple to the second phonon band of Pb [213] while the
former does not. In order to confirm this hypothesis further analysis should be performed
since it appears that the energy of the inelastic excitations vary from one molecule to another.
Furthermore, above some molecules, no clear peak is visible in the energy range of ±20 mV as
is demonstrated by the yellow spectrum of Fig. 5b. Finally, we mention that less than 1% of
the investigated dark molecules show asymmetric peak in energy outside the superconducting
gap (blue spectrum of Fig. 5b). An influence of the electric field on the excitation may be
related to this difference in energy depending on the bias polarity but a more careful study
should be carried out in order to explain this peculiar behavior.
All in all, we see that the magnetic fingerprints of the bright and dark molecules differ

quite strongly and we note that the former have a much stronger coupling to the substrate
than the latter since they display YSR states that are absent above dark molecules.
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Deconvolution of dI/dV spectra

As explained in chapter 2 and 3, the use of a superconducting tip leads to a convolution of
both tip and sample density of states (DOS) in the dI/dV spectra. We present here the
numerical deconvolution procedure used to obtain the sample DOS from dI/dV spectra. This
is done similarly to [32].
The tunneling current is given by equation 2.6 as in chapter 2

I ∝
∫

[f(ω − eV )− f(ω)]ρt(ω − eV )ρs(ω)dω (1)

The differential conductance is thus the sum of two integrals.

dI

dV
=
∫
−e[f(ω− eV )− f(ω)]∂ρt

∂E
|E=(ω−eV )ρs(ω)dω+

∫
−e ∂f

∂E
|E=ω−eV ρt(ω− eV )ρs(ω)dω,

(2)
These two integrals are of the form

∫
K(ω)ρs(ω)dω with

K1(ω) = [f(ω − eV )− f(ω)]∂ρt
∂E
|E=(ω−eV ) (3)

K2(ω) = ∂f

∂E
|E=ω−eV ρt(ω − eV ) (4)

These integrals can be numerically approximated if the sampling on the energy ω is fine
enough to capture the main features and if one chooses a cutting energy ωmax that is high
enough: ω = [−ωmax : dω : ωmax] ωi, i = 1...N . Similarly, we discretize the voltage range
over which the dI/dV spectra are recorded: V = [−Vmax : dV : Vmax] Vj , j = 1...M .

The difference conductance is then a matrix product:

dI

dV
= K × ρs, (5)

where K = K1 + K2 depends only on the tip DOS that we assumed to be BCS like (see
equation 3.39).
The sample DOS is then obtained by pseudo-inverting the matrix K:

ρs = K−1 × dI

dV
, (6)

To ensure the consistency of the deconvolution procedure we reconvolve the resulting DOS
with the K matrix and verify that the obtained spectrum corresponds to the original dI/dV
data.
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Approach series

We present in this appendix approach series recorded above the centers of FeP molecules in
various environments. As explained in chapter 6, if the FeP molecule carries a spin, such
measurements affect its exchange coupling strength to the substrate electrons. This change of
coupling strength is usually reflected in a shift of the corresponding Yu-Shiba-Rusinov (YSR)
state.

Most of the approach series we present are thus shown to evidence the presence (or absence
for Fig. 5) of a YSR state that is very close to the gap edge when the tip is far away. For all
spectra, the feedback was opened at Vbias = 5 mV and I = 200 pA and the tip height varied
by an offset ∆z as indicated in the Figures (∆z > 0 corresponding to a tip retraction). All
dI/dV spectra are recorded with a modulation of the lock-in voltage by Vrms = 15 µeV. The
spectra are normalized to their conductance at Vbias = 5 mV. The I − Z curves are recorded
under a bias voltage of Vbias = 5 mV.

Molecule out of an island

We first show the approach experiment performed above the Fe center of a molecule dragged
out of an island as shown in the topography image of Fig. 1a. The six-fold symmetry of
the molecule is attributed to its fast rotation as explained in chapter 8. The I − Z curve of
Fig. 1b shows that the approach experiment is stable and reproducible. The set of dI/dV
spectra recorded at various tip offsets ∆z is shown as a 2D-color plot in Fig. 1c. As the tip
is brought closer to the molecule, a YSR state shifts from the gap edge towards the Fermi
level. For ∆z > −260 pm the shift reverses back toward the gap edge which could indicate
the crossing of the quantum phase transition (QPT) (see chapter 6, the intensity changes are
unfortunately not clear within our resolution).

One triangular unit

We analyze in Fig. 2, the effect of a tip approach above the center of a molecule that is part of
a triangular unit which constitutes the Kagome building block (see chapter 4). The triangular
unit is indicated by black dashed lines in the topography image of Fig. 2 and a black dot
indicates the position at which the approach experiment is carried out. The I − Z curve of
Fig. 2b shows that the approach is stable and reproducible. The set of dI/dV spectra shown
in Fig. 2c demonstrates the presence of a YSR state at the gap edge when the tip is relatively
far away.

The Kagome unit cell

We now characterize the fingerprints of molecules that are part of a structure that consists of
two triangular units (this is the Kagome unit cell, see chapter 4) as indicated by black dashed
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Figure 1.: a) Topography image (Vbias = 5 mV, I = 200 pA) of a molecule dragged out of an
island. b) I − Z curve recorded above its Fe center showing the stability of the experiment.
c) Set of dI/dV spectra taken at different tip offsets ∆z that show the presence of a YSR
state close to the gap edge when the tip is (relatively) far away.

lines in the topography image of Fig. 3a. We first analyze the properties of the molecule
that is surrounded by two Cl adatoms (its center is indicated by a black circle in Fig. 3a).
The I − Z curve recorded above its Fe center ensures the stability and reproducibility of the
approach experiment. The set of dI/dV spectra shown in Fig. 3c shows that the YSR state
at ±1.9 initially shifts toward the Fermi level upon tip approach. This indicates that the
YSR state is in a screened-spin ground state (see chapter 6). Importantly, no additionnal
YSR state is seen shifting away from the gap edge. The assymetry of the coherence peaks at
∆z = 0 pm (see chapter 8) is thus due to the background conductance.

In Fig. 4, we analyze the effect of a tip approach above the center of a molecule at the edge
of the structure consisting of the Kagome unit cell (see black dashed lines and black dot in
the topography image of Fig. 3a). Here again, the I −Z curve shows that the tip approach is
stable and reproducible. The set of dI/dV spectra of Fig. 4c show that a YSR state shifts
away from the gap edge as the tip is brought closer.

FeP pure phase

We finally show the results for molecules in the phase in which no Cl adatom is present (see
chapter 4, section II.4). In Fig. 5b we display the I − Z curve recorded above the center of
one of these molecules: the approach experiment is stable and reproducible. At ∆z = 0 pm,
no asymmetry of the coherence peaks is seen and upon approach we do not see the emergence
of any YSR statea. The peaks seen at ∆z = −150 pm and ∆ = −200 pm are caused by
multiple Andreev reflections (see chapter 6, the grey dashed lines indicate (∆tip + ∆sample)/n
where n = 2, 3, . . . , 7).
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Figure 2.: Topography image (Vbias = 5 mV, I = 200 pA) of a triangular building block
of the Kagome lattice, as indicated by black dashed lines (see chapter 4). b) I − Z curve
recorded at the position indicated by the black dot in a. c) Set of dI/dV spectra recorded at
the same position with different tip offsets that evidence the presence of a YSR state close to
the gap edge when the tip is relatively far away.

Figure 3.: a) Topography image (Vbias = 5 mV, I = 200 pA) with a structure that consists
of the Kagome unit cell (see chapter 4), as indicated by black dashed lines. b) I − Z curve
recorded above the center of the central molecule of the structure, as indicated by the black
circle in y. c) Set of dI/dV spectra recorded above the same position that show that the
YSR state is in a screened-spin ground state. Importantly, no additionnal YSR state is seen
shifting from the gap edge.
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Figure 4.: a) Topography image (Vbias = 5 mV, I = 200 pA) of a structure consisting of the
Kagome unit cell (see chapter 4). b) I − Z curve recorded above the center of a molecule at
the edge of the structure as indicated by the black circle in a. c) Set of dI/dV spectra at
different tip offsets ∆z that show the presence of a YSR state at the gap edge at ∆z = 0 pm.

Figure 5.: a) Topography image (Vbias = 5 mV, I = 200 pA) of the molecular arrangement
obtained when no Cl adatom is present (see chapter 4 section II.4). b) I − Z curve recorded
above the center of a molecule. c) dI/dV spectra recorded at different tip offsets as indicated
in the graph. The grey dashed lines indicate the position of the multiple Andreev reflections
(see chapter 6).
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I. Molecular assembly
The size of the Kagome lattices shown in the main part of this thesis are relatively small. We
show in Fig. 1 a topography image of an island in which much larger Kagome domains are
formed, as indicated by the red and blue lines in the top of the topography image. A fine
tuning of the annealing temperature and post-cooling of the sample is probably necessary to
optimize the growth of these large domains. Still, from these large domains it is clear that the
molecular self-assembly described in chapter 4 is indeed a very good alternative (as compared
to lateral manipulation of adatoms) for the growth of system in which Yu-Shiba-Rusinov
(YSR) states are coupled (see chapter 8).

II. Magnetic fingerprints in the
superconducting state

In chapter 8 we demonstrate that the YSR states induced by the molecules inside the Kagome
lattice, i.e. with two neighboring Cl adatoms (see chapter 4), hybridize with one another and
form YSR bands. Here, we show that the other molecules inside such islands (with one or no
neighboring Cl adatoms) do not exhibit signs of YSR coupling.
In Fig. 2a we show a topography image of an island in which a Kagome lattice is formed

(see black dashed lines) and whose holes are partially occupied by FeP molecules. These
molecules have no Cl adatoms in their surroundings. In Fig. 2b we present the dI/dV spectra
recorded with a superconducting tip above three of these molecules (as indicated by dots
in Fig. 2a) along with a reference spectrum taken above the bare Pb surface (black). They
exhibit a YSR state very close to the gap edge (an enhanced view of the spectra is shown in
the right panel), but with small variations in its energy from one moleule to another.
In order to study molecules at Kagome domain boundaries we show in Fig. 3b-f dI/dV

maps recorded while following the height profile of the topography image in Fig. 3a. In
this topography image one can identify several Kagome lattice that are indicated with
lines of different colors. The dI/dV maps are taken with a superconducting tip so that
Vbias = 1.34 mV corresponds to the Fermi energy of the sample. At zero energy (Fig. 3b), the
dI/dV signal is intense above some of the domain boundaries (for instance in the left part of
the image, between the red, orange and green lattices) but not all (e.g. the central part of
the image between the red and violet lattices). At Vbias = 1.7 mV, the signal is intense above
the Kagome lattices and vanishes at the domain boundaries: this corresponds to a YSR band

151



Kagome lattice - additional information

as discussed in chapter 8. At higher energies, molecules at the edge of the island show a YSR
state (see Fig. 3d), but here again with energy variations from one molecule to the other (see
chapter 8 Fig. 8.22). The same is observed for molecules at domain boundaries within the
island: for instance in Fig. 3f, a clear dI/dV signal is detected between the red and blue
lattices (top-right) but not between the blue and violet ones.

All in all this indicates that the presence of chlorine is crucial to enable the YSR coupling
and other mechanisms than the Ruderman-Kittel-Kasuya-Yoshida (RKKY) coupling (see
chapter 3 section I.2) have to be considered, as discussed in chapter 8.

III. Magnetic fingerprints in the normal state
Since the YSR states show a coupling inside the Kagome lattice, we are interested if a Kondo
lattice forms in the normal state. This should then happen between molecules that have two
neighboring Cl adatoms. Here, we show additional information that the Kondo resonance
behaves the same upon a change of magnetic field or temperature, for molecules that should
couple and those that should not.

1. Kagome building blocks
In Fig. 4, we investigate the Kondo effect in a structure with two molecules having two
neighboring Cl adatoms (see black dashed lines). We compare the spectra taken above the
center and ligand of one of these molecule (that might be coupled) to those taken above a
molecule at the edge of the structure (which should show no sign of coupling). For both
molecules, the spectra taken with an external magnetic field of 800 mT (black) and 3 T (red)
are extremely similar.
We investigate in Fig. 5 a similar structure and analyze the temperature dependence of

the dI/dV spectra. Besides a broadening that can be fully explained by the Fermi-Dirac
broadening, no change is observed in the dI/dV lineshape. Both results seem to dismiss any
type of coupling between the two molecules having two neighboring Cl adatoms.

2. Kagome lattice
To confirm the similarities between molecules that should couple and the ones that should
not we study the temperature dependence of the Kondo resonances when the Kondo lattice
is formed. The resonances are more intense and better resolved above the molecular ligands
(see Fig. 6), we therefore use these positions to carry out the analysis. For each molecule
investigated in Fig. 6b, we record a dI/dV spectrum at various temperature and fit it with a
Frota-Fano function. Fig. 6c shows one of the data set (lowest molecule at the edge - dark
blue circle in Fig. 6a). As explained in chapter 7, equation 7.3, we extract the intrinsic width
of the resonance and convert it to a Fano width [61]. The evolution of the Fano width of the
resonances with temperature is shown in Fig. 6d (filled dots, the error bars correspond to the
standard deviations of the fits and the different colors to the different positions as shown in
Fig. 6) and can be fitted (solid lines) for all four molecules with [155, 231]:

ΓFano(T ) = 2
√

(αkBT )2 + (kBTK)2 (1)

where ΓFano is the full Fano width of the resonance, T the temperature, TK the Kondo
temperature and α a phenomenological fit parameter.
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This confirms that the molecules at the edge of the island exhibit a stronger coupling to
the substrate and also shows that the behavior for all molecules is very similar, discrediting
the hypothesis of a coherent Kondo lattice.
Similarly, we show in Fig. 7 the evolution of the Kondo resonance under an external

magnetic field. Here again, no difference is detected between the molecules, besides different
width.
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Figure 1.: Topography image (Vbias = −45 mV, I = 30 pA) of an island in which large
Kagome domains are formed as indicated in the top part with blue and red lines.
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Magnetic fingerprints in the normal state

Figure 2.: a) Topography image (Vbias = −45 mV, I = 50 pA) of a molecular island in
which the Kagome lattice (see chapter 4) is formed as indicated by the black dashed lines. b)
dI/dV spectra taken above molecules that occupy holes of the Kagome lattice as shown in a.
The spectra are taken with a superconducting tip and a reference spectrum is shown in black
(feedback opened at Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 25 µeV).
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Kagome lattice - additional information

Figure 3.: a) Topography image (Vbias = 5 mV, I = 50 pA) of a molecular island in which
several Kagome lattices can be identified, as indicated by color lines. b-f) dI/dV maps
(Vrms = 25 µeV) recorded with a superconducting tip (Vbias = 1.34 mV corresponds to
the Fermi energy of the sample) following the height profile of the topography image of a.
Domains boundaries show YSR states at various and diverse energies.
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Figure 4.: a)Topography image (Vbias = 5 mV, I = 200 pA) of a structure with two molecules
having two neighboring Cl adatoms (see black dashed lines). b) dI/dV spectra (feedback
opened at Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 500 µeV) taken above
the centers and ligands of the molecules as indicated by the letters and under an external
magnetic field of 800 mT (black), 3 T.

Figure 5.: a)Topography image (Vbias = 5 mV, I = 200 pA) of a structure with two molecules
having two neighboring Cl adatoms (see black dashed lines). b) dI/dV spectra (feedback
opened at Vbias = 5 mV, I = 200 pA and signal modulated with Vrms = 500 µeV) taken above
the centers and ligands of the molecules as indicated by the letters at 1.1 K (black) and 10 K
(red).
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Figure 6.: a) Topography image (Vbias = −45 mV, I = 30 pA) of an island where the Kagome
lattice is formed. b) dI/dV spectra (feedback opened at Vbias = 10 mV, I = 150 pA and
signal modulated with Vrms = 50 µeV) taken above the centers and ligands of molecules as
shown a. Evolution of the Kondo resonance above the ligand of the lowest molecule in a (dark
blue) with temperature with Frota-Fano fits in red. d) Evolution with temperature of the
width of the Kondo resonance for the four molecules shown in a. Error bars are the standard
deviation of the Frota-Fano fits and lines are fits of the data with 2

√
(αkBT )2 + (kBTK)2

[155, 231].
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Figure 7.: a) Topography image (Vbias = −45 mV, I = 30 pA) of an island in which the
Kagome lattice is formed. b) Evolution of the width of the Kondo resonance above the two
positions shown a) as obtained from Frota-Fano fits of the sets of dI/dV spectra (feedback
opened at Vbias = 10 mV, I = 150 pA and signal modulated with Vrms = 50 µeV) displayed
in c) and d).
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