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Understanding an instability in vibrated granular monolayers
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We investigate the dynamics of an ensemble of smooth inelastic hard spheres confined between two horizontal
plates separated by a distance smaller than twice the diameter of the particles, in such a way that the system is
quasi-two-dimensional. The bottom wall is vibrating and, therefore, it injects energy into the system in the
vertical direction and a stationary state is reached. It is found that if the size of the plates is small enough, the
stationary state is homogeneous. Otherwise, a cluster of particles is developed. The instability is understood by
using some effective hydrodynamic equations in the horizontal plane. Moreover, the theoretical prediction for
the size of the system above which it becomes unstable agrees very well with molecular dynamics simulation

results without any fitting parameter.
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I. INTRODUCTION

A granular system is an ensemble of macroscopic particles,
named grains, that interact via inelastic collisions. When two
grains collide, because of their macroscopic character, part of
the kinetic energy associated to the center of mass of the par-
ticles is dissipated, exciting other degrees of freedom. Hence,
besides the fact that granular matter is ubiquitous in nature,
these systems are very interesting from a theoretical point of
view because they are intrinsically out of equilibrium [1].

Experimentally, it is relatively easy to generate stationary
states by just vibrating the walls of the container of the
system. In these states, the energy injected in the system is
compensated by the energy dissipated at collisions. The price
to be paid is that the steady state is highly inhomogeneous,
as can be understood from the generalized Navier-Stokes
equations describing the dynamics of the system [2,3]. An
exception to this is a granular system placed in a vertically
vibrated quasi-two-dimensional (Q2D) shallow box. In this
case, the stationary state can be considered as homogeneous
when projected in the horizontal plane and, if observed from
above, the system behaves as a two-dimensional fluid. Actu-
ally, in recent years, many experiments have been performed
under these conditions [4—12]. Experiments can be carried out
with or without a top lid, with gravity in the last case being
responsible for the Q2D confinement. Typically, the system
is vibrated sinusoidally in the direction perpendicular to the
plates with frequency w and amplitude A that is always much
smaller than the height of the system, H,i.e., A < H. Most of
the experiments are performed with smooth plates, although in
some cases a rough one is used [5]. On average, particles gain
energy in the vertical direction through collisions with the
vibrating walls and it is transferred to the horizontal degrees
of freedom via collisions between particles, where energy is
also dissipated as a result of inelasticity. Experiments show
that, for a wide range of the parameters, the system reaches
a homogeneous stationary state. On the other hand, it is also
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observed that the system becomes unstable by increasing the
density and/or varying the parameters controlling the vibrat-
ing walls. In Refs. [4,13], in which there is no top lid and the
Q2D confinement is due to gravity, it is found that the instabil-
ity depends on the dimensionless parameter I' = AT’”Z, with g
being the gravitational acceleration. On the other hand, when
the confinement is due to the presence of a top lid and the
effect of gravity can be neglected, as in Refs. [6,7], the rele-
vant parameter is the dimensionless amplitude A/o. In both
cases, there is a regime in which an aggregate surrounded by
a more dilute hotter phase is formed. Let us also mention that,
depending on the averaged density, the coexistence is between
a solidlike phase and a liquidlike phase [4,12] or between a
liquid and a gas [6,7]. It is worth pointing out that both situa-
tions probably correspond to fully different phase transitions.

In recent years, there have been many efforts to understand
this phenomenology. For example, it is known that, in the
context of hydrodynamics, the instabilities are triggered by a
negative compressibility in the associated horizontal equation
of state [6,12,13] and some of the phases have been charac-
terized [9,10]. Nevertheless, there are still many points that
are not clear. In particular, what are the essential ingredients
leading to this kind of instability? Why is the compressibility
negative? Can the equation of state in the horizontal plane be
derived from a microscopic point of view? In any case, what is
the mechanism that stabilizes and destabilizes the system? In
order to tackle these questions, some two-dimensional (2D)
models have been considered. As the system is Q2D, it is
expected that the actual three-dimensional (3D) dynamics
could be substituted by an effective 2D dynamics in which
energy is injected by some kind of mechanism as, for example,
in the the stochastic thermostat [14] or in the so-called A
model [15]. Nevertheless, both models have been extensively
studied, and it has been found that the homogeneous station-
ary state that is reached in the long time limit is always stable
[16—18]. Very recently, a new 2D model has been formulated
in which the homogeneous stationary state is unstable [19],
but the proposed microscopic dynamic is defined in terms of
some parameters that, in principle, must be fitted.
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FIG. 1. Schematic representation of the model.

The objective in this paper is to introduce a simple model
that captures the phenomenology of the experiments and that
lets us address the aforementioned questions in the simplest
situations. We will consider that the system is confined be-
tween two walls and gravity can be neglected. We will also
restrict ourselves to sufficiently dilute systems. In this sense,
our theory is closer to describe the experimental setup consid-
ered in Refs. [6,7], but probably requires some modifications
for the description of the one of Refs. [4,13]. The remainder
of the paper is organized as follows. In the next section,
the model is introduced. It is shown that, for a wide range
of the parameters, the homogeneous stationary state that is
reached is stable and that it turns unstable when increasing
the density. In Sec. I1I, the homogeneous phase is studied and
characterized by the horizontal and vertical temperatures. The
stability of this homogeneous phase is studied in Sec. IV and
the origin of the instability is clarified. Finally, Sec. V contains
some final comments and a summary of the conclusions.

II. THE MODEL

To properly describe the energy transfer from the vertical
to the horizontal direction, we consider a simple 3D model: an
ensemble of N inelastic hard spheres of mass m and diameter
o, confined between two flat planes located at z =0 and
z = H. Tt will be assumed that H < 20 so that particles cannot
jump on to each other and the system can be considered to
be Q2D (see Fig. 1). The plates are square shaped of area
L x L with L > H and periodic boundary conditions are used
in the horizontal directions. The collisions between particles
are inelastic, characterized by a constant (independent of the
relative velocity) coefficient of normal restitution, o (0 < o <
1, being the collisions elastic for « = 1). The collisions with
the two walls are elastic and the top wall is at rest, so that the
horizontal components of the velocity of a particle colliding
with it does not change and v, — —v,. The bottom wall will
be modeled as a sawtooth wall of velocity v, i.e., all particles
colliding with the wall find it with a constant velocity v,
in the direction of positive z. The position of the wall can
be taken as fixed since the amplitude of the wall motion
is assumed to be very small as compared with H. Hence,
when a particle collides (elastically) with the bottom wall, its
horizontal velocity remains unchanged, while v, — 2v, — v..
This kind of collision always injects energy into the system.
Note that friction between particles and the wall is neglected
and the total horizontal momentum of the system is a constant
of the motion. In this way, experimental situations in which
friction of the particles with the walls plays a dominant
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FIG. 2. Snapshot of a configuration of a MD simulation where
the cluster shows up (the system is observed from above). The values
of the parameters of the system are given in the main text.

role are beyond the range of application of the theory being
developed here.

We have performed molecular dynamics (MD) simula-
tions of the model, finding that it exhibits the main features
observed in the experiments: For a wide class of values of
the parameters, the system reaches a homogeneous stationary
state and, when increasing the density at fixed size, a dense
cluster surrounded by a gas is developed. In Fig. 2, a snapshot
of a configuration of a MD simulation where the cluster
is formed is shown (the system is seen from above). The
parameters of the simulations are N = 2000, « = 0.9, H
1.50, L = 1150 (so that the effective 2D density is 2’—2
0.1502), and v, = 0.01[229]"? where T(0) is the initial
horizontal granular temperature. The granular temperature is
defined as usual by setting the Boltzmann constant equal to
unity [1]. Note that the results are similar to the ones of
Refs. [6,7] in which a liquidlike phase surrounded by a hotter
gas is observed, although in these references the height of the
system is of the order of 100

&

III. THE HOMOGENEOUS PHASE

To study the homogeneous dilute phase, we will admit,
in the same spirit as in Ref. [13], the existence of a closed
description in terms of the 2D density, n, the horizontal
temperature, 7, and the vertical temperature, 7,. The idea
is that since energy is injected in the vertical direction and
transferred to the horizontal directions through collisions,
this is the minimal number of variables to understand the
dynamics of the homogeneous system. Total momentum in
the plane does not play any role in this context, as it is a
constant of the motion. In the low-density limit, assuming that
the system is very thin, i.e., € = =2 « 1, and that collisions
between particles are nearly elastic, | — o < 1, the evolution
equations are

dT—z\/? ld—orsom-r 1
E_ an ( a) ?(z )| (

dT. 4 1 2
S S e T - Ty + 22T ()
m €0

dt 3
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Let us discuss briefly each term in the above equations.
The first term on the right-hand side of Eq. (1) describes the
energy loss due to inelastic collisions between particles in a
2D system [1]. The second term in the same equation is the
kinetic energy transfer from the vertical degree of freedom to
the horizontal ones that is proportional to the difference of
temperatures times the thermal horizontal velocity. We have
taken the elastic limit reported in Ref. [20] from kinetic theory
tools. This term also appears in Eq. (2) but with a different
sign and multiplied by 2 due to the difference in the definition
of vertical and horizontal temperatures in terms of the kinetic
energy. Finally, the second term in the right-hand side of
Eq. (2) describes the energy injection due to the vibrating
wall. In this case, the term can be evaluated exactly as it is
proportional to v, times the pressure of the granular gas just
above the vibrating wall in the direction perpendicular to it
[21]. In fact, these equations can be derived starting from a
Boltzmann kinetic equation for the monolayer and carrying
out an expansion in € approximating the velocity distribution
function by a Gaussian with two temperatures [22]. The only
difference is that the energy transfer terms have a nontrivial
dependence on o neglegible in the quasielastic limit being
considered here.

Equations (1) and (2) admit only one stationary solution,
T; and T ;, that can be easily calculated as a function of the
inelasticity, density, and dimensionless heigh, €. From Eq. (1),
the quotient of the stationary temperatures, y = % is

y=1+ 3(1—2“) (3)
€
that is density independent. Moreover, it is always equal or
greater than one, with equipartition holding only in the elastic
limit. The stationary horizontal temperature is now obtained
from Eq. (2),

2
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Remarkably, it is proportional to n~2, so that the pressure in
the stationary state, defined as p(n) = nT;(n), goes as n~!, and
the compressibility of the nonequilibrium steady state is neg-
ative. Note that this dependence is a direct consequence of the
particular way in which energy is injected and transferred in
the monolayer. The divergence of the stationary temperature
for n — 0 comes from the fact that energy is always injected
in a particle-wall collision.

To test the accuracy of the predictions given by Egs. (3) and
(4), we have performed MD simulations, measuring the hor-
izontal and vertical temperatures. The simulations were run

for systems with N = 500, no? = 0.03, v, = 0.01[@]1/2,
two different values of the height, ¢ = 0.5 and € = 0.2, and
different values of the coefficient of normal restitution in the
range 0.7 < o < 0.95. The initial condition was taken to be
a Gaussian with two temperatures. For these values of the
parameters, it is found that, independently of the initial con-
dition, the system always reaches a homogeneous stationary
state. In Fig. 3, the quotient of the stationary temperatures,
y, measured in the simulations is plotted as a function of
the inelasticity for € = 0.5 (circles) and € = 0.2 (squares).
The solid and dashed lines are the corresponding theoretical
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FIG. 3. Ratio of the stationary temperatures, y = % measured
in the simulations as a function of the inelasticity for ¢ = 0.5
(circles) and € = 0.2 (squares). The solid and dashed lines are the
corresponding theoretical predictions given by Eq. (3).

predictions given by Eq. (3). As can be seen, the agreement
between the MD simulation results and the theoretical predic-
tion is excellent and only some discrepancies are obtained for
the stronger inelasticities. This was expected as the theoretical
predictions are obtained for mild inelasticities. In Fig. 4, the
stationary horizontal temperature scaled with mvg is plotted
as a function of the inelasticity for € = 0.5. The circles are
the simulation results and the solid line is the theoretical
prediction given by (4). The same is represented in the inset
for € = 0.2. Again, the agreement between the simulation
results and the theoretical prediction is very good. This is
remarkable since there is not any adjustable parameter. Notice
that the scale of the dimensionless quantity mle[% is of order 10°
and 107 for € = 0.5 and € = 0.2 respectively. This is because
there are two small dimensionless parameter, € and no?, that
contribute to the increase of the stationary temperature, as can
be seen in Eq. (4).

A stability analysis of Egs. (1) and (2) shows that the
stationary solution is linearly stable [22]. In fact, the matrix
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FIG. 4. Stationary horizontal temperature scaled with mvﬁ as a
function of the inelasticity for e = 0.5. The circles are the simulation
results and the solid line is the theoretical prediction given by (4).
The same is represented in the inset for € = 0.2.
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associated to the linear dynamics of 7 =T — T and 67, =
T. — T. has two eigenvalues, one of which is always the
slowest one and, in addition, goes to zero in the elastic limit.
Then, there is a timescale in which the dynamics is dominated
by this slowest mode and a description in terms of only one
temperature, 7, is valid. In the following, we will call it
“homogeneous hydrodynamic” timescale. In this timescale,
the evolution equation for the temperature is

d
—8T ~ —B4T, @)
ds

where we have introduced the dimensionless time ds =

27;

no dt and B is the absolute value of the slowest eigen-

value that is a known function of @ and €. We do not give its
explicit expression here since it is not very illuminating.

IV. THE NONHOMOGENEOUS CASE

Now, let us suppose that there are gradients in the horizon-
tal plane. The previous results make plausible a description in
terms of the 2D density, n(r, t), 2D flow velocity, u(r, ), and
horizontal temperature, 7 (r, t). The evolution equations for
these fields are assumed to be of the form

0
a’: ~V - (), 6)
ou 1
— =—-u-Vu— —V_.P, @)
ot nm
oT 1
o =-Gn,T)—ua-VT ——=(Vu:P+V.q), (8
n

where P is the pressure tensor and q is the heat flux.
In the low-density limit and to Navier-Stokes order,

Buj 4 3;‘/ —§;V-u), and q =
—«VT — uVn, where n is the shear viscosity, k is the
(thermal) heat conductivity, and u is an additional transport
coefficient called diffusive heat conductivity that couples the
heat flux with the density gradients and that is peculiar to in-
elastic collisions [2]. The unknown term G(n, T') describes the
homogeneous evolution of the temperature. All the gradient
contributions coming from the cooling and heating rate are
neglected.

The system of Eqgs. (6)—(8) admits a homogeneous station-
ary solution, n(r,t) = ng, u(r,t) =0, and T'(r,t) = T;. The
two constants n; and 7; must be related by Eq. (4), which has
to be equivalent to G[n;, T;(ns)] = 0. The objective now is to
investigate whether this state is linearly stable. To do that, it
is convenient to introduce the dimensionless deviations of the

we assume Pj; = nTd;; — n(5t

fields around the homogeneous stationary solution p = "=,
W= /2T u,and 6 = TTJ , as functions of the dimensionless

timescale, s, and dimensionless space variable 1 = n;or. Let
us also introduce the Fourier components of these functions
through yx = [ dle"®'y(1) and let us decompose w into
its parallel, wy | = wy - %,
components (k; is a unit vector perpendicular to k). The
evolution equation for the transversal component is % Wk | =
—7k*wy_ 1, that is decoupled from the rest of Fourier compo-

and transversal wg = wyg - k|

nents, that verify

3 Pk Pk
a wk7‘| :L wk,H . (9)
9k Gk
with
0 ik 0
L=—| ik k? k|, (10)
2B + k> ik B +KK?

where the dimensionless transport coefficients, 7 = =155

oKy, and i = f s, have been introduced (the

sublndex s in the bare transport coefficients indicates that
they are evaluated in the homogeneous stationary state). To
obtain Eq. (9), the needed quantities 30((,,”;“ nd "G(a"’; -T)
have been identified by taking into account the analys1s of

3G, T,) _
the homogeneous phase made previously. In effect, o =

nyo ,/ ,3 due to Eq. (5), while aG("‘ L) have been calculated

using that G(n,, T;) = 0, so that aG(”‘ L) - 2L 3G(”‘ L)

The stability of the system depends on the propertles of the
matrix L given by Eq. (10). The eigenvalues of L are the three
roots, {A;}7_,, of the following algebraic equation:

A (B + G+ OKAAE + (1 + BT + GREE A
ISR 2
—[B+ (L — K)k2]5 =0. (11)

Here, it is seen that a mode can vanish for a finite wave

number, k = k. = % In fact, it can be seen by general

arguments that this is the only unstable mode for small k
[15]. This occurs because the compressibility in the stationary

state is negative, i.e., % < 0, and then the mode goes as

A~/ —% %ﬂ'ﬁ_“’)k to first order in k. More specifically, in our
case the unstable mode goes as A ~~ sz. This mode becomes

stable for k > k. due to heat conduction (note that k. depends
also on [1), so that the condition of negative compressibility
for the instability is necessary but not sufficient. In Fig. 5,
the real part of the eigenvalues of L are plotted for ¢ = 0.5
and o = 0.9 as functions of k. Similar results are obtained
for other values of € and «. The unstable (positive) mode
is clearly identified. For the transport coefficients, we have
taken their 2D elastic values [23], consistent with the previous
analysis. Hence, a finite system of area L x L can be stable
or unstable depending of whether L < L, = m or L > L.
Note the strong analogy with the shear 1nstab1hty of the free
cooling case [24], although, as seen in Fig. 5, the structure of
the modes is very different.

The theory developed here can be generalized for mod-
erated densities. At the Enskog level, position correlations
can be taken into account in an effective way by multiplying
all the terms excepting the wall contribution in Egs. (1) and
(2) by the pair correlation function at contact, x (). In this
case, performing a similar analysis, the expression for the

Bx () dlog x(ny)

have performed MD simulations to check the validity of this
expression. Concretely, we have taken o = 0.9, ¢ = 0.5 and

critical wave number is k. =
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FIG. 5. Real part of the eigenvalues of L as functions of k for
e =0.5and @ = 0.9. k and A are measured in the dimensionless units
defined in the main text.

two different densities, n,02 = 0.15 and n,02 = 0.3. For the
first density and taking the approximate expression for the
equilibrium x given in Ref. [23], the theoretical prediction is
such that the system is supposed to be unstable above a num-
ber of particles N, = —Z ~ 1650. We have performed MD

nyo k2

simulations finding that for N = 1300 and 1400 the system is
stable, for N = 1700 and 1800 it is unstable, while it is hard
to say anything reliable for 1500 < N < 1600 as the system
fluctuates between the homogeneous and the inhomogeneous
phases. For the second density (nyo2 = 0.3), it is N, ~ 620,
and for N = 500 and 600 the steady state was observed to be
stable, while for N = 800 and 900 the system developed the
instability. For N = 700 no conclusion could be reached from
the simulations. Hence, we can say that the theory predicts
well the stability and instability of the system, as compared
with MD results.

V. CONCLUSIONS

To sum up, we have introduced a simple model that allows
us to explain from a microscopic point of view the origin of an
instability appearing in some Q2D granular systems. Essen-
tially, the idea is that there is one mechanism that destabilizes
the system in the steady state (negative compressibility) and
another one that stabilizes it (dissipation due to heat conduc-
tion). For small gradients (large systems), the first mechanism
dominates the second one, making the system unstable, while
for large gradients (small systems), the perturbation decays
faster and the system is linearly stable. The fact that the
compressibility is negative follows from the particular way in
which energy is injected in the vertical direction and trans-
ferred to the horizontal direction through collisions. Hence,
the instability in the model is more a question of “size” that
of density and it is expected that a critical length can also be
identified in the experiments. Of course, the instability can be
tuned by many other aspects such as friction with the walls,
inelasticity of particle-wall collisions, or gravity, to mention
a few, but in our opinion the essential ingredients have been
identified. On the other hand, the coexistence between the
dense and dilute phases has not been treated as the formalism
is no longer valid for very high densities. Nevertheless, it
seems that the simplicity of the model would allow us to make
progress in this direction. Also, the model developed here
cannot be applied, in principle, to explain the high-density
transition (solid-dense fluid coexistence) observed in some
experiments [10,12].
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