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Survey of Data Mining Approaches to
User Modeling for Adaptive Hypermedia

Enrique Frias-Martinez, Sherry Y. Chen, and Xiaohui Liu

Abstract—The ability of an adaptive hypermedia system to cre-
ate tailored environments depends mainly on the amount and ac-
curacy of information stored in each user model. Some of the diffi-
culties that user modeling faces are the amount of data available to
create user models, the adequacy of the data, the noise within that
data, and the necessity of capturing the imprecise nature of human
behavior. Data mining and machine learning techniques have the
ability to handle large amounts of data and to process uncertainty.
These characteristics make these techniques suitable for automatic
generation of user models that simulate human decision making.
This paper surveys different data mining techniques that can be
used to efficiently and accurately capture user behavior. The pa-
per also presents guidelines that show which techniques may be
used more efficiently according to the task implemented by the
application.

Index Terms—Adaptive hypermedia (AH), data mining, ma-
chine learning, user modeling (UM).

I. INTRODUCTION

ADAPTIVE hypermedia (AH) can be defined as the tech-
nology that allows to personalize for each individual user

of a hypermedia application the content and presentation of
the application according to user preferences and characteris-
tics [68]–[70].

The process of personalization is defined as the way in which
information and services can be tailored to match the unique
and specific needs of an individual or a community [17]. Per-
sonalization is about building customer loyalty by developing a
meaningful one-to-one relationship, by understanding the needs
of each individual and helping satisfy a goal that efficiently and
knowledgeably addresses each individual’s need in a given con-
text [75]. The more information a user model has, the better the
content, and presentation will be personalized. A user model is
created through a user modeling (UM) process in which unob-
servable information about a user is inferred from observable
information from that user, e.g., using the interactions with the
system [97], [98]. User models can be created using a user-
guided approach, in which the models are directly created using
the information provided by each user, or an automatic approach,
in which the process of creating a user model is controlled by the
system and is hidden from the user. The user-guided approach
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produces adaptable services and adaptable user models [32],
while the automatic approach produces adaptive services and
adaptive user models [16], [32]. In general, a user model will
contain some adaptive and some adaptable elements. Ideally,
the set of adaptable elements should be reduced to the mini-
mum possible (elements like age, gender, favorite background
color, etc.), while other elements (favorite topics, patterns of
behavior, etc.) should be created by a learning process. These
concepts have also been presented in the literature as implicit
and explicit UM acquisition [73].

The problem of UM can be implemented using an automatic
approach because a typical user exhibits patterns when accessing
a hypermedia system and the set of interactions containing those
patterns can be stored in a log database in the server. In this
context, machine learning and data mining techniques can be
applied to recognize regularities in user trails and to integrate
them as part of the user model. Machine learning encompasses
techniques where a machine acquires/learns knowledge from
its previous experience [93]. The output of a machine learning
technique is a structural description of what has been learned that
can be used to explain the original data and to make predictions.
From this perspective, data mining and other machine learning
techniques make it possible to automatically create user models
for the implementation of AH services. These techniques make
it possible to create user models in an environment, such as a
hypermedia application, in which, usually, users are not willing
to give feedback of their actions.

This fact leads researchers to consider the different tech-
niques that can be used to capture and model user behavior and
which elements of the behavior of a user each one of those
techniques can capture. In general, the adaptive service that
is going to be implemented determines the information that a
user model should contain. Once that is known, and taking into
account the characteristics of the available data, different data
mining/machine learning techniques can be chosen to capture
the necessary patterns.

This paper has surveyed the development of user models
using data mining and machine learning techniques from 1999
to 2004, focusing on the main journals and conferences for
UM, mainly:
— User Modeling and User-Adapted Interaction;
— International Conference on User Modeling, IEEE Trans-

actions on Neural Networks;
— Workshop of Intelligent Techniques for Web Personaliza-

tion (part of IJCAI International Joint Conference of Arti-
ficial Intelligence); and

— International Workshop on Knowledge Discovery on
the WEB (WEBKDD, part of the ACM SIGKDD

1094-6977/$20.00 © 2006 IEEE

CORE Metadata, citation and similar papers at core.ac.uk

Provided by Brunel University Research Archive

https://core.ac.uk/display/333903?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


FRIAS-MARTINEZ et al.: SURVEY OF DATA MINING APPROACHES TO USER MODELING 735

International Conference on Knowledge Discovery and
Data Mining).

The paper’s intentions are: 1) to give an up-to-date view of
data mining techniques applied to UM and highlight their po-
tential advantages and limitations and 2) to give basic guidelines
about which techniques can be useful for a given adaptive ap-
plication. The paper complements the results of [97], which
reviewed the use of predictive statistical models for UM.

The organization of the paper is as follows. The paper first
defines the concept of user model, its relevance for AH, and the
basic steps for the automatic creation of user models. After that
a set of unsupervised and supervised techniques are presented.
For each technique, we present its theoretical background, its
pros and cons, and its applications in the field of UM. Next, we
develop a guideline on how to create a user model according to
the needs of the AH application that is going to be implemented.
Finally, conclusions are drawn at the end of the paper.

II. UM

A user model should capture the behavior (patterns, goals,
interesting topics, etc.) a user shows when interacting with the
Web. A user model is defined as a set of information structures
designed to represent one or more of the following elements
[49]: 1) representation of goals, plans, preferences, tasks, and/or
abilities about one or more types of users; 2) representation of
relevant common characteristics of users pertaining to specific
user subgroups or stereotypes; 3) the classification of a user in
one or more of these subgroups or stereotypes; 4) the recording
of user behavior; 5) the formation of assumptions about the user
based on the interaction history; and/or 6) the generalization of
the interaction histories of many users into groups.

A. UM and AH

AH allows to personalize to each individual the content and
presentation of a Web site. The architecture of an AH system
is usually divided into two parts: the server side and the client
side. The server side generates the user models from a database
containing the interactions of the users with the system and
the personal data/preferences that each user has given to the
system. Also, user models can contain knowledge introduced
by the designer (in the form of rules, for example). These user
models, in combination with a hypermedia database, are used
by the “Decision Making and Personalization Engine” module
to identify user needs, decide on the types of adaptation to
be performed, and communicate them to an adaptive interface.
Fig. 1 presents the architecture of a generic AH system.

A personalized hypermedia system, by its very nature, should
respond in real time to user inputs. To do so, the architecture of
the system should provide a quick access to the right information
at the right time.

AH uses the knowledge given by user models to implement
one or more of the two basic types of adaptive tasks.

1) Recommendation (R). Recommendation is the capability
of suggesting interesting elements to a user based on some
information, e.g., from the items to be recommended or

Fig. 1. Generic architecture of an AH application.

Fig. 2. Steps for automatic generation of user models.

from the behavior of other users. Recommendation is also
known in the literature as collaborative filtering.

2) Classification (C). Classification builds a model that maps
or classifies data items into one of several predefined
classes. Classification is done using only data related to
that particular item. This knowledge can be used to tailor
the services of each user stereotype (class). In the liter-
ature, classification has also been presented as content-
based filtering.

Both recommendation and classification are types of filtering
applications.

B. Automatic Generation of User Models

One of the processes presented in Fig. 1 is the automatic
generation of user models from the interaction data between
the users and the system (done by the UM Generation module).
Fig. 2 presents the basic steps of this module: 1) data collection;
2) preprocessing; 3) pattern discovery; and 4) validation and
interpretation. A brief discussion of each of these follows.

1) Data collection. In this stage, user data are gathered. For
automatic user modeling, the data collected includes: data
regarding the interaction between the user and the Web,
data regarding the environment of the user when interact-
ing with the Web, direct feedback given by the user, etc.

2) Data preprocessing/information extraction. The in-
formation obtained in the previous stage cannot be
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directly processed. It needs to be cleaned from noise and
inconsistencies in order to be used as the input of the
next phase. For user modeling, this involves mainly user
identification and session reconstruction. This stage is
aimed at obtaining, from the data available, the semantic
content about the user interaction with the system. Also,
in this phase, the data extracted should be adapted to
the data structure used by standard pattern discovery
algorithms used in the next step.

3) Pattern discovery. In this phase, machine learning and data
mining techniques are applied to the data obtained in the
previous stage in order to capture user behavior. The output
of this stage is a set of structural descriptions of what have
been learned about user behavior and user interests. These
descriptions constitute the base of a user model. Different
techniques will capture different user properties and will
express them in different ways. The knowledge needed
to implement an adaptive service will determine, among
other factors, which techniques to apply in this phase.

4) Validation and interpretation. In this phase, the structures
obtained in the pattern discovery stage are analyzed and
interpreted. The patterns discovered can be interpreted
and validated, using domain knowledge and visualization
tools, in order to test the importance and usability of the
knowledge obtained. In general, this process is done with
the help of a UM designer.

User model heuristics are used in each step of the process to
extract, adapt, and present the knowledge in a relevant way. The
process of generation of user models using data mining/machine
learning techniques can be seen as a standard process of extract-
ing knowledge from data where UM is used as a wrapper for
the entire process.

C. Data Mining and Its Relevance to UM

As presented in Fig. 2, the phase of pattern discovery finds
out relevant information about the behavior of a user (or set of
users) when interacting with the Web. Data mining and machine
learning techniques are ideal for that process because they are
designed to represent what have been learned from the input
data with a structural representation. This representation stores
the knowledge needed to implement the two types of tasks pre-
viously described.

Although the application of machine learning and data min-
ing techniques works really well for modeling user behavior, it
also faces some problems [91]. Among those challenges is the
problem of needing large data sets, the problem of labeling data
for supervised machine leaning techniques, and the problem of
computational complexity.

Each data mining/machine learning technique will capture
different relationships among the data available and will express
the results using different data structures. The key question is to
find out which patterns need to be captured in order to imple-
ment an adaptive service. It is important, in order to choose a
suitable learning method, to know what knowledge is captured
by each technique and how that knowledge can be used to im-
plement the two basic tasks. Also, the choice of learning method

depends largely on the type of training data available. The main
distinction in machine learning research is between supervised
and unsupervised learning.

Supervised learning requires the training data to be preclas-
sified. This means that each training item is assigned a unique
label, signifying the class to which the item belongs. Given these
data, the learning algorithm builds a characteristic description
for each class, covering the examples of this class. The impor-
tant feature of this approach is that the class descriptions are
built conditional to the preclassification of the examples in the
training set.

In contrast, unsupervised learning methods do not require
preclassification of the training examples. These methods form
clusters of examples, which share common characteristics. The
main difference to supervised learning is that categories are not
known in advance, but constructed by the learner. When the
cohesion of a cluster is high, i.e., the examples in it are similar,
it defines a new class.

The rest of the paper presents how data mining and machine
learning techniques have been used for UM: which knowledge
can be captured with each technique, examples of applica-
tions, and its limits and strengths. The techniques presented
are divided into two groups: unsupervised, which includes
clustering (hierarchical, nonhierarchical, and fuzzy clustering)
and association rules, and supervised, which includes decision
trees/classification rules, k-nearest neighbor (k-NN), neural
networks and support vector machines (SVM).

III. UNSUPERVISED APPROACHES TO UM

The main unsupervised techniques are clustering and asso-
ciation rules. Clustering comprises a wide variety of different
techniques based on the same concept. A collection of different
clustering techniques and its variations can be found in [42]
and [43].

A. Clustering for UM

The task of clustering is to structure a given set of unclas-
sified instances (data vectors) by creating concepts, based on
similarities found on the training data.

A clustering algorithm finds the set of concepts that cover all
examples verifying that: 1) the similarity between examples of
the same concepts is maximized; and 2) the similarity between
examples of different concepts is minimized. In a cluster algo-
rithm, the key element is how to obtain the similarity between
two items of the training set.

Clustering techniques can be classified into hard clustering
and fuzzy clustering. In nonfuzzy or hard clustering, data are
divided into crisp clusters, where each data point belongs to
exactly one cluster. In fuzzy clustering, the data points can
belong to more than one cluster, and associated with each of
the instances are membership grades that indicate the degree to
which they belong to the different clusters.

Hard clustering techniques may be grouped into two cat-
egories: hierarchical and nonhierarchical [43]. A hierarchical
clustering procedure involves the construction of a hierarchy
or tree-like structure, which is basically a nested sequence of
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partitions, while nonhierarchical or partitional procedures end
up with a particular number of clusters at a single step.

1) Basic Algorithms: Nonhierarchical Techniques: The
main nonhierarchical clustering techniques are: 1) k-means
clustering and 2) self-organizing maps (SOM).

a) K-means clustering: The k-means clustering technique
[58] is given as an input the number of clusters k. The algorithm
then picks k items, called seeds, from the training set in an arbi-
trary way. Then, in each iteration, each input item is assigned to
the most similar seed, and the seed of each cluster is recalculated
to be the centroid of all items assigned to that seed. This process
is repeated until the seed coordinates stabilize. This algorithm
aims at minimizing an objective function J typically a squared
error function

J =
k∑

j=1

n∑
i=1

dij =
k∑

j=1

n∑
i=1

∥∥∥x
(j)
i − cj

∥∥∥2

(1)

where dij is the distance measure between a data point xi and
the cluster center cj . J is an indicator of the distance of the n
data points from their respective cluster centers and represents
the compactness of the clusters created.

Although it can be proved that the procedure will always
terminate, the k-means algorithm does not necessarily find the
most optimal configuration, corresponding to the global objec-
tive function minimum. The k-means algorithm is popular as
it is easy to understand and implement. Its main drawback is
its complexity that depends linearly on the number of patterns
involved and on the number of clusters selected. Another prob-
lem is that it is sensitive to the initial partition—the selection
of the initial patterns, and may converge to a local minimum of
the criterion function value if the initial partition is not properly
chosen. A possible remedy is to run the algorithm with a number
of different initial partitions. If they all lead to the same final
partition, this implies that the global minimum of the square
error has been achieved. However, this can be time consuming,
and may not always work.

b) SOM: The SOM algorithm was proposed by Teuvo
Kohonen in 1981 [50]. Apart from being used in a wide vari-
ety of fields, the SOM offers an interesting tool for exploratory
data analysis, particularly for partitional clustering and visu-
alization. It is capable of representing high-dimensional data
in a low-dimensional space [often a two-dimensional (2-D) or
one-dimensional (1-D) array] that preserves the structure of the
original data.

A self-organizing network consists of a set of input nodes V =
{v1, v2, . . . , vN }, a set of output nodes C = {c1, c2, . . . , cM }, a
set of weight parameters W = {w11, w12, . . . , wij , . . . , wNM}
(1 ≤ i ≤ N , 1 ≤ j ≤ M , 0 ≤ wij ≤ 1), and a map topology
that defines the distances between any given two output nodes.
The output nodes in SOM are usually arranged in a 2-D array to
form a “map.” Each input node is fully connected to every output
node via a variable connection. A weight parameter is associated
with each of these connections, and the weights between the
input nodes and output nodes are iteratively changed during
the learning phase until a termination criterion is satisfied. For
each input vector v, there is one associated winner node on the

output map. A winner node is an output node that has minimum
distance to the input vector.

The SOM algorithm starts by initializing the topology and
size of the output map (M), the connection weights to random
values over the interval [0,1], the gain value η (learning rate)
and the neighborhood size r, and normalizes both the input vec-
tors and the connected weight vectors. After that, the algorithm
calculates the Euclidean distance between the new input vector
v and each node on the output map, and designates the node
with the minimum distance as the winner node c

c = min

√√√√ N∑
k=1

(vk − wkj )2, j = 1, 2, . . . ,M. (2)

Once c is obtained, the algorithm updates the weights W ,
the learning rate η, and Nc , the neighborhood surrounding the
winner node c, in such way that the vectors represented by output
nodes are similar if they are located in a small neighborhood. For
each node j ∈ Nc , the SOM algorithm performs the following
operation:

w
(new)
j = w

(old)
j + η[vi − w

(old)
j ]. (3)

After that, the neighborhood size and the learning rate are de-
creased. This process is repeated until it converges. The neigh-
borhood set Nc is a set of nodes that surround the winner node c.
These nodes in Nc are affected with weight modifications, apart
from those changes made to the winner node, as defined in
the algorithm. These weight changes are made to increase the
matching between the nodes in Nc and the corresponding in-
put vectors. As the update of weight parameters proceeds, the
size of the neighborhood set is slowly decreased to a predefined
limit, for instance, a single node. This process leads to one of the
most important properties of SOM that similar input vectors are
mapped to geometrically close winner nodes on the output map.
This is called neighborhood preservations, which has turned out
to be very useful for clustering similar data patterns.

It is not always straightforward to visually inspect the pro-
jected data on the 2-D output map in order to decide the num-
ber and size of natural clusters. Therefore, careful analysis or
postprocessing of output maps is crucial to the partition of the
original data set. Like the k -means algorithm, the SOM pro-
duces a suboptimal partition if the initial weights are not chosen
properly. Moreover, its convergence is controlled by various pa-
rameters such as the learning rate, the size, and shape of the
neighborhood in which learning takes place. Consequently, the
algorithm may not be very stable in that a particular input pat-
tern may produce different winner nodes on the output map at
different iterations.

2) Basic Algorithms: Hierarchical Techniques: The main
problem of nonhierarchical approaches is that when working
with high-dimensional problems, in general, there will not be
enough items to populate the vector space, which will imply
that most dimensions will be unreliable for similarity compu-
tations. In order to solve this problem, hierarchical clustering
techniques were developed. There are two types of hierarchical
clustering: agglomerative and divisive. Both share a common
characteristic: they create a hierarchy of clusters. While the
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agglomerative approach creates a bottom-up hierarchy, the di-
visive approach creates a top-down one. Generally speaking,
divisive algorithms are computationally less efficient.

A typical hierarchical agglomerative clustering algorithm is
outlined below.

Step 1) Place each pattern in a separate cluster.
Step 2) Compute the proximity matrix of all the interpattern

distances for all distinct pairs of patterns.
Step 3) Find the most similar pair of clusters using the matrix.

Merge these two clusters into one, decrement number
of clusters by one, and update the proximity matrix to
reflect this merge operation.

Step 4) If all patterns are in one cluster, stop. Otherwise, go
to the above step 2).

The output of such an algorithm is a nested hierarchy of trees
that can be cut at a desired dissimilarity level forming a par-
tition. Hierarchical agglomerative clustering algorithms differ
primarily in the way they measure the distance or similarity of
two clusters where a cluster may consist of only a single object
at a time. The most commonly used intercluster measures are

dAB = min
i∈A
j ∈B

(dij ) (4)

dAB = max
i∈A
j ∈B

(dij ) (5)

dAB =
1

nAnB

∑
i∈A

∑
j∈B

dij (6)

where dAB is the dissimilarity between two clusters A and B,
dij is the dissimilarity between two individual patterns i and j,
nA and nB are the number of individuals in clusters A and B,
respectively. These three intercluster dissimilarity measures are
the basis of the three of the most popular hierarchical clustering
algorithms. The single-linkage algorithm uses (4), the minimum
of the distances between all pairs of patterns drawn from the two
clusters (one pattern from each cluster). The complete-linkage
algorithm uses (5), the maximum of all pairwise distances be-
tween patterns in the two clusters. The group-average algorithm
uses (6), the average of the distances between all pairs of indi-
viduals that are made up of one individual from each cluster.

A challenging issue with hierarchical clustering is how to de-
cide the optimal partition from the hierarchy. One approach is to
select a partition that best fits the data in some sense, and there
are many methods that have been suggested in the literature [30].
It has also been found that the single-linkage algorithm tends to
exhibit the so-called chaining effect: it has a tendency to cluster
together at relatively low level objects linked by chains of inter-
mediates. As such, the method is appropriate if one is looking
for “optimally” connected clusters rather than for homogeneous
spherical clusters. The complete-linkage algorithm, however,
tends to produce clusters that tightly bound or compact, and has
been found to produce more useful hierarchies in many appli-
cations than the single-link algorithm [43]. The group-average
algorithm is also widely used. Detailed discussion and practical
examples of how these algorithms work can be found in [43]
and [89].

3) Basic Algorithms: Fuzzy Clustering: One of the most
widely used fuzzy clustering algorithms is the fuzzy C-means
(FCM) algorithm [10]. The FCM algorithm attempts to par-
tition a finite collection of elements X = {x1, . . . , xn} into
a collection of c fuzzy clusters with respect to some given
criterion. Given a finite set of data, the algorithm returns a
list of c cluster centers C = {c1, . . . , cc} and a partition ma-
trix U = ui,j ∈ [0, 1], i = 1, . . . n, j = 1, . . . , c, where each el-
ement tells the degree to which element xi belongs to cluster
cj . Like the k-means algorithm, the FCM aims to minimize an
objective function. The standard function is

J =
c∑

j=1

n∑
i=1

(ui,j )m
∥∥∥x

(j)
i − cj

∥∥∥2

(7)

which differs from the k-means objective function by the ad-
dition of the membership values uij and the fuzzifier m. The
fuzzifier m determines the level of cluster fuzziness. A large
m results in smaller memberships uij and hence, fuzzier clus-
ters. In the limit m = 1, the memberships uij converge to 0 or
1, which implies a crisp partitioning. In the absence of experi-
mentation or domain knowledge, m is commonly set to 2. The
basic FCM algorithm, given n data points (x1, . . . , xn ) to be
clustered, a number of c clusters with c1, . . . , cc) the center of
the clusters, and m the level of cluster fuzziness with

m ∈ R > 1 (8)

first initializes the membership matrix U to random values,
verifying that

uij ∈ [0, 1],
c∑

j=1

uij = 1. (9)

After the initialization, the algorithm obtains the center of the
clusters cj , j = 1, . . . , c

cj =
∑n

i=1(uij )m xi∑n
i=1(uij )m

. (10)

and obtains the distance between all points i = 1, . . . , n and all
cluster centers j = 1, . . . , c

dij =
∥∥∥x

(j)
i − cj

∥∥∥ . (11)

Updating matrix U according to the new distances

dij = 0 ⇒ uij = 1

uij =

[
c∑

k=1

(
dij

dik

) 2
m −1

]−1

. (12)

This process is repeated until the set of cluster centers is sta-
bilized. There are other algorithms, which are optimizations of
the original FCM, like the fuzzy c-medoid algorithm (FCMdd)
or the fuzzy c-trimered medoids algorithm (FCTMdd) [51].

4) Applications for UM: For UM, there are two kinds of
interesting clusters to be discovered: usage clusters and page
clusters. Clustering of users tends to establish groups of users
exhibiting similar browsing patterns, which are usually called
stereotypes. Such knowledge is especially useful for inferring
user demographics in order to perform market segmentation in
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TABLE I
EXAMPLES OF SOME CLUSTERING-BASED USER MODELS

e-commerce applications or provide personalized Web content
to the users. However, clustering of pages will discover groups
of pages having related content. This information is useful for
Internet search engines and Web-assistance providers.

In the context of UM, clustering has a distinguishable charac-
teristic: it is usually done with nonnumerical data. This implies
that, usually, the clustering techniques applied are relational,
where numerical values represent the degrees to which two
objects of the data set are related. Clustering applied to UM has
to use techniques that can handle relational data because the in-
formation used to create clusters (pages visited, characteristics
of the user, etc.) cannot usually be represented by numerical
vectors. In case they are represented using vectors, part of the
semantic of the original data is lost. In these systems, the defi-
nition of distance is done using vectorial representations of user
interactions with the AH system. Some examples of relational
clustering applied to Web mining can be found in [47] and [61].

Table I summarizes some studies and applications of “hard”
clustering for UM. Some examples of recommendation tasks
implemented with clustering algorithms are presented in [27],
[34], [61], and [62] and in [66] and [67], which uses SOM.
Examples of classification tasks implemented using clustering
are presented in [27] and [39]. Goren-Bar et al. [36] use SOM
to classify documents based on a subjectively predefined set of
clusters in a specific domain.

When using fuzzy clustering, a user can be at the same time
in more than one cluster with different degrees of truth. This
allows to better capture the inherent uncertainty that the problem
of modeling user behavior has. Examples of applications that
implement a recommendation task using FC include [52] and
[65]. Examples of classification tasks are presented in [46] and
[51]. Table II summarizes some studies and applications of FC
for UM.

5) Limitations: The main problem that clustering techniques
face is how to define the concept of distance that is to be used. In
general, some knowledge of the problem is needed to define an

optimum concept of distance. When applied to user modeling,
this problem is even harder due to the nature of the data avail-
able: interactions, user preferences, pages visited, etc., which
are not expressed in a numerical way. Different techniques to
characterize Web-user behavior using numerical vectors have
been proposed [46], [61], but in one way or the other, the repre-
sentations lose part of the semantics that the original data had.
More research is needed on how to express the data available
in a numerical way and how to define a meaningful concept
of distance for creating efficient user models using clustering
techniques while at the same time keeping the semantics of the
original data.

Nonhierarchical clustering techniques assume that the num-
ber of clusters k is known a prioiri. For UM, this is not usually
the case. This implies that some heuristics need to be used to
determine the number of clusters.

Also, user models developed so far using fuzzy clustering do
not fully use the fuzzy nature of the technique in order to create
more flexible and adaptive systems. More studies are needed to
create meaningful ways of mixing the different personalizations
associated with each one of the clusters in which a user can be
included when using fuzzy clustering.

B. Association Rules for UM

Association rule discovery aims at discovering all frequent
patterns among transactions. The problem was originally in-
troduced by Agrawal in 1993 [1] and was based on detecting
frequent items in a market basket. The a priori algorithm, in-
cluding its variations and extensions, is widely accepted to solve
this problem.

1) Basic Algorithms: Being I = {i1, i2, . . . , im} a set of
items, S a set of transactions, where each transaction T is a
set of items, and X a set of items in I , a transaction T is said to
contain X , if

X ⊆ T. (13)
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TABLE III
EXAMPLES OF SOME ASSOCIATION RULES-BASED USER MODELS

An association rule is defined as an implication of the form

X ⇒ Y X ⊂ I Y ⊂ I X ∩ Y = ∅ (14)

where X is usually called the antecedent and Y the consequent.
The order of the items of both the antecedent and consequent is
not relevant. Each association rule has a confidence and a support
associated. The support of a rule is defined as the fraction of
strings in the set of sessions of S where the rule successfully
applies

θ(XY ) =
|Si ∈ S/XY ∈ Si |

|S| . (15)

The confidence of a rule is defined as the fraction of times for
which if the antecedent X is satisfied, the consequent Y is also
true

σ(XY ) =
θ(XY )
θ(X)

. (16)

The values of support and confidence are used to filter the
set of association rules obtained from S. Given a set of transac-
tions S, the task of mining association rules can be formulated
as finding all association rules with at least minimum support
and minimum confidence, where the thresholds for support and
confidence are user-specified values. The task of discovering
association rules can be done in three steps: 1) find all sets of
items that have transaction support above minimum support;
2) for each item obtained, find all nonempty subsets; and 3) for
each such subset X of item I , if the confidence is bigger than
the given threshold, produce the rule

X ⇒ (I − X). (17)

2) Applications for UM: In the context of UM, association
rules capture sets of actions that have a causal relation among
them. A typical application of association rules for UM is cap-
turing pages that are accessed together.

Typically, association rules are used to implement recommen-
dation tasks. Some examples of recommendation tasks imple-
mented using association rules are presented in [20], [35], [55],
[62], and [64]. Table III summarizes these examples.

3) Limitations: Association rules have two important draw-
backs when used for UM: they do not capture the sequentiality
of both the antecedent and the consequent and no temporality
information (for example, when X happens when is Y going
to happen) is captured. Both temporality and sequentiality are
very important characteristics for UM. Temporality allows us to
predict not only what actions a user is going to take, but also
when those actions are going to be taken. Sequentiality captures
the order in which a user makes a set of actions which is relevant
to the consequent that such antecedent will fire. Because tem-
porality and sequentiality are two key elements that need to be
captured to create efficient user models, more research is needed
to capture these characteristics when creating association rules.

IV. SUPERVISED APPROACHES TO UM

This section gives a review of how supervised learning
techniques (decision trees/classification rules, neural networks,
k-NN, and SVMs) can be used to model user behavior.

A. Decision Trees/Classification Rules for UM

Decision tree learning [60], [92] is a method for approxi-
mating discrete-valued functions with disjunctive expressions.
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Decision tree learning is generally best suited to problems where
instances are represented by attribute-value pairs and the target
function has discrete output values.

Classification rules are an alternative representation of the
knowledge obtained from classification trees. They construct a
profile of items belonging to a particular group according to
their common attributes.

1) Basic Algorithms: The training process that creates a de-
cision tree is called induction. A standard decision tree algorithm
has two phases: 1) tree growing and 2) pruning. The growing
phase can be done using two methods: 1) top-down induction
and 2) incremental induction.

Top-down induction is an iterative process which involves
splitting the data into progressively smaller subsets. Each iter-
ation considers the data in only one node. The first iteration
considers the root node that contains all the data. Subsequent
iterations work on derivative nodes that will contain subsets of
the data. The algorithm begins by analyzing the data to find the
independent variable that, when used as a splitting rule will re-
sult in nodes that are most different from each other with respect
to the dependent variable. The quality of a test is measured by
the impurity/variance of example sets. The most common mea-
sure is the information gain. Typically, the set of possible tests
is limited to splitting the examples according to the value of a
certain attribute. Once a node is split, the same process is per-
formed on the new nodes, each of which contains a subset of
the data in the parent node. This process is repeated until only
nodes where no splits should be made remain.

Incremental induction is a method for the task of concept
learning. When a new training example is entered, it is classified
by the decision tree. If it is incorrectly classified, then the tree
is revised. Restructuring the tree can be done by storing all
training examples or by maintaining statistics associated with
nodes in the tree.

Tree-building algorithms usually have several stopping rules.
These rules are usually based on several factors including max-
imum tree depth, minimum number of elements in a node con-
sidered for splitting, or the minimum number of elements that
must be in a new node.

The second phase of the algorithm optimizes the resulting
tree obtained in the first phase. Pruning is a technique used to
make a tree more general. It removes splits and the subtrees
created by them. There is a great variety of different decision
tree algorithms in the literature. Some of the more common
algorithms are: classification and regression trees (CART) [15],
[29], chi-squared automatic interaction detection (CHAID) [48],
C4.5 [72], J4.8 [93], C5.0 [93] (which implements boosting),
and ID3 [71].

Rules are, at its simplest form, an equivalent form of
expressing a classification tree. In order to obtain the set of
rules of a decision tree, each path is traced from the root node
to the leaf node, recording the test outcomes as antecedents and
the leaf-node classification as the consequent. The process of
converting a decision tree into decision rules can be done after
or before pruning.

Converting a decision tree to rules before pruning has some
advantages: 1) it allows distinguishing among the different con-

texts in which a decision node is used; 2) the pruning deci-
sion regarding an attribute test can be made differently for each
path; and 3) it improves readability. Nevertheless, obtaining the
rules before pruning can produce a high number of rules. This
can be solved by applying some rule-reduction techniques. The
basic techniques are: 1) eliminate redundant and unnecessary
antecedents; 2) use OR to combine rules in order to reduce the
total number of rules to the number of dependent variables; and
3) eliminate unnecessary rules. Rules can be also obtained after
the tree has been pruned, producing in this case a smaller rule
knowledge base.

Algorithms such as CART, C4.5, and C.5 include meth-
ods to generalize rules associated with a tree which removes
redundancies.

2) Applications for UM: In the context of UM, decision
trees can be used to classify users and/or documents in order
to use this information for personalization purposes. Decision
trees can also handle noisy data and/or data with missing
parameters, which makes them very useful for creating user
models due to the noisy and imprecise nature of the data
available. Table IV summarizes some studies and applications
of decision trees for UM.

Classification trees are typically used to implement classi-
fication tasks. In this case, the classification trees are used
to construct user models to personalize the user experience
(for example, regarding their level of expertise, cognitive style,
etc.) [7], [87]. Due to its ability to group users with similar char-
acteristics, classification tress can be also used to implement
recommendation tasks [66], [91], [96].

Classification rules are widely used to model user behav-
ior as they provide a straightforward framework to represent
knowledge. The readability of the output knowledge is a great
advantage of this approach. Table V summarizes some studies
and applications of classification rules for UM.

Examples of classification tasks implemented using classifi-
cation rules can be found in [45], [82], [83], and [95]. In these
cases, the rules are used to characterize different user stereotypes
that are used to implement some personalized feature. Cercone
et al. [18], [19] give examples of application of classification
rules for recommendation.

Classification rules can not only be obtained from a learning
algorithm but can also be directly expressed by the designer
of the system. Some examples of this approach are [63] which
constructs a model capturing the behavior of a user that is con-
trolling a pole, [25] and [76], which use rules as part of the
architecture of a general-purpose tool for adaptive Websites,
and [9], which uses rules to characterize user behavior in the
context of information retrieval.

3) Limitations: Decision trees/classification rules produce
results that are highly dependent on the quality of the data avail-
able. This is because the subtrees are created using the maximum
information gain possible. In some cases, if the information
available is not appropriate, which typically happens when the
information used to create user models has been obtained using
user feedback or in a noisy environment, the models created will
not correctly capture user behavior. Also, for high-dimensional
problems, the response time of decision trees can be very high.
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TABLE V
EXAMPLES OF SOME CLASSIFICATION RULES-BASED USER MODELS

This is inconvenient when working with adaptive systems, be-
cause real-time response is needed. This problem can be solved
in some cases using classification rules.

The special interest in UM is the combination of classification
rules with soft computing techniques (fuzzy logic and neural net-
works especially) in order to create more flexible user models.
Fuzzy classification rules are able to overlap user models and
to improve the interpretability of the results. So far, UM with
fuzzy classification rules has not been used at its full capacity.

B. k-NN for UM

k-NN is a predictive technique suitable for classification [33].
Unlike other learning techniques in which the training data are
processed to create the model, in k-NN, the training data repre-
sents the model.

1) Basic Algorithms: The simplest version is the nearest
neighbor algorithm. In this case, the training portion of the
algorithm simply stores the data points of the training data
S, S = {x1, . . . , xn}. To classify a new item i, the nearest-
neighbor classifier finds the closest (according to some distance
metric) training point xj to i and assigns it to the same class of
xj . The nearest-neighbor algorithm is traditionally implemented
by computing the distance from i to every xj of S. It can also
be implemented more efficiently using Voronoi diagrams.

The k-NN algorithm is a variation of nearest neighbor. In this
case, instead of looking at only the point xi that is closest to
i, the algorithm looks at the k points in S that are closest to
i. Since the class of each of the k nearest points is known, the
majority category in this subset is the result of the classification.
Nearest neighbor is a special case of k -nearest-neighbor, where
k = 1.

k-NN has two main parameters: 1) the parameter k (number
of nearest cases to be used) and 2) the distance metric d.

The selection of the metric is very important, because dif-
ferent metrics, used on the same training data, can result in
completely different predictions. In general, the selection of
the metric is application dependent. A typical metric d is the
Euclidean distance, where

d(x, i) = sqrt((x − i)T(x − i)). (18)

The value of k should be determined by experimentation. In
general, higher values of k produce noiseproof systems, but also
systems with higher computational costs. Typically, k is in the
range of five to 20 rather than in the order of hundreds.

Because the model created by k-NN is basically the set of
training points, this means, especially for high-dimensional
problems and/or for problems with a lot of training data, that
the amount of memory needed to store the model is very high,
and that it increases when more data are added to the system.
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EXAMPLES OF SOME k-NN BASED USER MODELS

Agglomerative nearest neighbor (A-NN) algorithms have been
proposed to solve this problem. A-NN is designed to capture the
same information as k-NN but without the necessity of storing
the complete set of training data. The key idea behind A-NN is
that it clusters training points that have the same class. Each class
is then represented by a class representative, against which the
concept of distance is measured when classifying a new instance.
A-NN has been traditionally used for collaborative clustering.

2) Applications for UM: k-NN algorithms can be used very
effectively for recommendation. In this case, the algorithm is
used to recommend new elements based on the user’s past be-
havior. A typical application is the recommendation of interest-
ing documents. As can be seen, the concept of distance (in this
case, the distance between two texts) is the key element to an
efficient recommendation system. Examples of k-NN used to
implement recommendation tasks are presented in [12], [81],
and [85].

Nevertheless, like any classification algorithm, it can also be
used to implement classification tasks, for example to initialize
properly a new user when first visiting a system given a set of
existing user models. Tsiriga and Virvou [86] give an exam-
ple of k-NN used to implement a classification task. Table VI
summarizes some studies and applications of k-NN for UM.

3) Limitations: k-NN is a very simple technique that pro-
duces good and straightforward results. Nevertheless, the main
drawbacks of this approach are the high dependence of the re-
sults on the value of k and the metric d chosen. In general, to
choose both parameters, some experimentation with the system
and some knowledge on how the system works will be needed.
Also, the value k should be big enough to produce a classifica-
tion system noiseproof; otherwise a k-NN with a small k value
will be extremely susceptible to noise. In the context of UM,
this is very important because usually the data available is noisy
and imprecise due to the nature of the problem. Nevertheless,
an increase in the value of k implies an increase in the com-
putational time needed. The definition of the distance d, when
used for UM, faces the same problems as clustering techniques:
1) the necessity of transforming user-related information into a
vectorial representation without losing semantics and 2) the def-
inition of a concept of distance among those vectors that capture
the characteristics of the problem (user interest, user behavior,
etc.). Another limitation of k-NN for UM is the response time,

Fig. 3. Architecture of an artificial neuron.

which is directly affected by d and by the dimensionality and
number of examples of the training data. AH systems need real-
time response, and k-NN may not be suitable in some cases.

C. Neural Networks for UM

An artificial neural network (ANN) is an information pro-
cessing paradigm that is inspired by the way biological nervous
systems process information [31], [40]. Although typical ANNs
are designed to solve supervised problems, there are also archi-
tectures to solve unsupervised problems.

1) Basic Concepts: The key element of this paradigm is the
structure of the information processing system. It is composed
of a large number of highly interconnected processing elements
(neurons) working in parallel. They consist of the following
elements: 1) neurones; 2) weighted interconnections; 3) an ac-
tivation rule, to propagate signals through the network; and
4) learning algorithm, specifying how weights are adjusted.

The basic element of any ANN is an artificial neuron (Fig. 3).
A neuron has N weighted input lines and a single output. The
neuron will combine these weighted inputs by forming their
sum and, with reference to an activation function and a threshold
value; will determine its output.

Here x1, x2, . . . , xN are the input signals, w1, . . . , wN the
synaptic weights, u the activation potential, θ the threshold, y
the output signal, and f the activation function

u = ΣN
i=1wixi (19)

y = f(u − θ). (20)
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Defining w0 = θ and x0 = −1, the output of the system can
be reformulated as

y = f
(
ΣN

i=0wixi

)
. (21)

The activation function f defines the output of the neuron in
terms of the activity level at its input. The most common form
of activation function used is the sigmoid function.

There are very different ways in which a set of neurons can be
connected among themselves. The traditional cluster of artificial
neurons is called a neural network. Neural networks are basically
divided into three layers: the input layer, the hidden layer, which
may contain one ore more layers, and the output layer.

The layer of input neurons receives the data either from input
files or directly from electronic sensors in real-time applications.
The output layer sends information directly to the outside world,
to a secondary computer process, or to other devices such as
a mechanical control system. Between these two layers can
be many hidden layers. These internal layers contain many of
the neurons in various interconnected structures. The inputs
and outputs of each of these hidden neurons simply go to the
other neurons. In most networks, each neuron in a hidden layer
receives the signals from all of the neurons in a layer above it,
typically an input layer. After a neuron performs its function,
it passes its output to all of the neurons in the layer below it,
providing a feed-forward path to the output. Another type of
connection is feedback. This is where the output of one layer
routes back to a previous layer.

Multilayer perceptrons (MLPs) are the typical architecture
of NNs. MLPs are full-connected feedforward nets with one or
more layers of nodes between the input and the output nodes.

Classification and recognition capabilities of NNs stem from
the nonlinearities used within the nodes. A single-layered per-
ceptron implements a single hyperplane. A two-layer perceptron
implements arbitrary convex regions consisting of intersection
of hyperplanes. A three-layer NN implements decision surfaces

of arbitrary complexity [56], [57]. That is the reason why a
three-layer NN is the most typical architecture.

NNs learn through an iterative process of adjustments. There
are two training approaches: supervised and unsupervised.

In supervised training, both the inputs and the outputs are
provided. The net is trained by initially selecting small random
weights and internal thresholds, and presenting all training data
repeatedly. Weights are adjusted after every trial using informa-
tion specifying the correct class until weights converge and the
cost function is reduced to an acceptable value. The vast bulk
of networks utilize supervised training. The most common su-
pervised technique is the backpropagation learning algorithm.
It uses a gradient search technique to minimize a cost function
defined by the mean square error (MSE) between the desired
and the actual net outputs, with l the number of training points

MSE =
1
l
Σl

i=1(yi − y∧
i )2. (22)

The generally good performance found for the back-
propagation algorithm is somewhat surprising considering that
it is a gradient descent technique that may find a local minimum
in the cost function instead of the desired global minimum.

2) Applications for UM: NNs are able to derive meaning
from complicated and/or imprecise data. Also, NNs do not re-
quire the definition of any metric (unlike k-NN or clustering)
which make them completely application independent. No ini-
tial knowledge about the problem that is going to be solved is
needed. These characteristics make NNs a powerful method to
model human behavior and an ideal technique to create user
models for hypermedia applications.

NNs have been used for classification and recommendation in
order to group together users with the same characteristics and
create profiles and stereotypes. Bidel et al. [11] give an example
of NNs used for classification, [7], [8], [79], and [84] use NNs
for recommendation tasks. Table VII presents more details of
these applications.



FRIAS-MARTINEZ et al.: SURVEY OF DATA MINING APPROACHES TO USER MODELING 745

Fig. 4. SVM maximization of the distance between classes.

3) Limitations: NNs have been successfully used for UM
mainly because they do not need any heuristic to produce a
model. Nevertheless, they still face important limitations. The
main ones are the training time needed to produce a model
(which in cases can be measured in the order of many hours
and even days) and the amount of information needed. The
training time is an inconvenience for creating dynamic models.
Although there are techniques that are able to retrain NNs dy-
namically, the techniques used so far for UM retrain the system
from scratch in case more information, e.g., a new user or a new
document, is added. More research in the field of incremental
learning is needed. Another important limitation of NNs is their
black box behavior. While the previous techniques, to a different
extent, can be interpreted and manually changed, NNs cannot
be interpreted which limits their applications in case a human
understandable user model is needed.

D. SVMs for UM

SVM is a classifier derived from statistical learning the-
ory [14], [23], [81]. The main advantages of SVM when used
for classification problems are: 1) the ability to work with high-
dimensional data and 2) high generalization performance with-
out the need to add a priori knowledge, even when the dimension
of the input space is very high.

The problem that SVM try to solve is to find an optimal
hyperplane that correctly classifies data points and separates the
points of two classes as much as possible. Fig. 4 isan example
of the previous situation.

1) Basic Algorithms: Given two classes, the objective is to
identify the hyperplane that maximizes m

m =
2

‖w‖ (23)

while at the same time classifying correctly all the exam-
ples given. Being wT the hyperplane that verifies the previ-
ous condition, all points that were part of that class will verify
wTx + b > 0, where x is the point that is being validated. If a
point is not part of that class, then wTx + b < 0.

Formally, the problem can be presented as follows. Given d
the dimension of the problem and N the number of training
points, let

(x1, y1), . . . , (xN , yN ) ∈ 
d

× Y, yi ∈ Y, Y = {−1, 1} (24)

Fig. 5. Transformation of a nonlinearly separable problem into a linearly
separable problem.

be the set of labeled inputs, where −1 indicates that the input
is not of that class and 1 indicates that the input is of that class.
The decision boundary should verify

xT
i wT + b ≥ 1, ∀yi = 1

xT
i wT + b ≥ −1, ∀yi = −1. (25)

The problem can be presented as

Maximize m =
2

‖w‖

Subject to yi(xiwT + b) ≥ 1, ∀i = 1, . . . , n. (26)

This formulation can be expressed as a standard quadratic
problem (QP) in the form of

maximize
N∑
i

αi −
1
2

N∑
i=1,j=1

αiαjyiyjxT
i xj

Subject to αi ≥ 0,

N∑
i=1

αiyi = 0. (27)

In this context, a global maximum αi can always be found
and w can be recovered as

w =
N∑

i=1

αiyixi . (28)

Many of the αi are zero, which implies that w is a linear
combination of a small number of data. The set of elements xi

with nonzero αi are called support vectors. Graphically, these
are the set of points that mark the border of the class.

This approach is valid whenever the set of points of the two
classes are linearly separable. Nevertheless, in real data, this is
usually not the case. In order to work with nonlinear decision
boundaries the key idea is to transform xi to a higher dimension
space, so that in this new space the samples can be linearly
divided (Fig. 5). The problem of this solution can be the high
computational requirements. SVM solve these problems using
kernels. The relationship between the kernel function K and Φ is

K(xi ,xj ) = Φ(xi) · Φ(xj ). (29)

Intuitively, K(x,y) represents our desired notion of similar-
ity between data x and y based on our prior knowledge of the
problem. K(x,y) needs to satisfy a technical condition (Mercer
condition) in order for Φ to exist. In practice, K can be directly
specified, thereby specifying Φ indirectly, instead of choosing
Φ. An example of a kernel function is the Gaussian kernel, which
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is defined as

K(xi,xj) = e
−‖xi−xj‖2

std2 . (30)

When working with a Gaussian kernel, std represents the stan-
dard deviation, and ideally should represent the minimum dis-
tance between any two elements of two different classes. As can
be seen, when constructing a SVM based on a Gaussian kernel,
the only value that needs to be defined is std. There are other
standard kernels like polynomial, linear, or sigmoidal, each one
with its own parameters. These kernels are generic in the sense
that they can, in some way or the other, be applied to all prob-
lems and will provide good solutions. For example, Gaussian
kernels tend to work very well in image recognition problems.
Nevertheless, results can always be improved by designing
a problem-specific kernel, although this approach requires an
a -priori knowledge about the problem.

When working with kernels, in general it would not be possi-
ble to obtain w. Nevertheless, SVM can still be used. Being NS

the number of support vectors of the training set, the decision
function can be expressed as

f(x) = Sign

(
NS∑
i=1

αiyiK(xi ,x) + b

)
. (31)

Although the theoretical background given has introduced
classification system for only two classes, SVM can be general-
ized to a set of C classes. In this case, each one of the classes will
be trained against the rest C − 1 classes, reducing the problem
to a two-class classification problem.

2) Applications for UM: Due to its ability to work extremely
well with high-dimensional data, SVM can be used to classify
documents in order to personalize recommendations given by
search engines. Aihara and Takasu [2], Liao [54], and Ruvini
[77] give examples of classification tasks implemented using
SVM. Table VIII summarizes some studies and applications of
SVM for UM.

3) Limitations: In general, the main problem that SVM faces
is the selection of the kernel K used to implement the classi-
fier. Although there are a set of standard kernels (polynomial,
Gaussian, etc.) that work well for many applications, for com-
plex cases it is convenient to develop a specific kernel con-
sidering the characteristics of the problem. For example, there
are kernels specifically designed for gene detection or for text
classification.

In the context of UM, SVM has been used to personalize
recommendation applications. So far the classification has been
applied to the documents but not to the users directly. Due to the

ability of SVM to optimize the separation between the classes,
the application of SVM to create classes of users can improve
the individual degree of satisfaction of each user. More research
is needed in the applications of SVM for UM, ranging from
general applications to the development of specific kernels.

V. CRITERIA FOR THE SELECTION OF THE TECHNIQUES

The preceding discussion has demonstrated that each tech-
nique captures different relationships among the data available
and expresses it using different data structures. In this section
we present guidelines to help decide which technique to use
when developing an AH application.

We consider that, in the context of UM, there are three
main criteria that determine which data mining/machine learn-
ing technique is suitable for a specific adaptive application:
1) the labeled/unlabelled nature of the data available; 2) the
type of task that is going to be implemented (recommendation
or classification); and 3) the “readability” needed for the results.
“Readability” is defined as the ability of a technique to produce
a human-readable output of the knowledge captured for a non-
technical user. There are two possible values for readability:
1) needed; and 2) not needed. The first one expresses the neces-
sity of having a human-readable output while the second one
states that this factor is not relevant. Table IX presents a guide-
line of which data mining techniques are useful considering
the criteria previously introduced. The techniques are classi-
fied according to the set of references used in this study. The
set of techniques that can be applied when the systems needs
readability can also be applied when this factor is not relevant.

In general, when selecting a data mining technique two of
the more important factors are: 1) the ability to handle high-
dimensional data and 2) scalability. Although the ability to han-
dle high-dimensional data for a generic problem is a very impor-
tant characteristic, within the context of UM we consider that it
is not a very relevant factor because of the dimensionality of the
data used. Nevertheless, in the context of UM, the scalability of
the techniques is a very important factor due to the high number
of users that, in general, will interact with an AH system. The
scalability of each technique regarding the number of users will
depend on how the information of each user is presented. An
indication of the scalability of each technique is presented in the
first column of Table X.

Table X summarizes the characteristics of the techniques pre-
sented along four dimensions. The first three dimensions cap-
ture some of the main problems that machine learning for UM
faces [91]: Computational complexity for off-line processing;
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GENERAL CHARACTERISTICS OF THE REVISED TECHNIQUES

dynamic modeling, which indicates the suitability of the tech-
nique to change a user model on-the-fly; and labeled/unlabeled.
The “readability” dimension has also been added to the table.

The combination of Table IX and X can be used to guide a
choice of which technique to use when modeling user behav-
ior for adaptive systems. First, Table IX identifies the set of
techniques suitable for the adaptive application, and, after that,
Table X can be used to refine the choice considering the scala-
bility and dynamic modeling capabilities of each technique.

Finally, there are other techniques not reviewed in this paper,
mainly predictive statistical techniques [97], that can also be
used to create user models. For example, recommendation tasks
have also been implemented with Markov models [3], [4], [5],
[26], [28], [78] or with Bayesian networks [22], [37], [41], [44],
[80], [94]. Classification tasks have also been implemented with
Bayesian classifiers [20], [81].

VI. CONCLUSION AND DISCUSSION

Hypermedia systems are becoming more important in our
everyday activities and their contents and services are evolving.
Due to this important role, users welcome any improvement on
the hypermedia services they receive. One trend used to improve
digital services is through personalization which is based on
the concept of UM. In this context, data mining and machine
learning techniques can be used to automatically identify user
patterns and interests and use the knowledge obtained to produce
user models.

This paper has presented a review of the state of the art of
data mining techniques within the area of UM for AH systems.
The review demonstrates that one of the main problems that the
development of user model faces is the lack of any kind of stan-
dardization for the design of user models. In order to improve
this situation, this paper has tried to give a set of guidelines
that formalize the design of user models using a data mining
approach. In the same line of standardization, another interest-
ing research area would be the design of a system to evaluate

the performance of UM in order to make it feasible to compare
different user models.

It is our opinion that the future of UM is in hybrid systems.
As has been shown, each technique captures different elements
of user behavior. The combination of these techniques among
themselves and with other machine learning techniques, espe-
cially with soft computing techniques, will provide a useful
framework to efficiently capture the natural complexity of hu-
man behavior.
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