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Developments in sensor technology have enabled the continuous electrocardiog-
raphy monitoring during daily activities. These recordings can be valuable in
the detection of arrhythmias and abnormal cardiac cycles that occur only under
certain circumstances or infrequently. Unfortunately, the activities of the patient
cause severe motion artifacts to the ECG signal that affect the signal quality and
complicate the signal interpretation. The motion based baseline wander artifact
can be reduced to a certain point by improving the stability of the electrode-skin
interface. However, also computational signal processing methods, like adaptive
filtering, are needed. The signal processing methods can be improved by utilizing
additional variables that correlate with the artifact sources. For example, accel-
eration and impedance signals have been studied as possible references of motion.
However, being able to do the measurements without additional sensors would
enable the measurement device to be simpler, lighter, and lower in cost.

This thesis presents an accelerometer-free ECG signal baseline wander reduction
algorithm that uses electromyography signal as a Kalman filter reference signal.
The EMG signal is extracted from the ECG signal itself and used as an estimate
of local electrode motion. The motion estimate is then used as a reference signal
for an adaptive Kalman filter baseline wander compensation algorithm. The al-
gorithm is evaluated on data collected in clinical trials. In addition, the feasibility
of removing the baseline wander using a reduced number of accelerometers as a
motion reference for Kalman filter is studied.

The results showed that the proposed method removed baseline wander success-
fully and without significant alterations in the signal morphology. The method
proved to be at least equally proficient with the methods it was compared to.
The results suggested that the baseline wander reduction from ambulatory ECG
measurements could be achieved without additional sensors using EMG signal as
a motion reference for the Kalman filter. In addition, also the reduced number of
accelerometers proved to be a feasible source of the motion reference signal.
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Sensoriteknologian kehitys on mahdollistanut sydänsähkökäyrän jatkuvan mit-
taamisen päivittäisten aktiviteettien aikana. Jatkuvat mittaukset voivat aut-
taa havaitsemaan sellaisia rytmihäiriöitä ja epänormaaleja sydämen toiminta-
kiertoja, jotka esiintyvät vain tietyissä olosuhteissa tai epäsäännöllisesti. Poti-
laan liikkeet kuitenkin aiheuttavat sydänsähkökäyrään voimakkaita liikeartefak-
teja, jotka heikentävät signaalin laatua ja vaikeuttavat signaalin tulkintaa. Liik-
keestä aiheutuvaa perustason vaellushäiriötä voidaan hieman vähentää paranta-
malla ihon ja elektrodin välisen rajapinnan vakautta. Kuitenkin myös laskennal-
lisia signaalinkäsittelymenetelemiä, kuten adaptiivisia suotimia, tarvitaan. Sig-
naalinkäsittelymenetelmiä voidaan tehostaa hyödyntämällä lisämittaussuureita,
jotka korreloivat artefaktien lähteen kanssa. Esimerkiksi kiihtyvyys- ja impedans-
sisignaaleja on tutkittu mahdollisina liikereferensseinä.

Tässä diplomityössä ehdotetaan perustason vaellushäirön vähentämiseen
sydänsähkökäyrästä menetelmää, joka ei hyödynnä lisäsensoreita, vaan käyttää
lihassähkökäyrää Kalman-suotimen liike-estimaattina. Lihassähkökäyrä erote-
taan sydänsähkökäyrästä ja sitä käytetään estimaattina elektrodien paikallises-
ta liikkeestä. Liike-estimaattia puolestaan hyödynnetään adaptiiviseen Kalman-
suotimeen perustuvan perustason vaellushäiriön kompensaatioalgoritmin re-
ferenssisignaalina. Algoritmi arvioidaan kliinisissä kokeissa kerätyllä datalla.
Lisäksi tutkitaan Kalman-suotimen toimivuutta käytettäessä pienempää määrää
kiihtyvyysantureita liike-estimaatin lähteenä.

Tulokset osoittivat, että ehdotettu menetelmä poisti onnistuneesti perus-
tason vaellushäiriön muuttamatta signaalin muotoa merkittävästi. Ehdo-
tettu menetelmä osoittautui toimivan vähintään yhtä hyvin kuin mene-
telmät, joihin sitä verrattiin. Tulosten mukaan perustason vaellushäiriön
vähentäminen liikkeen aikaisista sydänsähkökäyrämittauksista olisi mahdollis-
ta ilman lisäsensoreita käyttämällä lihassähkökäyrää Kalman-suotimen liikere-
ferenssinä. Lisäksi, vähennetty määrä kiihtyvyysantureita osoittautui myös toi-
mivaksi liike-estimaatin lähteeksi.

Asiasanat: elektrokardiografia, Kalman-suodin, perustason vaellushäiriö,
signaalinkäsittely, artefaktien vähentäminen

Kieli: Englanti
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Abbreviations and Acronyms

AV Atrioventricular
DOF Degrees of freedom
ECG Electrocardiography
EMG Electromyography
ENU East-north-up
FFT Fast Fourier transform
IIR Infinite impulse response
IMU Inertial measurement unit
KL Kullback–Leibler
PSD Power spectral density
RMSE Root mean square error
SA Sinoatrial
SMU Single motor unit
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Chapter 1

Introduction

Electrocardiography (ECG) (Webster, 2010) is a technique used to record
the electrical activity of the heart. It is commonly used in medicine to mon-
itor and diagnose patients with a cardiac condition. The advances in sensor
and information technology have enabled ambulatory ECG recordings to be
performed outside clinical settings in personal healthcare domain. These
ambulatory ECG monitorings could lead to more representative data over
longer time frames, thus improve the detection of arrhythmias and abnor-
mal cardiac cycles that occur in paroxysmal manner or only under certain
circumstances. For example, atrial fibrillation can be paroxysmal and stay
easily undetected in the baseline ECG measurement (Higgins et al., 2013).

Atrial fibrillation is an independent risk factor for ischemic stroke that can
even five-fold the risk without anticoagulation therapy (Wolf et al., 1991).
Especially, patients who suffer from atrial fibrillation after a stroke have
a high risk for a recurrent stroke. Currently, the clinical guidelines given
by European Stroke Organisation (European Stroke Organisation (ESO),
2008) recommend 24-hour Holter monitoring after stroke. However, several
studies (Gumbinger et al., 2012; Jabaudon et al., 2004; Higgins et al., 2013)
have shown that paroxysmal atrial fibrillation detection can be improved
with prolonged ECG monitoring (Grond et al., 2013). In addition to the
improved detection, the ability to monitor the patients outside the hospital
environment would make the recordings more comfortable for the patient
and likely decrease the costs (Higgins et al., 2013).

Unfortunately, the ECG recordings performed during daily activities are
prone to artifacts caused by body movements. One of these artifacts is low
frequency baseline wander. The movement of the electrodes, with respect
to the skin, changes the impedance on the electrode-skin interface, which
causes the ECG baseline to wander (Webster, 2010). Artifact removal is
crucial, since the artifacts complicate the clinical interpretation of the ECG
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CHAPTER 1. INTRODUCTION 2

signal. Especially, when the longer recordings increase the amount of data
and the automated classification of sections of interest is applied, the removal
of artifacts becomes a requisite.

The non-computational denoising method of making the electrode-skin
interface more stable is not powerful enough for removing the artifact from
movement ECG measurements (Sörnmo and Laguna, 2005). Therefore, sig-
nal processing methods are needed. Classical high-pass filters are widely
used, but they might remove also cardiac information or alter the signal
morphology since the frequency spectra of the ECG signal and the baseline
wander artifact are slightly overlapping (Sweeney et al., 2012). Adaptive
filters, for example adaptive Kalman filters, have shown better performance
in removing the artefact without distracting the cardiac signal (Hostettler
et al., 2018). However, adaptive filters typically utilize a motion reference
measured with additional sensors. For motion artifact, accelerometers are the
most common reference sensors, although other sensors, such optical bend
sensors, impedance sensors and skin stretch sensors have also been considered
(Sweeney et al., 2012). The use of additional sensors cause the measurement
device to be more complex, more expensive, and more energy-consuming.

The aim of this thesis is to develop an ECG signal baseline wander reduc-
tion method that does not rely on additional sensors. The artifact reduction
in this thesis is scoped only to the baseline wander caused by motion. In
terms of methods, this thesis is scoped to study only the feasibility of adap-
tive Kalman filters in baseline wander reduction. The proposed method uses
electromyographic (EMG) signal as a motion reference signal for an adaptive
Kalman filter algorithm. The reference EMG signal is obtained without any
additional sensors by extracting it from the ECG signal with Butterworth
high-pass filter. Another objective is to study if the number of sensors could
be reduced in measurements that use accelerometer data as a reference signal
for an adaptive Kalman filter.

This thesis is divided into five chapters. Chapter 2 provides a view on
the background concepts: the principles of ECG, baseline wander artifact,
electromyogram, inertial measurement units, and Kalman filters. Chapter
3 introduces the materials and methods used in the signal processing and
algorithm evaluation. The results are presented in Chapter 4, and discussion
and conclusions on the results are given in Chapter 5.



Chapter 2

Background

This chapter presents the physiological background of the ECG signal as well
as the principles of measuring the ECG. Section 2.3 introduces the baseline
wander artefact. Sections 2.4 and 2.5 provide descriptions of the EMG signal
and the IMUs that are utilized in the Kalman filters. The proposed solutions
for the artefact removal, Kalman filters, are introduced in Section 2.6 and
their use with IMUs as a motion reference in Section 2.7.

2.1 Physiology of ECG

2.1.1 Anatomy and function of the heart

The heart functions as a pump for the cardiovascular system (Tortora and
Derrickson, 2017). It has four chambers, two atria and two ventricles, whose
cyclic contractions generate the blood flow. The atria receive blood from
the veins which are blood vessels carrying blood toward the heart. The
ventricles eject blood into vessels leaving the heart called arteries. Moreover,
the heart is a double pump. The right part pumps blood into the pulmonary
circulation, which takes care of the blood transfer to the lungs. Conversely,
the left part runs the systemic circulation that delivers blood to the rest of
the body. The ventricles are separated from the atria and the arteries by
connective tissue valves to prevent the back flow of blood. The valves open
and close in response to pressure changes caused by ventricle contractions
and relaxations. The left and right ventricles are separated by a muscular
wall called the interventricular septum. The structure of the human heart is
illustrated in Figure 2.1.

Deoxygenated blood from the body enters the right atrium and is de-
livered to the right ventricle through the tricuspid valve (Tortora and Der-
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CHAPTER 2. BACKGROUND 4

rickson, 2017). The right ventricle contracts and pushes blood through the
pulmonary valve into an artery called the pulmonary trunk that carries blood
to the lungs. The excess carbon dioxide is released and new oxygen picked up
in thin vessels called the pulmonary capillaries. The oxygenated blood flows
back to the heart through the pulmonary veins and enters the left atrium.
Blood is transferred to the left ventricle through the bicuspid valve. The
contraction of the heart pushes blood through the aortic valve into the aorta
from which it is distributed throughout the body via systemic arteries. The
exchange of the gases as well as nutrients takes place in systemic capillaries.
After the exchange, deoxygenated blood flows back to the right atrium of the
heart via systemic veins.

Right atrium

Tricuspid valve

Right ventricle

Pulmonary valve

Pulmonary trunk

Pulmonary veins

Left atrium

Bicuspid valve

Left ventricle

Aortic valve

Aorta

Systemic arteries 

Figure 2.1: The human heart is divided into two halves which both contain
an atria and a ventricle. Deoxygenated blood enters the right atrium and
continues to the pulmonary trunk via the right ventricle. Blood is oxygenated
in the lungs and then returns to the heart via pulmonary veins. Oxygenated
blood flows from the left atrium to the left ventricle before being delivered
throughout the body via the aorta. The blood flow inside the heart is re-
stricted by valves that only open during contractions. Blood vessels carrying
oxygenated blood are colored red and blood vessels carrying deoxygenated
blood are colored blue. Direction of the blood flow is marked with arrows.
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2.1.2 Cardiac conduction system

The heart wall is made of three layers: the external connective tissue layer
called the epicardium, the middle layer called the myocardium and the inner
endothelium layer called the endocardium (Tortora and Derrickson, 2017).
The myocardium covers 95% of the heart wall. It is composed of cardiac
muscle tissue and is responsible for the contractions and relaxations of the
heart.

Cardiac muscle fibers are striated, cylindrical fibers that may be divided
into branches. The connections between the adjacent fibers are specialized
membranes called intercalated discs (Strootbandt et al., 2016). Since the
intercalated discs contain gap junctions with very low electrical resistance,
they allow a rapid conduction of action potentials from one cell to another.
As a result, the heart muscles function as a synchronous unit. In addition,
cardiac muscle cells have a semipermeable cell membrane with selective ion
channels. Those channels let only specific charged particles to pass through
the membrane either into the cell or out of it. The selectivity of the membrane
creates a potential difference between the sides of the membrane, referred to
as resting membrane potential. In cardiac muscle fibers the resting membrane
potential is close to -90 mV (Tortora and Derrickson, 2017).

About 1% of the muscle fibers are autorhythmic fibers that have the
ability to excite action potentials in themselves (Tortora and Derrickson,
2017). The autorhythmic fibers have two important functions. Firstly, they
act as a pacemaker and thus pace the contractions of the heart by controlling
the action potential excitations. Secondly, they form the cardiac conduction
system. The conduction system is a network of autorhythmic fibers that
works as a pathway for the cardiac excitations to proceed throughout the
heart. The rest of the muscle fibers are contractile fibers that contract when
they receive the action potential from the conduction system (Tortora and
Derrickson, 2017).

Electrical activation of the heart begins from the sinoatrial (SA) node in
the right atrium (Tortora and Derrickson, 2017). The SA-node cells depo-
larize spontaneously and repeatedly to the threshold potential that triggers
the action potential. The action potential travels through both atria via gap
junctions and generates the simultaneous contraction of the atria that pushes
blood to the ventricles. The propagation of the action potential is slowed
down in the atrioventricular (AV) node to give time for the atria to drain.
Next, the action potential proceeds to the ventricles via the atrioventricular
bundle which is the only electrically conductive pathway between the atria
and the ventricles. The bundle diverges into left and right branches which
carry the signal to the apex of the heart. From there, the action potential
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Sinoatrial node

Atrioventricular node

Right bundle branch

Purkinje fibers

Internodal pathways
Atrioventricular bundle

Left bundle branch

Figure 2.2: Electrical activation of the human heart begins with the sinoa-
trial node depolarization. The action potential propagates through both atria
causing them to contract. The propagation is slowed down in the atrioven-
tricular node to give time for the atria to drain. Next, the action potential
continues to proceed via the atrioventricular bundle and the bundle branches
to the Purkinje fibers that generate the contraction of the ventricles. The
conduction pathways are colored yellow.

spreads rapidly upward the ventricles via Purkinje fibers. The spreading ac-
tion potential causes the sequential contraction of the contractile fibers. The
ventricles contract and push the blood toward the semilunar valves. The
conduction system of the heart is visualized in Figure 2.2.

The SA-node initiates action potentials in a constant rate of about 100
times per minute (Tortora and Derrickson, 2017). However, the amount of
blood supply needed in the tissues is not constant but varies under differ-
ent conditions. The body adapts to the changing needs by regulating the
heart rate. The most important regulation mechanisms is the autonomic
regulation. The autonomic regulation originates in the cardiovascular center
in the brainstem (Tortora and Derrickson, 2017). If the need for the blood
increases in the tissues, for example, during physical activity, the cardiovas-
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cular center increases the frequency of nerve impulses in the sympathetic
nerves. Impulses in the sympathetic cardiac accelerator nerves trigger the
release of norepinephrine that raises the rate of the spontaneous depolariza-
tion in the SA-node. Conversely, if the heart rate needs to be decreased, for
example, during rest or sleep, the cardiovascular center increases the impulse
frequency in the parasympathetic nerves. The parasympathetic vagus nerves
release acetylcholine to the vicinity of the SA-node, AV-node, and atrial my-
ocardium, which decreases the rate of the spontaneous depolarization in their
autorhythmic fibers. With the autonomic nerve stimulations, the heart rate
can be controlled to vary from 20–30 beats/min up to over 200 beats/min
(Tortora and Derrickson, 2017). In addition to the autonomic regulation,
several chemicals, like hormones and cations, affect the heart rate. Further-
more, factors like age, gender, physical condition, and body temperature
all affect the resting heart rate and the possible maximum heart rate of an
individual.

2.2 Measurement of ECG

2.2.1 History and development of electrocardiography

Electrocardiography (ECG) is a technique to record the electrical activity
of the heart. The first observations of bioelectrical activity were made in
1786 by Luigi Galvani (AlGhatrif and Lindsay, 2012). Galvani managed to
record electrical current from dissected animal skeletal muscles. In 1842,
Carlo Matteucci proved with frogs that also heart beats are associated with
electrical current (AlGhatrif and Lindsay, 2012).

The first human ECG was recorded in 1887 by Augustus D. Waller
(Waller, 1887). It was recorded with capillary electrometer and surface elec-
trodes attached to the chest and back. Waller also proved that the electrical
activity preceded the ventricular contractions by recording the ECG and the
movements of the heart simultaneously. In 1901, Willem Einthoven suc-
ceeded to develop a new string galvanometer for more sensitive recordings
(Barold, 2003). Furthermore, Einthoven discovered the PQRST-waveform of
the ECG signal and the three standard limb leads (I, II and III) of ECG
recordings known as Einthoven’s triangle. Later, he was awarded the Nobel
Prize for discovering the mechanism of ECG.

Over the first decades of the 20th century, the clinical usage of the three-
lead ECG extended especially after improving the portability. Initially, the
ECG was used mainly to study arrhythmias. The diagnostic significance in-
creased after discovering that also myocardial infarctions could be diagnosed
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with ECG. The study of myocardial pathology led to the development of
new leads. The six unipolar chest leads (V1-V6) were standardized in 1938
(AlGhatrif and Lindsay, 2012). Finally, the augmented unipolar limb leads
(a-VL, a-VR and a-VF) were established leading to the standardization of
12-lead ECG in 1954 (AlGhatrif and Lindsay, 2012).

Currently, ECG is routinely used in medical diagnostics and there is a
range of ECG devices available. In addition to the standard 12-lead ECG,
there are for example ambulatory Holter monitors and multichannel body
surface mapping systems (Trobec et al., 2018). Additionally, wearable and
wireless ECG devices are emerging as a method for continuous monitoring in
elderly people healthcare (Baig et al., 2013) as well as in consumer products
with mobile applications.

2.2.2 Standard 12-lead ECG

The standard 12-lead ECG consists of three bipolar limb leads, three aug-
mented limb leads, and six unipolar precordial leads (Trobec et al., 2018).
The limb leads record in the frontal plane of the body and the precordial
leads in the transverse plane. The term bipolar lead is used to describe that
the leads reflect the voltage difference between a pair of electrodes, whereas
the term unipolar lead refers to the voltage variations of a single electrode
in relation to a reference electrode (Sörnmo and Laguna, 2005). The bipolar
limb leads are recorded with electrodes placed on the left arm (LA), right
arm (RA), and left leg (LL). Typically, one electrode is placed on the right
leg (RL) to serve as an reference electrode. Lead I measures the potential
difference between LA and RA, lead II between LL and RA, and lead III
between LL and LA. The resulting lead vectors can be approximated to form
the Einthoven’s triangle, an equilateral triangle with the electrodes as its
corners and the heart as its center (Webster, 2010). As a result, the leads I,
II, and III are noted to reflect the potential differences in the frontal plane
in the directions with 0◦, 60◦ and 120◦ angles, respectively.

To cover more directions in the frontal plane, the augmented limb leads
aVF, aVL, and aVR were introduced (Sörnmo and Laguna, 2005). They
are unipolar leads having a reference electrode called the Wilson central
terminal (Wilson et al., 1934). The Wilson central terminal is formed by
connecting the three limb electrodes through equal-valued resistances to a
central terminal. The voltage at the central terminal is the average of the
voltages at the limb electrodes. The lead from the Wilson central terminal
(V) to LA is known as VL, to RA as VR and to LL as VF. However, for
each lead, one of the resistances shunts the circuit between the electrode and
the central terminal, which leads to very small amplitude (Webster, 2010).
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To increase the amplitude, the limb being measured and the central terminal
are disconnected, thus the augmented limb leads are formed. The augmented
leads, known as aVL, aVR and aVF, correspond to the directions with -30◦,
-150◦ and 90◦ angles, respectively. The lead angles in the frontal plane are
shown in Figure 2.3.

0°

+60°
+90°

+120°

150° -30°

III

I

II

aVR aVL

aVF

0°

20°
40°60°80°100°

V1 V2 V3 V4
V5

V6

Figure 2.3: The lead angles of the limb leads and augmented limb leads. The
limb leads and augmented limb leads reflect the potential differences in the
frontal plane with angles of 0◦, 60◦, 90◦, 120◦, -30◦ and -150◦ relative to the
heart.

In order to get a view of the heart in the transverse plane, six precordial
leads are measured in the standard 12-lead ECG. Six chest electrodes are
placed in anatomically defined positions on the front and left side of the chest
wall. The potential differences are measured between the chest electrodes
and the Wilson central terminal. The resulting leads, named from V1 to V6,
cover the transverse plane directions from 0◦ to 100◦ with steps of 20◦ angle
(Trobec et al., 2018). The placement of both limb and precordial electrodes
is shown in Figure 2.4.
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RA LA

RL LL

V1 V2

V3
V4 V5 V6

Figure 2.4: The placement of the electrodes in the standard 12-lead ECG.
The recording limb electrodes are placed on the right arm, left arm, and
left leg. The reference electrode is placed on the right leg. The precordial
electrodes are placed on the front and left side of the chest wall.

2.2.3 Origin and morphology of the ECG signal

As described in Section 2.1.2, the action potential generated in the SA node
proceeds along the conduction system and excites the contractile muscle
fibers. In the contractile fibers, the action potential occurs in three stages:
first the fiber depolarizes, next comes the plateau and eventually the fiber
repolarizes back to the resting state (Tortora and Derrickson, 2017). The
depolarization begins when the additive action potentials from the neigh-
bouring fibers bring the membrane potential of the fiber to the threshold
potential. Reaching the threshold potential causes the opening of the sodium
ion channels of the membrane. Positively charged sodium ions flow into the
negatively charged muscle fiber cytosol down the electrochemical gradient.
The ion inflow produces a rapid depolarization of the fiber, which again closes
the sodium ion channels. During the next phase, plateau, the depolarization
is maintained by the balanced inflow of positive calcium ions and outflow
of positive potassium ions down the concentration gradients. Finally, the
repolarization restores the membrane potential to its negative resting value.
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The repolarization is achieved by closing the calcium ion channels and open-
ing additive potassium ion channels for increased potassium ion outflow. A
figure of the phases in myocardial action potential is shown in Figure 2.5.

Figure 2.5: Myocardial action potential is divided into three stages: de-
polarization, plateau and repolarization. The depolarization is achieved by
the inflow of positive sodium ions. During the plateu, the depolarization is
maintained by balanced inflow of positive calcium ions and outflow of pos-
itive potassium ions. The repolarization restores the negative resting value
by positive potassium ion outflow.

An electrocardiogram is a recording of the combined action potentials
produced by all of the heart muscle fibers (Tortora and Derrickson, 2017).
The depolarization and repolarization waves during each heartbeat produce
voltage changes that form the typical PQRST-waveform of the ECG record-
ings. The ECG signal morphology is dependent on the ECG measurement
angles, which in turn are dependent on the leads, both presented in Section
2.2.2. A typical ECG signal measured from lead I is shown in Figure 2.6.

The electrical activation in the SA-node is too weak to be recorded at the
body surface, thus the first visible deflection in the ECG recording is caused
by the next event, the atrial depolarization (Katz, 2011). The atrial depo-
larization produces the P-wave, which is followed by the QRS complex rep-
resenting the ventricular depolarization. The third deflection is the T-wave,
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Figure 2.6: ECG signal morphology over one cardiac cycle. The P-wave is
produced by the atrial depolarization, the QRS complex by the ventricular
depolarization, and the T-wave by the ventricular repolarization. The P-
R interval describes the action potential conduction time, the Q-T interval
the duration of the ventricular action potential, and the S-T segment the
duration of the plateau.

which corresponds to the repolarization of the ventricles. Between these de-
flections, the ECG normally returns to its baseline. In ECG analysis, the
amplitudes and shapes of the waves are examined to identify abnormalities
in heart function.

In addition to the waves, also the time spans between the waves provide
important information of the function of the heart (Tortora and Derrickson,
2017). The length of the interval between the atrial and ventricular activa-
tion, called the P-R interval, describes the action potential conduction time
through the AV-node, AV-bundle, bundle branches, and the Purkinje fibers
(Katz, 2011). The Q-T interval represents the total duration of the ventric-
ular action potential, and the S-T segment the duration of the plateau phase
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only.
The frequency spectrum of a normal ECG signal in sinus rhythm has

distinct characteristics. The accepted frequency range for diagnostic ECG
is 0.05–100 Hz (Orphanidou, 2018). Although, the power of a typical QRS
complex is in the frequencies below 30 Hz. The peak power occurs in the
range of 4–12 Hz, including the QRS complex as well as the P- and T-waves.
(Murthy et al., 1978). Normally, the highest peak, R-peak, has an amplitude
of maximum 3 mV (Sörnmo and Laguna, 2005).

2.3 Baseline wander

The diagnostic quality of ECG measurements can be affected by various types
of disturbances. The presence of the artifacts as well as poor processing of
the signal can lead to incorrect diagnoses when interpreting the ECG. The
disturbances are typically electrical interferences and can be categorised into
physiological and non-physiological artifacts (Crawford and Doherty, 2011).
The physiological artifacts include the movement artifacts baseline wander
and electromyographic noise. The non-physiological artifacts can be caused
for example by power lines, ground loops, loose electrode-lead connections,
or electrode misplacements. In this section, the movement artifact baseline
wander is presented.

The wandering of the ECG baseline is a motion artifact caused by im-
pedance changes at the electrode-skin interface. In an ideal measurement,
the ECG signal would be constantly centered at zero from where the waves
would deviate. In baseline wander, the center of the waves shifts from zero
in slow fluctuations. Figure 2.7 shows an example of an ECG signal with
significant baseline wander. There are two main methods how the baseline
wander can be induced (Webster, 2010). Firstly, if the electrode moves with
respect to the skin, the movement disturbs the charge distribution either at
the electrode-electrolyte or the electrolyte-skin interface. Secondly, stretch-
ing the skin or applying pressure to it, may change the skin potential several
millivolts.

Especially in the ECG measurements performed during motion, the base-
line wander is often accompanied with an electromyographic artifact. Typi-
cal causes for baseline wander are body movements, poor electrode contact,
movement of cables, respiration, and perspiration. The spectral content of
the baseline wander artifact is typically less than 1 Hz, but doing physical ex-
ercises during the recording may add higher frequency components (Sörnmo
and Laguna, 2005). The magnitude of the artifact can be several times higher
than the amplitude of the QRS complex.
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Figure 2.7: ECG signal with wandering baseline. The baseline wander is a
motion artifact caused by impedance changes at the electrode-skin interface.
The baseline wander appears as a slow fluctuation of the ECG baseline from
the zero-line that is marked with dashed line. There is also electromyographic
noise visible from t ≈ 19 s to t ≈ 31 s.

The amount and intensity of the motion artifacts increase when shift-
ing from clinical resting ECG recordings into longer ambulatory measure-
ments. The baseline wander can be reduced by improving the stability of the
electrode-skin interface. This can be achieved by using nonpolarizable elec-
trodes, removing the stratum corneum layer of the skin, or using microneedle
electrodes that pass through the stratum corneum and the barrier layer of the
skin (Webster, 2010). However, these methods can not completely prevent
the occurrence of baseline wander and some of them can be painful for the
patient. Therefore, signal processing methods are needed. Two major com-
putational techniques used to remove the baseline wander are linear filtering
and polynomial fitting (Sörnmo and Laguna, 2005). Yet, despite their wide
use and rather easy implementation, these classical filtering techniques have
some major drawbacks. Since the spectral contents of the ECG signal and
the baseline wander artifact are typically slightly overlapping, for example,
high-pass filtering might also remove some important cardiac information
(Sweeney et al., 2012). Moreover, if the phase response of the filter is not
linear, it might also alter the ECG morphology (Kaur and Singh, 2011).
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2.4 Electromyogram

Like Section 2.3 presented, the electromyographic signal in ECG is usually
considered as an artifact. However, electromyogram (EMG) also gives valu-
able information of muscle activity that is often related to movement. In
this thesis, the electromyographic interference in ECG is utilized as a ref-
erence signal for the Kalman filter, indicating patient movement during the
recording.

The EMG signal originates from the electrical activity of the skeletal mus-
cles (Sörnmo and Laguna, 2005). The skeletal muscles are involved in pro-
ducing movement as well as in maintaining the body position. The skeletal
muscles are organized in motor units, which include a single motor nerve fiber
and the muscle fibers to which it is attached (Webster, 2010). A single motor
unit (SMU) represents the smallest functional unit of volitional contraction.
As in the cardiac muscle tissue, also the skeletal muscle fiber contractions are
controlled by the action potentials. The SMU contracts when the action po-
tential coming from the innervating motor neuron spreads along the excitable
membranes of the muscle fibers. Thus, the active muscle fibers of the SMU
constitute a bioelectric source (Webster, 2010), which evokes field potentials
that can be recorded from body surface. The EMG signal is a summation of
the motor unit action potentials that are sufficiently close to the recording
electrode. The amplitude of the surface EMG signal is typically in the range
of 0.25–5 mV (Sörnmo and Laguna, 2005). The frequency range is wide and
partially overlapping with the spectral content of ECG signal.

Since the ECG electrodes are measuring heart induced potentials from
the body surface, they also capture the EMG signal from the superficial
muscles near them. Especially, when the ECG is recorded during exercise,
a significant amount of muscular activation occurs which results in EMG
contaminated ECG signal. In this thesis, the ECG is recorded while the
subjects are performing certain motion sequences. Thus, the ECG signal
features also EMG components. The aim is to use an adaptive Kalman filter
to reduce the amount of motion related baseline wander in the ECG signal.
Since the baseline wander and the EMG signal are both motion artifacts, they
can be assumed to originate from the same motion. Therefore, the extracted
EMG signal is used as a reference signal providing information on the amount
of the measurement noise for the Kalman filter. The principles of Kalman
filters are introduced in Section 2.6 and the more detailed description of the
reference signal usage for modeling motion is given in Section 3.4.
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2.5 Inertial measurement units

An inertial measurement unit (IMU) is an electronic device that measures
the position changes of the measured object (Kempe, 2011). The modern
IMUs typically consist of accelerometer, gyroscope and magnetometer (Ah-
mad et al., 2013). Commonly, they are all tri-axial, gaining together nine
degrees of freedom (DOF). The accelerometer is used to measure the iner-
tial acceleration whereas the gyroscope measures the angular rotation. The
magnetometer measures the yaw angle rotation from magnetic fields and is
used to improve the reading of the gyroscope that is easily disturbed by drift.
IMUs are commonly used in applications of navigation systems, robotics, and
industry quality control. In medical applications, they can be used, for ex-
ample, in long term health monitoring (Rodŕıguez-Mart́ın et al., 2013) and
in pose estimation (Tobergte et al., 2009).

In this thesis, and in adaptive ECG signal denoising in general, IMUs are
used to measure the movement of the electrodes. The electrode movement
is then used as a reference signal for an adaptive filter that removes the mo-
tion artifact. The adaptive Kalman filter algorithm presented by Hostettler
et al. (2018), and used in this thesis, utilizes the data from all three sensors
when estimating the motion of the electrode. The algorithms and the use
of reference signals are presented in Section 3.4. Although the use of IMUs
as a motion reference is an effective method in motion artifact reduction,
this thesis studies, if a successful artifact removal could be achieved with a
reduced number of IMUs or even without any additional sensors.

2.6 Kalman filters

Kalman filter (Kalman, 1960) is an recursive estimator used to estimate the
states of a linear Gaussian dynamic system. The Kalman filter utilizes the
measurement data as well as prior knowledge about the measurement device
and the system to provide an optimal system state estimate with statistically
minimised error (Mason, 2002). The Kalman filter consists of two steps,
prediction step and update step (Welch and Bishop, 1995). In the prediction
step, the filter produces an a priori estimate of the system state in the
next time step based on the previous estimate. Next, the new measurement
is used to refine the a priori estimate to obtain an improved a posteriori
estimate. After each prediction and update step pair, the Kalman filter loop
is repeated. The previous a posteriori estimates are used to predict the next
a priori estimates, hence the recursive nature. The function of the Kalman
filter is based on the assumption that the dynamic system is linear and the
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noise is Gaussian. However, there are variations available for nonlinear and
non-Gaussian problems, such as the extended Kalman filter (Sweeney et al.,
2012).

Kalman filtering is computationally efficient due to its matrix operations.
In addition, the recursive nature makes the real-time implementations of
Kalman filter feasible. Consequently, the Kalman filter has found many ap-
plications, to a great extent in the fields of navigation and target tracking.
The number of applications in biomedical signal processing is smaller but
increasing. For example, adaptive Kalman filters have been proposed as a
method for ECG baseline wander removal, for example, by Hostettler et al.
(2018) and Mneimneh et al. (2006). Further, Vullings et al. (2010) success-
fully used adaptive Kalman filter and Sameni et al. (2005) and Sayadi and
Shamsollahi (2008) extended Kalman filter for ECG signal denoising, but
targeting the high frequency noise instead of the baseline wander.

The Kalman filter state-space model (Equation 2.1) describes a system
where the evolution of the system state xk follows a linear dynamic model
with Gaussian process noise and the measurements yk are linearly related to
the system state with Gaussian noise (Kovvali et al., 2014). The dynamic
model and measurement model are given as (Särkkä, 2013; Welch and Bishop,
1995):

xk = Ak−1xk−1 + qk−1, (2.1a)

yk = Hkxk + rk, (2.1b)

where xk ∈ Rn is the state of the system at time step k and yk ∈ Rm is
the measurement at time step k. The state transition matrix of the dynamic
model Ak−1 relates the state at the previous time step k − 1 to the current
state. The measurement model matrix Hk gives the connection between
the state xk and the measurement yk. The random variables qk and rk
denote the process noise and measurement noise, respectively. They are
assumed to be independet and white with normal probability distributions
qk ∼ N (0,Qk−1) and rk ∼ N (0,Rk). The process noise covariances Qk−1

and the measurement noise covariances Rk are assumed to be given.
In the prediction step, the a priori system state estimate m−k and its

covariance matrix P−k are calculated using the a posteriori estimates of the
previous time step (for in-depth derivations of the Kalman filter equations,
refer to, for example, Särkkä (2013)) :

m−k = Ak−1mk−1, (2.2a)

P−k = Ak−1Pk−1A
>
k−1 + Qk−1. (2.2b)
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The predicted system state estimate is used in the update step to obtain the
predicted measurement estimate zk:

zk = Hkm
−
k . (2.3)

Next, the error in the estimated measurement vk, the innovation, can be
calculated with the actual measurement value yk:

vk = yk − zk. (2.4)

The covariance matrix of the prediction error is named as innovation matrix
and can be calculated as:

Sk = HkP
−
k H>k + Rk. (2.5)

The weighting matrix, Kalman filter gain, that minimizes the a posteriori
estimation error covariance can be calculated as:

Kk = P−k H>k S−1
k . (2.6)

Finally, the a posteriori state estimate mk and its covariance matrix Pk are
updated:

mk = m−k + Kkvk, (2.7a)

Pk = P−k −KkSkK
>
k . (2.7b)

2.7 Baseline wander compensation with IMUs

This thesis is a continuation of the study by Hostettler et al. (2018) which
represents the state of the art in ECG baseline wander reduction. Hostettler
et al. (2018) proposed a baseline wander compensation algorithm that is
based on adaptive Kalman filtering and IMUs. They attached the IMUs to
each recording electrode and recorded ECG while the subjects performed
motions. The IMUs were used to estimate the local electrode motion which
served as a reference signal for the Kalman filter.

The local electrode motion was estimated with the Kalman filtering and
smoothing algorithm for attitude tracking introduced by Särkkä et al. (2015).
The attitude tracker estimates the attitude of each IMUs by tracking the
gravity and magnetic field vectors in the local coordinate frames of the IMUs.
The estimated attitudes were used to estimate the relative motions of the
IMUs in global coordinates. The motion estimation was performed again with
a Kalman filter using an inertial navigation model (Titterton and Weston,
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2004) as the dynamic model and the attitudes as inputs. Finally, the motion
artifact reduction was done with a Kalman filter using the estimated local
positions as a reference signal and modeling the ECG measurement as a
superposition of the cardiac signal and the baseline wander disturbance. The
result was the estimate of the motion artifact reduced ECG signal. Section
3.4 presents the above mentioned adaptive Kalman filtering and smoothing
algorithm in detail.

Hostettler et al. (2018) evaluated the algorithm by performing clinical
trials. In the trials, the ECG and the IMU data were simultaneously recorded
from 20 subjects that were performing sequences of motions. The motion
artifact reduction algorithm was applied to that clinical trial data. With
this approach, they managed to remove the baseline wander artifact without
significantly changing the ECG signal morphology. Figure 2.8 shows the
motion compensated ECG signal in comparison with the raw signal. The
baseline wander has been mostly removed. Figures 2.9 and 2.10 show the
morphology comparison of the compensated and raw ECG signal in periods
of no motion and motion, respectively. The processed signals are slightly
altered, but the morphology has stayed mostly intact.

Figure 2.8: Example of the raw and baseline wander compensated lead II
ECG signals. The baseline wander compensation algorithm using IMU data
as a motion reference for Kalman filter has succesfully removed most of the
baseline wander. (Hostettler et al., 2018)
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Figure 2.9: Comparison of the measured and processed ECG during a period
without motion artifacts. The processing has not significantly altered the
ECG signal morphology. (Hostettler et al., 2018)

Figure 2.10: Comparison of the measured and processed ECG during a period
with motion artifacts. The processing has not significantly altered the ECG
signal morphology. (Hostettler et al., 2018)



Chapter 3

Materials and methods

This chapter describes the data collection and the methods used in the study.
All signal processing was implemented in MATLAB R2019b.

3.1 Data collection

In this thesis, the same combined ECG and IMU measurement data was
used that was recorded by Hostettler et al. (2018). The clinical trials were
approved by the Ethics Committee of the Helsinki and Uusimaa Hospital
District.

Figure 3.1: Illustration of the experimental setup. Three-lead ECG setup is
used with four electrodes placed as marked with red dots and one reference
electrode attached to the ECG device marked with green box. A wireless
motion sensor including an IMU and a magnetometer is attached on top of
each electrode. (Hostettler et al., 2018)

21
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The ECG was measured with a three-lead ambulatory ECG device (Faros
360, Bittium Biosignals, Oulu, Finland). The device contains five electrodes
forming the lead I from R/RA to L/LA, lead II from R/RA to F/LL, and
lead V1 from CV to F/LL with the reference electrode, Faros, integrated
in the device. The electrodes used were Ag/AgCl electrodes with wet gel.
Additionally, a motion sensor was attached on top of each electrode. The
motion sensors (MetaMotion C, mBientlab, San Francisco, CA) included an
inertial measurement unit (BMI160, Bosch Sensortec, Reutlingen, Germany)
and a magnetometer (BMM150, Bosch Sensortec, Reutlingen, Germany).
The electrode placements are shown in Figure 3.1, the ECG device used in
Figure 3.2, and the motion sensors in Figure 3.3.

Figure 3.2: The three-lead ambulatory ECG device (Faros 360, Bittium
Biosignals) used in the data collection. Photo by Simo Särkkä.

The ECG signals were sampled at 1000 Hz, the accelerometers and the gy-
roscopes were sampled at 100 Hz, and the magnetometers were sampled at 25
Hz. The clocks of the ECG device and the motion sensors were synchronized
by performing a heel drop motion and estimating the delay by calculating the
cross correlation of the Faros accelerometer and the integrated accelerometer
in the ECG device.

The clinical trials were performed with 20 subjects, from which 10 were
healthy and 10 had a cardiac condition. The subjects were asked to perform
a set of seven motion sequences that simulate common everyday activities.
Each motion sequence was performed twice. The motion sequences were:
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Figure 3.3: The motion sensors (MetaMotion C, mBientlab) used in the data
collection. The motion sensors consist of an inertial measurement unit and
a magnetometer. Photo by Simo Särkkä

1. Patient is lying on their back. Patient rolls on right side 90 degrees
then returns to backside position.

2. Patient stands up from sitting position.

3. Patient is standing with upper limbs extended, then reaches floor with-
out bending their knees.

4. Patient is starting with upper limbs rotated outwards and elbow joints
at 90 degrees flexed. Keeping elbows flexed patient moves forearms
together to the front.

5. Patient starts with upper limbs resting on sides, elbow joints extended.
Keeping elbows extended, patient raises upper limbs above head form-
ing a 180 degrees angle.

6. Patient starts with elbows flexed at 90 degrees, forearms touching in
front, patient rotates upper body laterally on right side, returns to
front, then left side, and returns to front.

7. Patient walks in staircase, arms freely moving.
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3.2 Cross correlation of the IMUs

For modeling the motion artifact component of the Kalman filter, Hostettler
et al. (2018) used the data from the IMUs attached to those two electrodes
that were recording a certain ECG lead. Their method requires as many
IMUs as there are electrodes measuring ECG. In this thesis, a cross corre-
lation check was performed across all of the IMUs to see if the number of
IMUs could be reduced over redundancy in the data. Pyysing (2018) has
previously studied the correlation between the ECG signal during motions
and acceleration. The data set was small, but her results suggested that the
correlation would be more dependent on the type of the motion than on the
accelerometer location. Therefore, it might be possible that the accelerations
from different locations would correlate with each other so significantly that
the number of them could be reduced.

Cross correlation describes the similarity of two series as a function of
the shift relative to the other. The cross correlation of two jointly stationary
random zero mean processes xn and yn is given by

Rxy(m) = E{xn+my
∗
n}, (3.1)

where E is the expected value operator, the asterisk denotes complex conju-
gation, and −∞ < n <∞.

In the cross-correlation check, only the z-axis accelerations were under
examination since they were thought to contain the most relevant informa-
tion about the motions. The cross correlation values were calculated with
Matlab’s normalized xcorr function using the maximum of 200 samples (0.2
seconds) lag. The normalization in the Matlab’s cross correlation function
normalizes the sequence so that the autocorrelations at zero lag equal 1:

R̂xy(m) =
1√

R̂xx(0)R̂yy(0)
R̂xy(m). (3.2)

The highest absolute cross-correlation values were selected for each sub-
ject and motion combination. The distributions of the absolute cross cor-
relation values for each accelerometer pair were compared to find the pair
with the lowest cross correlation. The lowest cross correlation would mean
that those two accelerometers collect the least similar information. There-
fore, those two accelerometers would compose the most informative reference
signal for the Kalman filter.
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3.3 EMG signal processing

In this thesis, the same Kalman filtering and smoothing method was used
that was proposed by Hostettler et al. (2018). However, instead of the IMU
data, the EMG signal was used as a model of the motion artifact component.
The EMG signal was extracted from the ECG signal by high-pass filtering.
A Butterworth high-pass filter (Butterworth, 1930) with an order of four and
a cutoff frequency of 70 Hz was designed. Butterworth filter is an infinite
impulse response (IIR) filter, meaning that the output depends on both,
past inputs and past outputs. Butterworth filter is also called maximally
flat magnitude filter, since the frequency response in the passband has no
ripple. However, the main disadvantage of the Butterworth filter is that the
flatness is achieved at the expense of relatively wide transition region from
passband to stopband. Moreover, the phase response of the Butterworth
filter is slightly non-linear, which means that different frequency components
might be shifted with a different amount in time. As a result, the waveform
might be slightly changed.

The cutoff frequency of 70 Hz was chosen, since most of the cardiac
signal power should be below it as described in Section 2.2.3. To overcome
the problem of the the non-linear phase response, the ECG signals were
zero-phase filtered by forward-backward filtering them with Matlab’s filtfilt
function. In forward-backward filtering, the output sequence of forward-
filtering is run backwards to the filter, resulting in no time delay of frequency
components. The forward-backward filtering makes the total order of the
filter double of the original order.

3.4 Adaptive Kalman filtering and smooth-

ing

The baseline wander compensation algorithm proposed by Hostettler et al.
(2018) consists of three steps: IMU attitude tracking, electrode motion esti-
mation, and motion artifact reduction. In this thesis, the feasibility of using
the EMG signal as a reference signal for the Kalman filter used in the motion
artifact reduction is studied. The EMG signal is used as a motion reference
signal as it is, without further processing. Therefore, when the EMG signal is
used, only the motion artifact reduction step is applied. The first two steps,
which use the IMU data to create the reference signal for the third step, are
used only to reproduce the results of the previous study for comparison.

The three steps of the baseline wander compensation algorithm are pre-
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Table 3.1: Parameter values used in Kalman filtering algorithm
Symbol Description Value
Ca Accelerometer noise covariance I3

Cm Magnetometer noise covariance I3

Cv Reference vector process noise covariance ∆tnI3

α0 Measurement noise adaption constant 1
γ Outlier detection threshold 6
τ Covariance adaptation time constant 1
M Stationary detection sliding window length 100
κ Stationary detection threshold 7.8
Cp Position pseudo measurement noise covariance 1 × 10−3

L Filter length 15
Cq Filter coefficients process noise covariance 1 × 10−5

C̃e ECG noise covariance 0.5

sented in the following subsections. The parameter values used in the algo-
rithms are listed in Table 3.1.

3.4.1 IMU attitude tracking

The local electrode motion is estimated with the attitude tracking algorithm
introduced by Särkkä et al. (2015). The attitude tracker estimates the atti-
tude of each IMU by tracking the gravity and magnetic field vectors in the
local coordinate frames of the IMU. The measurement model for the IMU
accelerometer can be written as

ya,n = gL
n + aL

n + wa,n, (3.3)

where gL
n is the gravity vector, aL

n is the acceleration of the body, and wa,n ∼
N(0,Ca) is the measurement noise. The superscript L refers to the local
coordinate frame. Likewise, the magnetometer measurement model is given
by

ym,n = mL
n + bm + wm,n, (3.4)

where mL
n is the magnetic field vector, bm is the magnetometer bias, and

wm,n ∼ N(0,Cm) is the measurement noise. The magnetometer bias is as-
sumed to be constant and estimated by using the conventional sphere fitting
calibration approach presented by Kok and Schön (2016).

Moreover, the dynamic model describing the rotations of both the mag-
netic field and the gravity vectors is given by

rn = A(ωn)rn−1 + vn, (3.5)
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where

A(ωn) = I3 + sin(|ωn|∆t)
[−ωn]×
|ωn|

+ (1− cos(|ωn|∆t))
[−ωn]2×
|ωn|

, (3.6)

where ∆tn is the sampling interval, rn denotes either the gravity vector gL
n or

the magnetic field vector mL
n , ωn is the angular velocity from the gyroscope,

and vn ∼ N(0,Cv) is the process noise. The notation [·]× is used for the
cross product matrix.

Next, the gravity vector ĝL
n and the magnetic field vector m̂L

n are esti-
mated. The estimates are obtained by running the Kalman filter and smooth-
ing algorithm to the dynamic models (3.5) of the gravity and magnetic field
vectors separately. This reference vector tracking algorithm is shown in Al-
gorithm 1. The algorithm automatically adapts the measurement noise co-
variance if prominent body acceleration is detected.

Finally, the attitude matrix of the IMU in the global east-north-up (ENU)
coordinate system can be estimated from the gravity and magnetic field vec-
tor estimates. First, the normal reference vector estimate can be obtained
from the local gravity vector estimate as

êz,L
n =

ĝL
n

|ĝL
n |
. (3.7)

Second, the east reference vector estimate is given by

êx,L
n =

m̂L
n × êz,L

n

|m̂L
n × êz,L

n |
. (3.8)

Third, the north reference vector estimate is obtained from the cross product
of the normal and east reference vectors:

êy,L
n = êz,L

n × êx,L
n . (3.9)

These three estimates (Equations (3.7), (3.8) and (3.9)) then yield an esti-
mate of the IMU attitude matrix that is given by

R̂LG
n = [êx,L

n êy,L
n êz,L

n ]. (3.10)

Algorithm 1 Robust Reference Vector Tracking Step (Särkkä et al., 2015):

1. Prediction:

r̂−n = A(ωn)r̂n−1,

C−r,n = A(ωn)Cr,n−1A(ωn)> + Cv.
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2. Measurement covariance adaption:

αn = exp(−∆tn/τ)αn−1,

νn = yj,n − r̂−n ,
Sn = C−r,n + Cj + αnI3.

3. if ν>n S−1
n νn < γ then

4. Set

αn = α0,

Sn = C−r,n + Cj + αnI3.

5. end if

6. Measurement update:

Kn = C−r,nS
−1
n ,

r̂n = r̂−n + Knνn,

Cr,n = C−r,n −KnSnK
>
n .

Algorithm 1 is applied to both accelerometer and magnetometer dynamic
models independently. The superscript j in yj,n and Cj is either a for ac-
celerometer or m for magnetometer. α0 is the measurement noise adaptation
constant, γ is the outlier detection threshold, and τ is the covariance adap-
tation time constant.

3.4.2 Electrode motion estimation

For estimating the electrode motion, an inertial navigation model (Titterton
and Weston, 2004) is used as the dynamic model for the Kalman filter. The
model is given by

xn = Fnxn−1 + Lnân. (3.11)

In the model

xn =

[
pn

vn

]
, Fn =

[
1 ∆tn
0 1

]
⊗ I3, Ln =

[
(∆tn)2

2

∆tn

]
⊗ I3,

where pn denotes the position of the eletrode, vn the velocity of the electrode,
and ⊗ the Kronecker product. ân is the IMU acceleration which is estimated
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from the measured acceleration ya,n, the estimated local gravity vector ĝL
n ,

and the attitude matrix R̂LG
n as

ân = (R̂LG
n )>(ya,n − ĝL

n), (3.12)

and
ân ∼ N(an,Câ,n), (3.13)

where
Câ,n = (R̂LG

n )>(Cĝ,n + Ca)R̂
LG
n (3.14)

with Cĝ,n being the covariance matrix of the local gravity vector estimate
ĝL
n .

Unfortunately, motion tracking systems typically suffer from the problem
of position and velocity error growth due to, for example, the sensor bias.
To reduce the position error growth, stationary phase detection is used along
with pseudo measurement updates. The statistical test to detect the station-
ary phases is similar to one presented by Skog et al. (2010). First, the mean
acceleration is calculated for a sliding window of length M:

ān =
1

M

M−1∑
m=0

ân−m, (3.15)

In stationary phases, the mean acceleration is distributed according to

ān ∼ N(0,Cā,n), (3.16)

where

Cā,n =
1

M2

M−1∑
m=0

Cā,n−m. (3.17)

Second, the test statistic is formed:

ρn = ā>n C−1
ān

ān (3.18)

which is distributed as
ρn ∼ χ2(3). (3.19)

The stationary detection threshold κ is chosen so that Pr{ρn ≤ κ} = α in
the stationary phases.

Third, if a stationary phase is detected, a zero position pseudo measure-
ment update is done. The measurement model for the pseudo measurement
update is given by

yp,n =
[
I3 0

]
xn + wp,n, (3.20)
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where yp,n =
[
0 0 0

]>
and wp,n ∼ N(0,Cp).

The modified Kalman filter with the conditional measurement updates is
shown in Algorithm 2.

Algorithm 2 Motion Estimation Step (Hostettler et al., 2018)

1. Estimate ân and Câ,n

2. Prediction:

x̂−n = Fnx̂n−1 + Lnân,

C−x̂,n = FnCx̂,n−1F
>
n + LnCâ,nL

>
n .

3. Stationary detection:

ān = ān−1 +
1

M
(ân − ân−M),

Cā,n = Cā,n−1 +
1

M2
(Câ,n −Câ,n−M),

ρn = ā>n C−1
ā ān.

4. if ρn ≤ κ then

5. Pseudo measurement update:

p̂−n = Gx̂−n ,

Sn = GC−x̂,nG
> + Cp,

Kn = C−x̂,nG
>S−1

n ,

x̂n = x̂−n + Kn(0− p̂−n ),

Cx̂,n = C−x̂,n −KnSnK
>
n .

6. else

7. Set

x̂n = x̂−n ,

Cx̂,n = C−x̂,n.

8. end if
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3.4.3 Motion artifact reduction

In the motion artifact reduction step, either the local position p̂n, obtained
from the previous step, or the EMG signal, obtained as described in Section
3.3, is used as a reference signal. The measurement model for the ECG signal
is given by

ye,n = sc,n + sd,n + we,n, (3.21)

where sc,n is the cardiac signal, sd,n is the baseline wander disturbance, and
we,n ∼ N(0, Ce) is the measurement noise.

Baseline wander disturbance component is assumed to have a time-varying
correlation with the local motion of the electrode (Hostettler et al., 2018).
In addition, the disturbance component is assumed to exhibit the correlation
also with the EMG signal ym,n produced by the muscle movement. Hence, the
motion artifact sd,n is modeled as filtered version of electrode displacements
with time varying coefficients

sd,n = Hnβn (3.22)

with either

Hn = [1 p̂>1,n ... p̂>1,nL+1 p̂>2,n ... p̂>2,n−L+1], (3.23)

if the local position is used as the reference signal, or

Hn = [1 y>m,n ... y>m,nL+1], (3.24)

if the EMG signal is used as the reference signal. In the equations, L is the
filter length and βn is a (3L+1)×1 vector of filter coefficients. The dynamic
model of the filter coefficients is modeled as slowly time-varying random walk

βn = βn−1 + qn, (3.25)

where qn ∼ N(0,Cq) is the process noise.
Moreover, the ECG signal sc,n in (3.21) is merged into the measurement

noise we,n. It yields to
ye,n ≈ Hnβn + w̃e,n, (3.26)

where the unmodeled ECG signal in the measurement noise w̃e,n causes it to
be non-Gaussian. However, it is assumed that w̃e,n ∼ N(0, C̃e), where the
increase in the measurement noise covariance results from the unmodeled
ECG signal.

Finally, a standard Kalman filter is used to estimate the coefficients βn

and consequently the unknown disturbance sd,n. The motion compensated
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ECG signal estimation ŝc,n is obtained by reducing the disturbance estimate
ŝd,n from the measured ECG signal ye,n. The Kalman filter algorithm is
shown in Algorithm 3.

Algorithm 3 Motion Artifact Reduction Step (Hostettler et al., 2018)

1. Prediction:

β̂
−
n = β̂n−1,

C−
β̂,n

= Cβ̂,n + Cq.

2. Measurement update:

ŝd,n = Hnβ̂
−
n ,

Sn = HnC
−
β̂,n

H>n + C̃e,

Kn = C−
β̂,n

H>nS
−1
n ,

β̂n = β̂
−
n + Kn(ye,n − ŝd,n),

Cβ̂,n = C−
β̂,n
−KnSnK

>
n .

3. Estimate ECG signal:
ŝe,n = ye,n − ŝd,n.

3.5 Butterworth high-pass filtering

A conventional Butterworth high-pass filter (Butterworth, 1930) was used for
baseline wander removal to compare the Kalman filter algorithm performance
with a more traditional method (Lenis et al., 2017; Kaur and Singh, 2011;
Chavan et al., 2008). There are several classical filtering methods used for
baseline wander removal, but Butterworth filter is the most common choice.

A Butterworth filter with an order of four and a cutoff frequency of 0.5 Hz
was designed. The cutoff frequency was chosen so that the baseline wander
would be removed but the cardiac signal would be removed as little as pos-
sible. The spectral contents of ECG signal and baseline wander artifact are
described in Sections 2.2.3 and 2.3, respectively. To overcome the problem
of the non-linear phase response of the Butterworth filter, explained in Sec-
tion 3.3, the raw ECG signals were zero-phase filtered by forward-backward
filtering them with Matlab’s filtfilt function.
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3.6 Algorithm evaluation

The performance of the method was evaluated both in time domain and fre-
quency domain. The characteristics of the filtered signals were compared to
the characteristics of reference signal template representing a signal with no
motion artifacts. Since there were no resting state reference measurements
made by Hostettler et al. (2018), the reference signals for the template were
extracted from the movement measurements by selecting sections where no
baseline wander was visually observed. Three reference signals of 11.4 sec-
onds duration were selected from all three leads separately. The reference
signals were lowpass-filtered with 40 Hz cutoff frequency to obtain clean sig-
nals without EMG noise. Further, a reference power spectrum for frequency
domain evaluation was determined by calculating the average spectrum of
the three reference signals. First, the Fast Fourier Transforms (FFT) were
calculated for the signals. Next, the single-sided spectra were estimated from
the absolute FFT values. The average spectrum was determined by calculat-
ing the mean of the three spectra. The reference spectrum is a representation
of a spectrum from a signal without motion artifacts. Therefore, the power of
the spectrum is concentrated on the frequencies of the PQRST waveform and
the typical below 1 Hz frequencies of baseline wander have very low power.

A 11.4 seconds long section of each unprocessed and filtered signal was
chosen for evaluation. The sections were chosen in a way that they expressed
the most baseline wander in the unprocessed signal. First, the signal under
evaluation was filtered with an IIR filter with the cutoff frequency of 0.7
Hz to remove all other information but the baseline. Next, the mean value
of the baseline was calculated. To find the section with the most deviation
from the mean value, the root mean square error (RMSE) from the mean was
calculated for 11.4 second sections in intervals of 2.0 seconds. The RMSE
was calculated as follows:

RMSE =

√√√√ n∑
i=1

(ȳ − yi)2

n
, (3.27)

where ȳ is the mean value, yi are observed values and n is the number of ob-
servations. The section with the highest deviation was chosen for evaluation.

In order to make the signals from different subjects and motions compa-
rable with the reference signal, all evaluation signals were normalized to have
a mean 0 and standard deviation 1.

In frequency domain, the similarity between the power spectral density
(PSD) distributions of filtered and reference signal was examined. The com-
parison was done by calculating the Kullback–Leibler (KL) divergence be-
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tween the distributions. The PSDs of the signal sections under evaluation
were estimated similarly as previously described for the template. The PSDs
were handled as probability distributions. The KL divergence value for com-
parison of the evaluation signal and reference signal was calculated with
equation

DKL(P ||Q) =
∑
x∈X

P (x) log
P (x)

Q(x)
, (3.28)

where P is the PSD of the filtered evaluation signal and Q is the PSD of the
reference signal. The closer the Kullback–Leibler divergence value is to zero,
the more similar are the distributions.



Chapter 4

Results

This chapter presents the results obtained. The descriptions of the collected
data is presented in Section 4.1 and of the resulting EMG signal in Section
4.2. The cross correlations of the IMUs are presented in Section 4.3. The
results of the signal processing are shown in Section 4.4 and finally, the results
of the algorithm evaluation in Section 4.5.

4.1 Collected data

In the clinical trials, a total of 20 subjects were measured, but the IMU
data from all motion sensors was successfully recorded only for 11 subjects.
However, for four of the measured subjects, the IMU data was missing only
from LA. According to the results obtained in the IMU cross-correlation
study, shown in Section 4.3, the IMU data from LA was not utilized in the
signal processing. Therefore, the measurements missing only the IMU data
from LA could still be used. Thus, the measurements from 15 subjects were
processed and examined in this study.

An example of the measured ECG, during one subject performing the
motion sequence 3, is given in Figure 4.1. All three leads express some
baseline wander starting about at t = 19 s. The motion of bending towards
the floor is performed twice, which is best observed from the two periods
(between t ≈ 20 s and t ≈ 23 s as well as t ≈ 27 s and t ≈ 29 s) of notable
EMG noise caused by the muscle contraction.

Figure 4.2 presents the same lead II ECG signal along with the accel-
eration data collected with all the five IMUs. The acceleration data shows
as well that the motion starts at about t = 19 s. The motion is visible in
all three channels (x, y, z) of all IMUs. However, the baseline wander still
occurs even after the subject has finished the motion. It is notable that al-

35
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Figure 4.1: Example of the ECG signals from all three leads I, II, and V1
(channels 1, 2, and 3, respectively) measured during the motion sequence 3.
Baseline wander as well as EMG noise visible in all three leads, starting from
t ≈ 19 s.

though the acceleration data looks very similar for both repetitions of the
motion, the ECG signal reacts differently to the motion in both repetitions.
For most of the subjects, all seven motion sequences caused visible artifacts,
both baseline wander and muscle noise, in all three measured leads.
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Figure 4.2: Example of the lead II ECG signal and all three channels (x, y, z)
of the acceleration signals from all five IMUs measured during the motion
sequence 3. The baseline wander (starting from t ≈ 19 s) and the EMG noise
(between t ≈ 20 s and t ≈ 23 s as well as t ≈ 27 s and t ≈ 29 s) detected in
the ECG signal correspond to the motion detected with the IMUs.
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4.2 EMG extraction

The EMG signal resulting from Butterworth high-pass filtering the ECG
signal is shown in Figure 4.3 as well as the close-up view of the same signal
in Figure 4.4. The EMG signal is presented in comparison with the raw ECG
signal. It can be seen that the Butterworth filter has successfully removed the
cardiac information from the ECG signal, preserving only the electric signal
caused by the skeletal muscle activity. In addition, the baseline wander
artifact has been removed since it appears at very low frequencies. The
amplitude of the EMG signal might be slightly decreased as a result of the
filtering.
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Figure 4.3: Comparison of the raw lead I ECG signal measured during the
motion sequence 5 and the EMG signal extracted from the ECG by high-pass
filtering. High-pass filtering has removed the cardiac information from the
ECG signal but retained most of the electromyographic information.



CHAPTER 4. RESULTS 39

23 24 25 26 27 28 29 30 31
t / s

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

y e(t)
 / 

m
V

Original ECG and extracted EMG, Lead 1

ECG
EMG

Figure 4.4: Close-up comparison of the raw lead I ECG signal measured
during the motion sequence 2 and the EMG signal extracted from the ECG
by high-pass filtering.
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4.3 IMU cross correlations

The cross correlations between the IMU z-axis accelerations were calculated
to find out if the number of IMUs used could be reduced. Figure 4.5 presents
the boxplots of the absolute cross correlations for each accelerometer pair.
The boxplots show that especially the accelerations of CV, LA, and RA corre-
late strongly with each other, thus collect overlapping data. The accelerations
of LL and Faros have the lowest median of absolute correlation coefficients.
They seem to collect the most divergent data. Therefore, those two IMUs are
chosen to be used for the Kalman filter motion reference when processing the
ECG signals with a reduced IMU set. The feasibility of using only LL and
Faros IMUs was examined by comparing the output signals obtained with
the lead-related reference signal and the reference signal from fixed IMUs.
The output signals had almost no visible or measurable difference.
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Figure 4.5: Boxplots showing the distributions of the absolute cross corre-
lation coefficients of the z-axis accelerations for each IMU pair. The ac-
celerations of LL and Faros have the lowest median of absolute correlation
coefficients, while the accelerations of CV, LA, and RA correlate strongly
with each other.
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4.4 Signal processing results

A comparison of three filtering methods was performed: Kalman filtering
with the EMG as a reference, Kalman filtering with the IMUs as a reference,
and Butterworth high-pass filtering. Figure 4.6 shows an example comparison
of the raw ECG signal and the ECG signal filtered using the EMG signal as
a reference for motion. The signal is measured during the subject performing
the motion sequence 5, raising hands. The comparison shows that most of
the baseline wander has been removed. However, there is still little baseline
wander left. The close-up of the phase with motion in Figure 4.7 shows that
especially in the beginning of the steep climb of the baseline, the filtered
baseline also rises little and then drops slightly below the zero-level before
stabilizing. Furthermore, the comparison shows that the filtering process
has slightly reduced some of the high frequency components but the EMG
artifact has not been notably affected. The signal morphology seems to be
well retained.
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Figure 4.6: Comparison of the measured lead II ECG signal and the signal
processed with EMG reference. The signal was measured during the motion
sequence 5. Most of the baseline wander has been removed.

Figure 4.8 shows a close-up of the same signal from a phase with no motion
and no significant baseline wander. The algorithm shows some weakness in
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Figure 4.7: Close-up comparison of the measured lead II ECG signal and
the signal processed with the EMG reference during a period with motion
artifacts. The baseline of the processed signal slightly rises in the beginning
of the steep rise in the measured signal. The EMG has not been notably
affected. The signal was measured during the motion sequence 5.

retaining the morphology when after each R-peak the level of the baseline
drops slightly and then returns quickly back to normal. Moreover, it can be
observed that the amplitudes of the R-peaks are slightly decreased. However,
the alterations in the signal morphology are not substantial. The P-wave,
the QRS complex and the T-wave are all clearly recognizable.

Finally, Figure 4.9 presents a comparison of processing the signal with
the EMG reference and with the two other processing methods. It can be
seen that the resulting signals are very similar from Kalman filtering with
the IMU reference and from Kalman filtering with the EMG reference. The
baseline of the Butterworth high-pass filtered signal fluctuates slightly less
than the baselines of the Kalman filtered signals.
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Figure 4.8: Comparison of the signal morphology in the measured lead II
ECG signal and the signal processed with the EMG reference during a pe-
riod without motion artifacts. The amplitudes of the R-peaks are slightly
decreased and the baseline makes a small drop after the R-peaks, but mostly
the morphology is well retained.
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Figure 4.9: Comparison of the measured lead II ECG signal, the signal pro-
cessed with the IMU reference, the signal processed with the Butterworth
high-pass filter and the signal processed with the EMG reference during a
period with motion artifacts. The methods using EMG and IMU references
have performed very similarly. The baseline of the Butterworth filtered sig-
nal fluctuates slightly less than than the other two. The signal was measured
during the motion sequence 5.
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4.5 Algorithm performance evaluation

The performance of the baseline wander reduction algorithm was evaluated
in frequency domain by calculating the KL divergences between the PSD
distributions of the processed signals and the reference PSD distribution.
Figures 4.10, 4.11, and 4.12 provide a comparison of the KL divergences
from the reference PSD for the raw ECG signals and the signals filtered with
the different methods. Higher value indicates higher divergence with zero
being the KL divergence of identical distributions. For all three leads, the
signals processed with the EMG reference seem to have the lowest median
KL divergence values as well as the narrowest distributions for all motions.

For evaluating how well the processing retains the ECG signal morphol-
ogy, five comparisons of the filtered signals were shown to medical doctor
Tuomas Lumikari. He assessed the effect of the signal processing to the sig-
nal interpretation: ”Throughout patients all three compensation methods
seem to be equally good to compensate baseline wander. This compensation
looks good to me as a clinician in terms of baseline wander removal. There is
no clinically important difference between methods yellow, pink, and green.”
The algorithms were anonymized to avoid any bias, hence the designations
yellow, pink, and green referring to the plot color.
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Figure 4.10: KL divergence boxplots between the measured or processed
signal PSD distributions and the reference PSD distribution for lead I (chan-
nel 1) measurements. The boxplots are across all subjects for each motion
sequence. The signals processed with the EMG reference have the lowest
median KL divergence values as well as the narrowest distributions for each
motion.
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Figure 4.11: KL divergence boxplots between the measured or processed sig-
nal PSD distributions and the reference PSD distribution for lead II (chan-
nel 2) measurements. The boxplots are across all subjects for each motion
sequence. The signals processed with the EMG reference have the lowest
median KL divergence values as well as the narrowest distributions for each
motion.
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Figure 4.12: KL divergence boxplots between the measured or processed
signal PSD distributions and the reference PSD distribution for lead V1
(channel 3) measurements. The boxplots are across all subjects for each
motion sequence. The signals processed with the EMG reference have the
lowest median KL divergence values as well as the narrowest distributions
for each motion.
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Discussion and conclusions

The main aim of this thesis was to develop an ECG signal baseline wander
reduction method that does not rely on additional sensors. A secondary
goal was to study, if the Kalman filtering with IMU data reference could be
performed with a reduced number of sensors.

Hostettler et al. (2018) had shown that the baseline wander could be
succesfully removed from the ECG signal using IMUs and Kalman filtering.
In their study, an IMU was attached on top of each electrode. For each lead,
the motion reference data was collected from the IMUs attached to those
two electrodes recording the ECG lead. Thus, they utilize all the additional
IMU sensors. In this thesis, a cross correlation study for the accelerometers
was performed. The examination suggests that the accelerometers produce
correlating data, meaning that some of them are redundant. The results are
in accordance with the findings of Pyysing (2018), in which the correlation
between the acceleration data and ECG were more dependent on the type
of movement than on the location of the accelerometer. According to these
results, the artifact reduction could be effectively performed with only two
IMUs. The comparison of using the lead-related IMU data as a reference and
using the data from the fixed two (LL and Faros) IMUs as a reference showed
that they result in very similar output signals. The observation confirms the
feasibility of using a reduced number of IMUs as a source for the motion
reference signal.

The examination of the data collected in the clinical trial showed that
typically the EMG noise occurred at the same time than the baseline wander
as well as the motion detected with the IMUs. This finding implicates that
the EMG signal could be used as a motion indicating reference signal for the
Kalman filter. Furthermore, a successful extraction of the EMG signal from
the ECG signal was achieved by forward-backward Butterworth high-pass
filtering. The filtering slightly decreased the amplitude of the EMG signal,
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but the signal was considered to contain enough information of the motion.
The feasibility of using the EMG signal as the motion reference for the

Kalman filter was evaluated by running the baseline compensation algorithm
on the collected clinical data. Visually evaluated, it seems that most of the
baseline wander was removed. The filter did not notably affect the EMG
noise. There were proportions of very scant baseline wander left, especially
in the beginnings of the significant motion artifacts. Nevertheless, the re-
maining baseline wander was so scant that it does not substantially hinder
the interpretation of the ECG signal. The remaining slight fluctuations of
the baseline could be removed by adjusting the value of the algorithm pa-
rameter Cq (process noise covariance of the coefficients βn). However, it
would also substantially affect the morphology of the ECG signal that is
critically important in clinical interpretation of ECG. The closer examina-
tion of the results showed that with these parameter values the processed
signal is slightly altered but the ECG morphology is not too much affected.
The amplitude of the R-peak is slightly decreased and the baseline makes a
small drop after each R-peak. However, the alterations in the morphology
are so minor that they do not significantly affect the clinical interpretation
of the signal. The P-wave, QRS-complex and T-wave are clearly observable.
Moreover, the comments from doctor Lumikari confirmed that the processed
signal has retained its diagnostic relevance.

The output signals obtained using the EMG signal as a motion refer-
ence were very similar with the ones obtained using the IMU data as a mo-
tion reference. Moreover, they are in accordance with the results Hostettler
et al. (2018) found using the IMU data as a motion reference. In a visual
comparison, both Kalman filter methods and the Butterworth high-pass fil-
tering seemed to have performed equally well in baseline wander reduction.
The equally good performance was qualitatively verified by doctor Lumikari.
Even the Butterworth filter did not seem to alter the signal morphology sig-
nificantly. This might be due to the high enough heart rates of the subjects
during the measurements. With lower heart rate the spectral content of the
ECG signal would include components of lower frequencies. However, de-
spite the fair performance in this thesis, it is generally accepted that the
Butterworth filter has limitations in ECG signal processing.

In addition to the visual evaluation, the performance of the baseline wan-
der reduction algorithm was evaluated quantitatively in frequency domain.
KL divergences were calculated between the PSD distributions of the signals
processed with different methods and the reference PSD distribution. The
comparison of the KL divergence boxplots revealed that the Kalman filter
using the EMG reference signal attained the lowest KL divergences for all
leads and all motions. Since the reference PSD presents the frequency content
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of an ECG signal with very little baseline wander, the low KL divergences
would indicate that the method using the EMG motion reference would per-
form even better than the other methods in removing the low frequency
baseline wander. Furthermore, another possible reason for the method using
the EMG motion reference gaining lower KL divergences, is the slight reduc-
tion of the higher frequency components. Since the reference signals were
lowpass-filtered to have a clean signal, the reference PSD should also contain
little high frequency components, hence causing the similarity.

However, the statistical significance of the difference in KL divergences
could not be proven due to the small and possibly unbalanced data sets. An-
other major challenge in the quantitative evaluation of the algorithm was the
lack of resting state measurements. Since the measurements were conducted
only during the subjects performing motions, it was not possible to find a
period with no baseline wander for each subject. The shapes, durations and
amplitudes of the ECG signal waves and peaks vary between subjects. There-
fore, each subject would need its own resting state measurement to work as a
reference in order to perform reliable quantitative evaluation in time domain.
Given that the shapes of the waves as well as the heart rate naturally affect
the frequency content too, the evaluation in frequency domain would also be
more accurate with individualized reference frequency spectra. In addition,
it would improve the understanding of the relation between the motion ar-
tifacts and the motions if the timings of the motions in the measurements
would be saved and reported.

A common way to study the performance of an filtering algorithm is
adding generated noise to a clean signal and then comparing the filtered
signal to the clean signal. In this case, that procedure was not possible since
the EMG artifact itself was utilized as the reference signal for the filter and
the assumed correlation between the EMG and the baseline wander was a
requirement for the method to work.

As a conclusion, the use of the extracted EMG signal as a motion reference
signal for the Kalman filter in baseline wander reduction in ECG seems fea-
sible. The method performed equally well with the method using IMU data
as a motion reference signal. The eligibility of the processed signals for the
diagnostic interpretation was confirmed by a clinical doctor. In other words,
it appears that the reduction of the baseline wander in the ECG signal could
be achieved without any additional sensors. That would enable not only the
measurement device to be lighter, cheaper, and less complex, but also the
measurement to be more convenient for the patient. However, the algorithm
performance could only be evaluated visually and in the frequency domain.
More reliable quantitative evaluations would need a recording of proper rest-
ing state reference signals. For further improvements, the feasibility of the
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real-time processing could be studied. In addition, the performance of the
method used in this thesis was not studied on baseline wander caused by
other sources than motion. The baseline wander artifact can also originate
from, for example, pulling the wires attached to the electrodes or by pressure
changes on the electrodes. This kind of artifact is not related to either EMG
or acceleration.
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