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Abstract 

Background: Typically, food-related risk assessments are carried out within a four step, technical 

framework, as detailed by the Codex Alimentarius Commission (World Health Organization/ Food and 

Agricultural Organization of the United Nations, 2015). However, the technical framework presumes 

a level of ‘objective risk’ and does not take into account that risk is complex and psychologically 

constructed, something which is rarely acknowledged within risk analysis as a whole. It is well 

documented that people’s perceptions of risk are based on more than merely probability of 

occurrence, but reflect other non-technical psychological factors (e.g., risk origin, severity, 

controllability, familiarity). Moreover, the basis of these risk perceptions is largely similar for experts 

and non-experts.  

 

Scope and Approach: In this review, we consider each stage of the risk assessment process from a 

psychological perspective, reviewing research on non-technical factors which could affect 

assessments of risk and subsequent risk management decisions, with a particular focus on food safety.  

 

Key Findings and Conclusions: We identify 12 factors from the psychological literature which could 

potentially influence how risks are assessed and characterised. Drawing on insights from this research, 

we propose a number of recommendations to standardise approaches in risk assessment. 

Acknowledging and working with the subjectivity of risk is key to ensuring the efficacy of the wider 

risk analysis process. 

 

Keywords: food safety; food technologies; risk assessment; risk perception; risk analysis 
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Contextualising the Issues 

Food consumption risks are a unique type of risk, in that consumers face them daily (Fischer & De 

Vries, 2008). Despite this, eating is not typically perceived as hazardous, except during food safety 

scares1. In order to manage food risks, a risk analysis approach is used, consisting of three distinct, but 

related components: risk assessment, risk management and risk communication, as defined by the 

Codex Alimentarius Commission (CAC) (World Health Organization [WHO]/Food and Agricultural 

Organization of the United Nations [FAO], 2015). This approach has been adopted globally. Risk 

assessment is the first stage of risk analysis and provides the scientific foundation for the process 

(WHO/FAO, 2006). It has a highly influential role in risk analysis, given the following stages depend on 

it. Risk assessment has been defined as “the science of understanding hazards, the likelihood of 

occurrence and consequences if they do occur” (European Commission Scientific Committee for Food, 

1997, Section 6, para. 6). Risk management is distinct from risk assessment, and refers to the process 

of “weighing policy alternatives…considering risk assessment and other factors relevant for the health 

protection of consumers… and, if needed, selecting appropriate prevention and control options” 

(WHO/FAO, 2015, p.120). Risk communication has been defined as “the interactive exchange of 

information and opinions throughout the risk analysis process concerning risk, risk-related factors and 

risk perceptions, among risk assessors, risk managers, consumers, industry, the academic community 

and other interested parties, including the explanation of risk assessment findings and the basis of risk 

management decisions” (WHO/FAO, 2015, p.120). 

Whilst risk assessment is defined as the first stage of risk analysis, in reality there is usually an 

interactive, iterative relationship between the three stages, particularly between risk assessment and 

risk management (WHO/FAO, 2006, 2009). As such, risk perceptions are inextricably linked to the 

whole risk analysis process. Risk managers are responsible for deciding whether a risk assessment is 

required (WHO/FAO, 2006); their judgement (initial risk perception) will be influenced by a variety of 

personal, social, cultural and organisational values (McDaniels, 1998). Whilst the subjective nature of 

risk has been recognised in relation to risk management and communication efforts, there still exists 

the tendency to assume that risk assessments measure and reflect ‘objective risk’ (Slovic, 1999, 2001). 

Yet this assumption fails to take into account that the risk assessment process requires many 

subjective judgements and choices to be made (WHO/FAO, 2006), leaving assessments potentially 

susceptible to the influence of psychological factors, hitherto a relatively unexplored notion. This 

 
1 Notable food safety scares in the UK include the horsemeat scandal in 2013 and the BSE crisis in the late 80s 
and 90s. Similar food scares in other countries include the 2008 Chinese baby milk scandal, and the 1993 US 
‘Jack in the Box’ e-coli scandal.  
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review therefore focusses on the risk assessment stage, though much of the research highlighted is 

also relevant to the risk management and communication stages. 

The continued advancement of food technologies and production processes brings the 

potential advent of new risks, which must be assessed and managed. Given that preparing for future 

risk assessment challenges forms one of EFSA’s strategic objectives (European Food Safety Authority, 

2020), a reflection on the factors which could affect risk assessments (and the wider efficacy of risk 

management/communication efforts) is therefore particularly timely. Moreover, it is of relevance to 

all food safety regulators who adopt the basic procedures set out by the CAC. Such reflection is key to 

ensuring that risk analysis processes are agile enough to assess and manage new risks that might arise 

as food technology evolves. 

The numerous interpretations and uses of the terms ‘risk’ and ‘hazard’, both across cultures 

and groups (e.g., practitioners, policy makers, businesses, public) (Scheer et al., 2014) pose a 

significant challenge for risk analysis. For instance, public authorities define risk as the ‘product of the 

probable occurrence and scale of damage’ and hazard as related to the ‘inherent properties in a 

substance’ (Scheer et al., 2014). Experts from business and environmental/consumer organisations, 

however, define risk as ‘possible danger’ and hazards as ‘actual danger’, if they make a distinction 

between the terms at all (Scheer et al., 2014). Different definitions of the same term may lead to 

different risk acceptance thresholds, and thus different risk management strategies (Scheer et al., 

2014). In this review, we follow the definitions provided by the CAC (WHO/FAO, 2015) – an established 

authority that the majority of food safety regulators refer to. The CAC defines hazard as “a biological, 

chemical or physical agent in, or condition of, food with the potential to cause an adverse health 

effect” (WHO/FAO, 2015). Importantly, the potential for adverse effects may never occur, for instance 

if one is not exposed to the hazard. In contrast, risk takes into account the probability that this adverse 

effect will occur, and is defined as “a function of the probability of an adverse health effect and the 

severity of that effect, consequential to a hazard(s) in food” (WHO/FAO, 2015). In the following, we 

consider the consequences of the highlighted factors for risk.  

Subjective Risk 

Technical risk assessments focus on specific, measurable concepts such as ‘no observable effect levels’ 

(NOEL) and ‘maximum residue limits’ (MRLs) and consider their probability of occurrence. Such 

assessments assume that there is ‘objective risk’, whereby the probability and consequences of 

adverse events are produced by physical/natural processes which can be objectively quantified (Slovic, 

1999, 2001). This can be said to reflect a ‘realist’ view of risk, which assumes the resulting assessment 

is a true representation of the hazard, and thus should be used as a guiding principle for risk 

management (Klinke & Renn, 2002). However, such a view fails to account for the subjective nature 



5 
 

of risk, and indeed risk assessment (Slovic, 2001), which implies that it is unrealistic for risk experts to 

assume that risk is always (or even ever) objective. Moreover, whilst risk estimates are often based 

on theoretical models, there is still a subjective component to them. Slovic (2001) highlights the 

subjective judgements experts make at every stage of risk assessment, for instance when structuring 

the risk problem, deciding which consequences to include in analyses, identifying and estimating 

exposures, and choosing the dose-response relationship. Even when experts present objective 

information such as mortality risk, subjective judgements guide choice of how to express this (in terms 

of deaths per million, deaths per unit of concentration, loss of life expectancy etc.), choices which may 

influence risk management decisions.  

Issues pertaining to the subjective nature of risk have been made transparent by seminal work 

using the psychometric paradigm developed by Fischhoff, Slovic, Lichtenstein, Read and Combs 

(1978). The psychometric paradigm involves asking individuals not only how they perceive a risk, but 

also to characterise the ‘personality of hazards’ by rating hazards on a series of qualities such as 

severity, familiarity and level of knowledge, which are believed to influence perception and 

acceptance of risk (Slovic, 2010). The paradigm has highlighted the multi-dimensional nature of risk 

perceptions and has consistently highlighted a number of (non-technical) psychological factors which 

affect how a risk is perceived and its acceptability (e.g., Fischhoff et al., 1978; Fox-Glassman & Weber, 

2016; Slovic, 1987, 2010; Starr, 1969).  

Expert and lay risk perceptions. 

It has often been assumed that experts perceive risks in a different way than the public do, with 

perceptions of the former more closely related to technical/statistical estimates and thus more 

veridical than the public’s risk perceptions (Rowe & Wright, 2001; Wright, Bolger, & Rowe, 2002, 

2009). However, despite its prevalence in the literature and intuitive appeal the evidence for this 

assumption is scant (Rowe & Wright, 2001; Sjöberg, 2002). We are unaware of research specifically 

focussing on food risk assessors (an important direction for future research). However, research with 

experts more generally (e.g., Biology professors) indicates that although there may be differences in 

levels of perceived risk between experts and the public (e.g., Savadori et al., 2004), the general basis 

of perceived risk is similar across the two groups, in reflecting qualitative characteristics (i.e., dread, 

newness, (Sjöberg, 2002; see Rowe & Wright, 2001 for a review comparing risk judgements of experts 

and non-experts). The differing levels of perceived risk may therefore simply result from a different 

weighting of characteristics across the two groups. Indeed, when expert and the public ranked food 

safety hazards, their rationales behind the ranks were similar, with differences suggested to result 

from the differential assignment of priorities (Webster et al., 2010). Moreover, Wright et al. (2002) 

found that judgements of expert insurance underwriters were susceptible to the same systematic 
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biases as those of non-experts. Essentially, there is no evidence that the basis of experts’ risk 

perceptions is radically different from those of non-experts (Sjöberg, 2002). 

The risk assessment process is based on a number of idealistic assumptions about the nature 

of risk, when in fact risk is far more complex and subjective, something that is rarely acknowledged. 

Indeed, technical risk assessments ignore the psychological processing of risk (Klinke & Renn, 2002), 

yet the research outlined above indicates that psychological factors could influence both expert risk 

assessment and management. An awareness of these factors is crucial to mitigate against their 

influence. In addition, such awareness could increase the efficacy of the wider risk analysis process 

and be used to inform the development of effective risk management and communication strategies 

(Frewer et al., 2016; Klinke & Renn, 2002).  

In the following, we consider each stage of the risk assessment process from a psychological 

perspective, reviewing research on non-technical factors which could affect risk assessments and thus 

subsequent risk management/communication efforts, with a particular focus on food. The relative 

lack of research examining expert risk perceptions means we predominantly focus on studies with 

non-expert respondents. We acknowledge that risk assessors, will, by nature, be more expert in their 

fields and thus more familiar with the hazard they are assessing than non-experts, though emphasise 

that this will not necessarily be the case for risk managers or risk communicators. As outlined above, 

however, the best available evidence suggests that the same psychological factors that influence non-

experts’ risk judgements will also influence those of expert risk assessors (Rowe & Wright, 2001; 

Sjöberg, 2002; Wright et al., 2009). Nevertheless, in the interests of transparency, throughout the 

review we explicitly highlight the group investigated in specific empirical studies.2 Whilst situated 

within the risk assessment stage, our literature review yields a number of practical recommendations 

of relevance across risk analysis, highlighted throughout the article. 

Risk Assessment 

In order to standardise risk assessment processes, the CAC (2015) identified four stages of risk 

assessment: 

▪ Hazard identification – identification of biological, chemical and physical agents capable of 

causing adverse health effects. 

▪ Hazard characterisation – qualitative or quantitative evaluation of the nature of the adverse 

health effects. A dose-response assessment should be performed for chemical agents, and for 

biological/physical agents if data is obtainable. A dose-response assessment is a 

 
2 When referring to non-expert groups, we use the terms laypeople and the public interchangeably. 
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determination of the relationship between the magnitude of exposure to the agent, and the 

severity and/or frequency of adverse health effects. 

▪ Exposure assessment – qualitative or quantitative evaluation of the likely intake of biological, 

chemical and physical agents via food, or other exposure. 

▪ Risk characterisation – the qualitative and/or quantitative estimation of the probability of 

occurrence and severity of potential adverse health effects in a given population, based on 

the above three components. 

Following the identification of a hazard, the steps of assessment are not necessarily fixed (WHO/FAO, 

2006). The ultimate goal of risk assessment is the production of a qualitative and/or quantitative risk 

estimate, based on available information. The uncertainties inherent at every stage mean that often 

judgements are not based on evidence (as it is unavailable) (Hart et al., 2019). As a result, the process, 

and subsequent risk management/communication efforts, are vulnerable to the influence of 

psychological factors, as detailed below and summarised in Table 1.  

Hazard Identification 

Initial hazard identification identifies effects that are considered adverse, regardless of whether a 

specific mechanism, or certain dose, is required to produce the effect (these factors are considered in 

subsequent risk assessment stages). 

Origin. 

Hazards can be broadly divided into two main categories according to their origin – natural or 

technological. The public typically perceive high risks for man-made, technological hazards, such as 

chemicals (Slovic, 1987) and nuclear power (Fischhoff et al., 1978). Risks arising from such hazards are 

deemed less acceptable by the public (Fischhoff et al., 1978).  

Similarly, in a food safety context, the public distinguishes technological from natural food 

hazards (Siegrist, 2003). Higher public risk perceptions are consistently found for technological 

hazards, such as those relating to food processing and production (e.g., hormones, pesticides, 

antibiotics and genetic modification [GM]), than for more natural, lifestyle hazards (e.g., food 

poisoning, diet) (Kaptan et al., 2017; Miles et al., 2004). The latter are also perceived as more under 

personal control (Frewer et al., 1994). Relatedly, the public believe that the responsibility for good risk 

management depends on the hazard’s origin, with more regulatory and governmental responsibility 

assumed for technological hazards (van Kleef et al., 2006).  

The public’s higher risk perceptions of man-made, technological food hazards likely result 

from a preference for naturalness and, indeed, natural foods (Rozin et al., 2012). Although, 

scientifically speaking, naturalness does not necessarily equate to less risk, or a product being 

healthier or tastier, this is not always recognised by the public (Rozin, 2006), with perceptions of 
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‘tampering with nature’ predicting risk perceptions (Sjöberg, 2000). The more important naturalness 

is to a consumer, the more negatively they evaluate new food technologies (Román et al., 2017). 

Indeed, consumers perceive the same risk as less acceptable when it relates to technologically 

cultured meat (from stem cells) versus traditionally produced meat (Siegrist & Sütterlin, 2017).  

Problematically, food technologies have risk characteristics which are often associated with 

high levels of public concern: the risk is involuntary, in that the consumer is not always aware of the 

technology applied to foods (nor can they observe it), and uncontrollable, in that once the technology 

has been applied, it is typically irreversible (Cardello, 2003). If consumers believe the risk is involuntary 

and uncontrollable, in addition to perceiving technology-related food hazards as unnatural or artificial, 

it can lead to an increase in perceived risk (Siegrist et al., 2008).  

Compounding the problem further for risk managers is the fact that many innovations in food 

are technological, and consequently continually advancing (e.g., food irradiation and 

nanotechnology). The newer the technology, inevitably the less is known about the toxicological 

nature of the hazard, the likelihood of exposure, and the risk to the public. Consequently, risk 

assessors may adopt an excessively conservative, precautionary approach to such hazards. Such an 

approach relates to the concept of the ‘precautionary principle’, which, although lacking a 

standardised definition (Scheer et al., 2014), generally refers to a ‘better safe than sorry’ approach, 

whereby protective action is taken before there is conclusive proof of harm.  

Implications. 

The aforementioned research indicates distinctions are made between hazards which are natural and 

those which are man-made, which has downstream effects on perceived risk, acceptance and concern 

levels.   

Hazard Characterisation 

Hazard characterisation categorises the nature of the effects of the hazards. Whilst typically effects 

are characterised as adverse or not, such a classification may be vulnerable to bias. Similarly, 

hazardous effects might nevertheless be more or less likely to be classified as adverse, as a result of 

characteristics objectively unrelated to such a classification. Two components are consistently shown 

to account for a large proportion of variance in public risk perception: dread and knowledge (Fischhoff 

et al., 1978; Fox-Glassman & Weber, 2016). These components are also observed in relation to the 

public’s perceptions of food hazards (e.g., Cunha et al., 2010; Fife-Schaw & Rowe, 1996, 2000; Kirk et 

al., 2002; Siegrist et al., 2006).  

Dread. 

Dread is highly consequential for judgements of risk. It relates to catastrophic potential, fatal 

consequences, unequal distribution of risks and benefits, and  lack of perceived control (Slovic, 1987). 
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Hazards scoring highly on dread (e.g., chemical fertilisers, herbicides and pesticides) are associated 

with increased public risk perceptions (Fischhoff et al., 1978; Slovic, 1987). They are also associated 

with a greater public desire for regulations to reduce risk levels (Slovic & Weber, 2002). High dread 

levels in combination with unknown risk qualities may lead to stigmatisation of a product or 

technology (Finucane, Slovic, et al., 2000), whereby public risk perceptions are dominated by a 

negative feature(s) (Slovic et al., 1991). Public reactions to beef during the Bovine Spongiform 

Encephalopathy (BSE) crisis are a notable example of how readily food items can be stigmatised. 

 Within a food safety context, dread has been shown to relate to factors including: worry, 

concern, likelihood of harm, voluntariness, seriousness of harm, seriousness for future generations or 

vulnerable groups, potential for disastrous consequences and delayed effects (Fife-Schaw & Rowe, 

1996; Kirk et al., 2002; Savadori et al., 2004; Siegrist et al., 2006; Sparks & Shepherd, 1994). In studies 

featuring lay participants, food hazards scoring highly on these factors include: microbiological 

contamination (e.g., botulism, produce containing pesticide/hormone residue, GM, irradiation 

technology and BSE (Cunha et al., 2010; Fife-Schaw & Rowe, 1996; Keller et al., 2006; Kirk et al., 2002; 

Siegrist et al., 2006; Sparks & Shepherd, 1994). Notably, the way the hazard is described also influences 

the public’s dread ratings, with specific examples of microbiological contaminants (e.g., salmonella) 

receiving higher ratings than a generic example (e.g., bacterial contamination) (Sparks & Shepherd, 

1994). 

Knowledge. 

At the ‘unknown’ end of the knowledge dimension are hazards that are poorly understood (by the 

public and/or the risk assessor), which may be new, unknown to those exposed, and yield delayed 

effects, such as chemical technologies (Slovic, 1987). The extent to which a hazard’s impacts are 

believed to be unknown has been linked to increased public risk perceptions (Sjöberg, 2001), and 

higher levels of stigmatisation (Finucane, Slovic, et al., 2000). Familiarity can also be said to relate to 

knowledge (Fischhoff et al., 1978), in that low familiarity is typically associated with low levels of 

knowledge. Moreover, lower levels of familiarity are linked to increased risk perceptions (Slovic, 

1987).  

Within the food domain, knowledge has been identified as a key component of the public’s 

perception of risks (Kirk et al., 2002; Sparks & Shepherd, 1994). These studies have highlighted factors 

such as perceived level of scientific knowledge, accuracy of the layperson’s assessment of the risk, the 

extent to which the public know if the food contains the risk, and level of control over the risk, as 

underpinning the knowledge component. GM technology, irradiated foods and pesticide residue are 

perceived as unfamiliar (Ohtsubo & Yamada, 2007) and ‘unknown’ (Sparks & Shepherd, 1994), leading 

to increased risk perceptions and concern about their potential (unknown) side effects (Miles & 

Frewer, 2001; Savadori et al., 2004). Conversely, dietary and nutritional hazards, as well as 
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microbiological hazards, consistently score high on the knowledge dimension (Fife-Schaw & Rowe, 

1996; Siegrist et al., 2006; Sparks & Shepherd, 1994).  

Risks, benefits and the affect heuristic.  

The affect heuristic proposes that positive and negative affect influence people’s judgements and 

decisions (Finucane, Alhakami, et al., 2000; Slovic et al., 2002, 2004, 2007). Notably, Slovic and Peters 

(2006) suggested that people rely on the affect evoked by a hazard when assessing its associated risks 

and benefits: negative affect is associated with increased risk perceptions (Keller et al., 2006; Siegrist 

et al., 2008) and decreased benefit perceptions (Siegrist et al., 2016).  

Although risk and benefits are separate entities, they are typically positively correlated in 

reality. Whilst activities high in benefit can be high or low in risk, those that are low in benefit are 

unlikely to be high in risk, as, on this basis, they would be prohibited (Finucane, Alhakami, et al., 2000). 

Despite this, people perceive the two as negatively correlated. Activities which are high in benefit are 

perceived as low in risk and vice versa (Alhakami & Slovic, 1994), a pattern observed in both experts 

and laypeople (Savadori et al., 2004; Slovic et al., 1999). Furthermore, this inverse relationship has 

been found to be influenced by a person’s general affective evaluation of the activity, with more 

favourable evaluations associated with weaker negative correlations (Alhakami & Slovic, 1994). When 

additional information is provided to increase either perceived benefit or risk, it leads to decreased 

ratings of the non-manipulated factor (Alhakami & Slovic, 1994; Finucane, Alhakami, et al., 2000). For 

instance, providing information about benefits can reduce perceptions of risk (Frewer et al., 1998; 

Siegrist et al., 2000).  

The inverse relationship between risks and benefits has been shown for herbicides, pesticides 

GM of both plants and animals and irradiation (Finucane, Alhakami, et al., 2000; Frewer et al., 1998; 

Savadori et al., 2004). Problematically, as more innovative food technologies are developed, there is 

not always an even distribution of perceived risks and benefits for consumers. For instance, with 

genetically modified foods, the perceived benefits are more towards farmers and food manufacturers, 

rather than consumers. This presents a challenge as public acceptance of innovative food technology 

is influenced by perceptions of its potential costs and benefits, to both individual consumers, and to 

society (Ronteltap et al., 2007). When food technologies have benefits for the consumer (e.g., artificial 

sweeteners, convenience food), they are perceived as less dreadful than those with less obvious 

benefits (e.g., genetically modified foods, food irradiation) (Siegrist et al., 2006). However, if a risk is 

perceived as extremely severe, a perceived benefit may not be enough to outweigh it, such that the 

risk will not be accepted. 

Implications and recommendations. 

Dread is a key influence on how the public perceive risks and is closely related to other characteristics, 

such as knowledge – high levels of dread are associated with low levels of knowledge, which both 
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affect worry, concern and acceptability perceptions. By the very nature of their work, risk assessors 

will typically be both knowledgeable and familiar with the hazard and might therefore have a higher 

threshold for concern than the public (and possibly risk managers). Level of knowledge and familiarity 

could also influence the management strategy adopted. If a hazard is perceived as unknown, then risk 

managers could provide the public with more information. Alternatively, if the hazard is so dreaded 

that even risk communication would not reduce it, a risk manager might delay approval of a substance 

in order to avoid losing public confidence. 

Public perceptions of benefits are often inversely related to risk perceptions. Whilst regulators 

currently focus solely on the assessment of potential risk, benefit assessment might be profitably 

included in governance processes, so the risk/benefit trade-off can be evaluated (Frewer, 2017). Such 

an inclusion is anticipated to reduce public concern and outright rejection of emerging food 

technologies. More generally, risk managers should include information about benefits alongside 

information about risks in risk communications, particularly if the focal hazard is associated with high 

levels of dread. 

Exposure Assessment  

Exposure assessment involves assessing who will be exposed to the risk, how many, to what extent, 

and how this exposure will take place. 

Population identity. 

Once risk assessors have identified the population exposed to the risk (or sub-populations, such as 

vulnerable groups – children, older adults) and estimated their exposure to the risk, risk managers 

must make decisions based on this estimate. The specific risk management decisions taken (or at least 

the public’s acceptance of them) might vary, as certain groups have been shown to evoke differential 

amounts of worry and concern. For instance, hazards which affect children evoke more public worry 

and concern, with threat to future generations identified as a key contributor to dread risk (Slovic, 

1987). The public believe GM and irradiation will affect future generations (Ohtsubo & Yamada, 2007), 

and thus the technologies are associated with health concerns (Miles & Frewer, 2001). Pesticide use 

was associated with increased public concern for vulnerable groups (e.g., children and elderly people) 

(Miles & Frewer, 2001).  

Proportion of population exposed. 

Starr (1969) proposed that the acceptability of a risk is inversely related to the number of people 

exposed to the risk. In combination with dread and unknown risk, this factor emerged from 

subsequent studies using the psychometric paradigm (e.g. Slovic, 1987), and replicated in the food 

domain (Sparks & Shepherd, 1994). However, other similar studies which have included the 

characteristic ‘number of people exposed’ found this characteristic was more strongly related to the 
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overall ‘dread’ factor (Fife-Schaw & Rowe, 1996; Fischhoff et al., 1978). Food hazards perceived by the 

public to affect large numbers of people include environmental contamination, BSE, pesticide 

residues, salmonella, listeria and botulism (Fife-Schaw & Rowe, 1996; Sparks & Shepherd, 1994). 

Contrastingly, other research suggests that the relationship between risk perceptions and the 

number of people exposed is not clear cut. Our sensitivity to a physical stimulus diminishes as its 

magnitude increases (Fechner, 1966). For instance, where number of lives is concerned, whilst we are 

sensitive to the difference between 0 and 1 deaths, we are less sensitive to bigger changes (e.g., the 

difference between 420 deaths and 520 deaths), a concept termed ‘psychophysical numbing’ 

(Fetherstonhaugh et al., 1997).  

Additionally, the way the number of people exposed is represented in the risk assessment 

could also have implications for risk management. Individuals are more sensitive to proportions of 

people at risk than the absolute number of people at risk (Fetherstonhaugh et al., 1997). Risk 

perceptions are also higher when, for example, number of deaths is presented as ‘kills 1,286 out of 

10,000 people’ versus ‘kills 24.14 out of 100’ (Yamagishi, 1997). Similar results have been observed 

with experts – when a patient’s risk of violence was expressed as a frequency (e.g., ‘10 out of 100’), 

risk perceptions were higher than when risk was expressed as a percentage (e.g., ‘10%’) (Slovic et al., 

2000). The type of frequency format used has also been shown to affect laypeople’s risk perceptions 

and decision-making, with those who saw a ‘1 in X’ format more likely to overestimate a risk and take 

a precautionary safety measure compared to those who saw a ‘N in X*N’ format (Sirota et al., 2018).  

Time frame. 

Typically, more is known about the acute effects of a hazard, rather than more chronic, longer-term 

impacts, which may be less well-specified. As previously highlighted, the ‘unknown’ dimension is 

consistently associated with increased risk perceptions (Fischhoff et al., 1978; Fox-Glassman & Weber, 

2016; Slovic, 1987; Slovic et al., 1982). Time wise, increased public concern is seen for the long-term 

effects of pesticide use and GM (Miles & Frewer, 2001). 

For exposure assessments, EFSA makes a distinction between two time frames: acute and 

chronic (European Food Safety Authority, 2019). Acute exposure is typically one off, or short term, 

and refers to a period up to 24 hours. Chronic exposure is longer term, covering anything from daily 

exposure over months or years, up to an entire lifetime. Whilst EFSA prescribes that the time period 

that the assessment refers to should be made clear (Hart et al., 2019), and expressed quantitatively 

wherever possible (EFSA Scientific Committee, 2012), it does not suggest a specific way this should be 

expressed. The scale used to express time frame does, however, have a clear influence on risk 

perceptions. Framing a risk message so that the risk seems more immediate (days) rather than distant 

(years) leads consumers to take health risks more seriously (Kees, 2011). Although a distant time frame 

increases the ‘unknown’ nature of a risk, Kees’ result likely relates to the public’s perception that an 
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event presently framed (e.g., ‘every day’) is more likely to occur (and provokes more concern) than 

when the same event is future framed (e.g., ‘every year’; Chandran & Menon, 2004). This highlights, 

once again, the multidimensionality of risk perceptions. 

Problematically, time frame between exposure to the hazard and impact may be delayed, as 

is the case for effects associated with food colouring or pesticides (Fischhoff et al., 1978). This delay 

could affect both risk management efforts and public acceptance of these efforts, given that the causal 

relation between the hazard and its effects will be less apparent. Furthermore, according to construal 

level theory, future and present events are construed differently, with those in the present construed 

in more concrete terms than those in the future (Trope & Liberman, 2003). As concrete construals 

carry more affective value (Trope & Liberman, 2003), it is unsurprising that the public perceive events 

with immediate consequences as serious (Fife-Schaw & Rowe, 1996). 

Involuntary nature of exposure.  

The public is reported to be a thousand times more worried about involuntary risks compared to 

voluntary ones (Slovic, 1987; Starr, 1969), leading to increased risk perceptions and reduced 

acceptance levels (Fox-Glassman & Weber, 2016). This characteristic relates to the extent to which 

one chooses to expose oneself to a risk (Barnett & Breakwell, 2001). Whilst there is no clear, objective 

distinction between voluntary and involuntary risks (Barnett & Breakwell, 2001), the latter are 

generally considered as those which one is exposed to without prior consent or knowledge, and which 

are thus uncontrollable.   

The involuntary nature of a hazard characteristic is typically found to load on the dread factor 

(Savadori et al., 2004; Siegrist et al., 2006). This may in part be because involuntary risks are, by 

definition, less controllable. In contrast, risks that are voluntary tend to be judged by the public as 

more well-known, controllable, and non-catastrophic (Fischhoff et al., 1978; Slovic, 1987). Indeed, 

controllability is associated with public risk perceptions (Finucane, Slovic, et al., 2000; Fischhoff et al., 

1978; Siegrist et al., 2008; Slovic et al., 1986). For instance, individuals are less worried about food 

hygiene standards inside the home than outside of the home (Miles et al., 2004).  

As well as risk perceptions, levels of concern have also been shown to vary between 

involuntary versus voluntary food risks. More concern is associated with eating food containing food 

colouring, or which has been genetically engineered – instances where it may not be clear that the 

food contains/involves these risks (Barnett & Breakwell, 2001). Indeed, the strength of public feeling 

regarding the horsemeat scandal can be related to the involuntary, and unknowable, nature of what 

was being consumed.  

Implications and recommendations. 

When identifying the population exposed to a risk, there may be different thresholds for making 

particular risk management decisions for different populations. For instance, if children are at risk, 
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one might want lower thresholds regarding, for instance, permissible levels/ maximum residue limits, 

even beyond those dictated by biology, due to a desire to mitigate risk further. 

Given the phenomenon of ‘psychophysical numbing’, risk managers’ mitigation decisions are 

unlikely to be appropriately sensitive to the numbers of people exposed. When expressing estimates 

about the proportion of the population exposed or the time frame for a hazard’s effects, risk assessors 

should use a consistent format (e.g., percentage) and units (e.g., days). This will guard against 

unintended effects of presentation format on public understanding of the same objective risk. 

Finally, the public’s risk perceptions have been shown to differ according to the voluntariness 

of exposure. A risk may be characterised as higher when exposure is involuntary versus voluntary. A 

risk manager’s threshold for action may correspondingly also be lower in the former instance. 

Risk Characterisation 

Risk characterisation is the final process of integrating data from the previous three components of 

the risk assessment, resulting in an estimation of the probability of occurrence and severity of adverse 

health effects in a given population (WHO/FAO, 2015). The resulting statement of the harm associated 

with the hazard used in the communication of the risk characterisation from the risk assessor to the 

risk manager may be qualitative, in the form of an evaluative label (e.g., high, medium, low) or a verbal 

probability expression (e.g., ‘likely’), or quantitative, in the form of a numerical estimate of risk, such 

as a health based guidance value (WHO/FAO, 2009) like acceptable daily intake (ADI) (Renwick et al., 

2003). Although quantitative estimates are preferable and should be provided where possible 

(Benford et al., 2018), high levels of uncertainty, insufficient time and/or data may mean qualitative 

statements are the only way of characterising risk (CAC, 1999, Section 2). Furthermore, even when 

sufficient quantitative data exists, this information may still be presented qualitatively.  

For the purposes of this review, we use the terms qualitative and quantitative in a similar way 

to EFSA. According to EFSA (Benford et al., 2018), the expression of uncertainty requires two 

components: (1) the range of possible true answers to a question or quantity of interest, (2) the 

probability of different answers or values3. Uncertainty expressions for both of these components can 

be categorised as either quantitative or qualitative. An awareness of the possible variance in 

interpretations of these expressions is vital given the potential for different decisions (see also, Hart 

et al., 2019). Appropriate risk characterisation is therefore key to informing effective risk management 

decisions.  

 
3 We acknowledge that the research in the following is predominantly about likelihood, rather than a combination of 
likelihood and severity (as per the CAC [2015] definition of risk). This was not intentional, but resulted from the focus of the 
existing literature. 
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Qualitative characterisation.  

Risk can be characterised qualitatively where data is inadequate for specific numerical estimates, but 

allows for ranking or separation into distinct risk categories (CAC, 1999, Section 2). These descriptive 

categories are often in the form of evaluative labels, such as high, low or negligible risk, which reflect 

a ‘holistic evaluation’ of the option (Peters et al., 2009). Labels are perceived by the public as easier 

and less effortful to use (versus numerical ranges) (Dieckmann et al., 2012) and indeed hold certain 

advantages. For instance, labels aid the evaluation of unfamiliar, or not easily evaluable, numerical 

information – one can easily rank hazards on the basis of their labels (Dieckmann et al., 2012). They 

have also been shown to improve the public’s utilisation of unfamiliar numerical information (Peters 

et al., 2009), attributed to the fact that labels highlight specific information.  

The ability to highlight information which might otherwise be missed is clearly useful, but 

doing so may also have (unintended) deleterious effects. Dieckmann et al. (2012) suggest that 

highlighting specific information may lead the public to over-inflate its importance and thus 

overweight it in decision-making. Furthermore, labels may not always convey all the necessary 

information for a decision – such as upper and lower bounds (as expressed explicitly in a quantitative 

range). Indeed, studies have shown that despite labels being perceived as easier to use, laypeople 

were worse at identifying the likelihood of a particular value (versus performance given a range) 

(Dieckmann et al., 2012).  

There is also clear potential for variation in understanding given use of labels (Hubbard, 2015). 

Use of labels (e.g., ‘low’) to present test results was associated with a greater proportion of 

misunderstandings than when test results were presented using numerical probabilities (Marteau et 

al., 2000). When labels such as ‘common’ or ‘uncommon’ were used, patients significantly 

overestimated the likelihood of side effects of a medication, leading to higher risk perceptions and 

reduced likelihood of taking the medication (Berry et al., 2003). Interpretations of labels have also 

been found to be significantly influenced by contextual factors, with little expert agreement on the 

category boundaries of labels (Hilton et al., 2008). It is therefore unsurprising that Dieckmann et al. 

(2012) recommended making the processes by which labels are given to certain levels, and the 

thresholds for each category, explicit. They also warned that if specific parameter values are 

important, labels should be used with caution. 

Verbal probability expressions.  

Verbal probability expressions (VPEs) classify a risk into a category of likelihood (e.g., COT report on 

BPA, 2014). VPEs (e.g., ‘not likely’, ‘likely’) are useful because they openly acknowledge uncertainty 

and refer to a range of probabilities (e.g., Budescu & Wallsten, 1995). Yet VPEs’ imprecision is also 

their weakness. Considerable variation in the use and interpretation of these expressions (e.g., Beyth-
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Marom, 1982) means that the potential for miscommunication is high. Interpretations have also been 

shown to be vulnerable to a range of contextual and cultural influences (e.g. Harris et al., 2013; Weber 

& Hilton, 1990). Such influences can lead to increased risk perceptions (Weber & Hilton, 1990) and 

leave a communicator vulnerable to a loss in credibility (Jenkins et al., 2019). Of particular note is the 

finding that VPEs have been shown to influence risk management decisions. Doyle et al. (2014) found 

that fewer scientists and laypeople suggested evacuating when the risk of a volcanic eruption was 

described using verbal terms than when using numerically equivalent (range) terms, with a greater 

effect seen for scientists compared to laypeople. The effect was attributed to the greater perceived 

certainty of numerical terms, suggesting the need for immediate action.  

A further characteristic, which is not always immediately obvious when using VPEs, is the fact 

that VPEs convey additional information, over and above communicating likelihood. VPEs are 

directional, in that they focus one’s attention on either the occurrence (positive directionality, e.g., 

‘likely’) or the non-occurrence of an event (negative directionality, e.g., ‘unlikely’) (e.g., Teigen & Brun, 

1995, 1999). Even where terms are interpreted as conveying the same numerical probability, 

differences in directionality lead to different predictions, recommendations and decisions of laypeople 

(Honda & Yamagishi, 2009; Teigen & Brun, 1999). For instance, if the likelihood of side effects from a 

medication is described as ‘quite uncertain’, greater intentions to take the medication are observed 

than when there is ‘some possibility’ of side effects (Teigen & Brun, 1999). In addition to decisions, 

directionality has also been shown to influence perceived certainty, such that an outcome described 

using a negatively (positively) directional VPE was perceived as less (more) certain (Honda & 

Yamagishi, 2009). If VPEs are used, then their directionality should be kept consistent (see also Hart 

et al., 2019).  

Quantitative characterisation. 

Where the data allow, risk can be expressed numerically (CAC, 1999). The precise type of quantitative 

output is ultimately the choice of the risk assessor but will, in part, depend on the type of hazard. Point 

estimates, for instance, are typically the output of chemical risk assessments, and probabilistic outputs 

(using probability distributions) the result of microbiological risk assessments. These outputs may be, 

for instance, a quantitative estimate of risk associated with exposure, or advice on specific levels which 

are safe or maximally acceptable. Numerical expressions would appear to be advantageous for both 

the public and experts, in that they are more precise than qualitative terms, have a clear, fixed-rank 

order (e.g., 90% is more than 70%; 1.5 mg is twice as much as 0.75 mg) and can easily be translated to 

other formats (e.g., 20% is equivalent to 1 in 5). 
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Point estimates. 

Numerical point estimates can be used to describe outcomes (e.g., an ADI of 1 mg) as well as 

probability (e.g., 1% likelihood). There has been a paradigmatic shift away from the use of point 

estimates in risk analysis across many domains, including the environment, transport, and food safety. 

Such a shift has resulted from the criticism of point estimates as ‘a gross simplification’, and the fact 

that they ignore important dynamics such as variability and uncertainty (Thompson, 2002). 

Furthermore, Thompson (2002) has argued that the previous proliferation of point estimates has given 

the public the incorrect impression that risk assessors are able to estimate risks with far more precision 

than is actually possible, which, as seen below, is problematic. As the majority of research investigating 

point estimates has done so in conjunction with range estimates, much of the work concerning point 

estimates is included in the ‘ranges’ section.  

On the face of it, point estimates seem advantageous for risk assessors, given they are claimed 

to be  ‘psychologically easier’, as there are fewer possible outcomes to consider, which makes them 

less cognitively demanding than ranges (Joslyn et al., 2013). In addition, given that precision is 

associated with expertise (Jerez-Fernandez et al., 2014), it could be presumed that the public will also 

have more confidence in point estimates. 

However, laypersons’ perceptions of point estimates are not always positive, which may result 

from them being seen as overly deterministic in implying only a single outcome (Joslyn & Grounds, 

2015), and giving an (artificial) impression of certainty (Han et al., 2009). In being so precise, they 

become ‘paradoxically more ambiguous’ (Han et al., 2009) and thus more concerning, because the 

public ask which factors have not been sufficiently accounted for in the estimate (Joslyn & Savelli, 

2010) and attempt to correct for these (Grounds et al., 2017; Joslyn et al., 2011). For these individuals, 

a point estimate is perceived as more risky than a range because it does not seem credible (Han et al., 

2009). 

The fact that perceptions of point estimates are not always favourable is problematic for 

communicators, given it is generally accepted that decision makers (and thus risk managers/policy 

makers) are sensitive to, and prefer, precise over imprecise options (e.g., Ellsberg, 1961). Importantly 

for risk assessors, according to the congruence principle (Budescu & Wallsten, 1995), the precision of 

the uncertainty information should match the degree of certainty which can be expected for estimates 

about the event. For instance, it is not necessarily appropriate to use a point estimate to describe, for 

example, the number of pathogens found in raw chicken, which might not be so precisely quantifiable. 

If such precision is perceived as excessive, it can negatively impact on understanding and trust in the 

estimate, a pattern seen in laypeople (Han et al., 2009).  
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Ranges. 

Use of ranges may arise as a result of a potential lack of data, or lack of consensus. Ranges are 

especially useful given prescriptions to include clear explanations of the nature and magnitude of any 

uncertainties within a risk characterisation (Renwick et al., 2003). For clarity, we first consider 

evidence pertaining to the expression of uncertainty in assessments of numerical probability ranges 

(e.g., 10 – 30% likelihood, as low as 1 in 100,000 or as high as 1 in 10,000), before focusing on the 

expression of uncertainty in outcomes (e.g., ADI of 0.5 – 2.5 mg).  

Probability ranges. 

The widespread use of probability ranges is based on the assumption that they reflect the 

(im)precision in an estimate, as well as indicating the range of possible future states (Dieckmann et 

al., 2015). Research regarding the public’s understanding and perception of probability ranges is, 

however, mixed. There is some evidence to indicate that probability ranges provide no benefit over 

point estimates for increasing the public’s understanding, with similar understanding of medication 

side effects observed for both formats (Moraes & da Silva Dal Pizzol, 2018). Conversely, Longman et 

al. (2012) observed that students displayed reduced understanding with range estimates (including 

both narrow and wide), as opposed to point estimates. The wide range was also perceived as riskier 

compared to the point and narrow range estimates. Sladakovic et al. (2015) also found students 

showed reduced understanding when harm and benefit information was presented in a range, rather 

than point, format. Format also influenced behavioural intentions. When the level of uncertainty 

decreased (i.e., harm and benefit information was first presented as a range, and subsequently a point 

estimate), intentions to take medication for a migraine increased. Increased public risk perceptions 

have also been found to be accompanied by greater worry (Han et al., 2009). One possible explanation 

for these increased risk perceptions is the higher (and more variable) perceived likelihoods for range 

estimates (Dieckmann et al., 2010), as well as the potential tendency to focus on the upper limit of 

the range as a ‘worst case scenario’ (Han et al., 2009). Such a focus on the upper limit of the range 

(related to the precautionary principle) might lead to more conservative risk management decisions 

than were one to focus on the complete range. Other studies investigating lay perceptions have not 

however seen increased levels of perceived risk for range (versus point) formats (Han et al., 2011; 

Jenkins et al., 2019), though Han et al. did observe increased levels of worry with ranges. 

 It has been suggested that being open about uncertainty may lead to enhanced credibility in 

the eyes of the public, with communicators using ranges perceived as more honest, yet still competent 

(Johnson & Slovic, 1995). However, the evidence for such a suggestion is mixed, with use of ranges 

associated with doubts over the communicator’s level of knowledge and negative effects on perceived 

credibility (relative to point estimates) (Han et al., 2009). However, other studies with laypeople have 
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found range estimates and point estimates are perceived as equally credible (Jenkins et al., 2019), 

trustworthy, accurate and personally relevant (Lipkus et al., 2001).  

Outcome ranges. 

There are several types of outcome ranges identified in the literature, such as confidence intervals 

and predictive intervals, which likely contributes to the mixed results regarding the public’s 

comprehension and perception of them. Confidence intervals are a range of values which are likely to 

contain the true population mean (e.g., if a 95% confidence interval is 10 to 25 ppm – one can be 95% 

confident that the mean of, for instance, additive X in food product Y lies within this range). Predictive 

intervals relate to where a value will fall in the future and inform one of the distribution of values (e.g., 

95% confident that 5 to 35 ppm includes the level of additive X in the next batch of food product Y). 

Prediction intervals are always wider than confidence intervals. 

In the context of decision-making, predictive intervals have been found to allow laypeople to 

better distinguish between situations when precautionary action should and should not be taken, such 

that decision makers receiving predictive intervals are more decisive than those who see point 

estimates (e.g., Grounds et al., 2017; Joslyn et al., 2013). This has been attributed to the fact that a 

predictive interval forecast narrows expectations of which outcomes will occur, with laypeople 

recognising the decreased likelihood of outcomes beyond the range boundary (Grounds et al., 2017; 

Joslyn et al., 2013). In addition, compared to a point, or point plus an upper bound estimate, provision 

of the whole range improved lay understanding. As an example, where only a point plus an upper 

bound estimate were provided, participants anchored their estimates towards the upper bound and 

took overly precautionary actions (relative to an expected value calculation). Such tendencies were 

reduced with provision of the whole range (Joslyn et al., 2011).  

In addition to improving decision-making, the use of outcome ranges is also positively 

received. Joslyn and colleagues found the public had greater levels of trust in a forecast using a 

predictive interval versus a point format (Joslyn et al., 2013; Joslyn & LeClerc, 2016), with those who 

saw the predictive interval also more likely to choose to receive such a format of forecast again (Joslyn 

et al., 2013).  

When using outcome ranges, it is important to specify how such ranges are to be interpreted. 

Research has documented problems in the understanding of outcome ranges, with variability in 

laypeople’s interpretations of the probability distribution underlying the numerical range (e.g., 

whether it was normal, uniform or u-shaped) (Dieckmann et al., 2015). Such interpretations have been 

shown to be influenced by the motivations and world view of the user (Dieckmann et al., 2017). This 

could have unintended effects on risk management decisions. If a numerical range is interpreted as 

referring to a uniform distribution, one will weigh the information differently than if it is interpreted 
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as reflecting a normal distribution, and may be more likely to take action in the former instance, on 

the basis that all values are equally likely. However, the effect of motivation and world view only 

occurred when it was unclear how to interpret the information (e.g., no label/graph stating the normal 

distribution of outcomes) (Dieckmann et al., 2017). In addition, the provision of a best estimate 

increased perceptions of a normal distribution (Dieckmann et al., 2015).  

Further evidence for the importance of clarifying how outcome ranges, specifically ‘predictive 

intervals’, should be interpreted comes from the work of Joslyn and colleagues. When laypeople were 

presented with a temperature forecast visualisation, 15% of participants perceived the upper (lower) 

bound as denoting the daytime high (low) temperature, termed the ‘deterministic construal error’ 

(DCE), an error which was far more common than with a point forecast (e.g., Grounds et al., 2017; 

Joslyn et al., 2013). Somewhat surprisingly, there is some evidence that the effect only appears when 

the intervals are presented with a visualisation (Grounds et al., 2017), although this result requires 

further investigation. 

The understanding of outcome ranges (specifically relating to level of uncertainty) may further 

be improved with the addition of labels. There is mixed evidence regarding whether laypeople 

understand that the width of a range is associated with the uncertainty of an estimate (Dieckmann et 

al., 2012). However, when explicitly asked to identify the option with the greatest amount of attribute 

uncertainty, performance was improved when an evaluative label (e.g., ‘high’, ‘low’) was presented 

with the range (Dieckmann et al., 2012). 

When using outcome ranges, communicators should also take into account the audience, 

given that inter-individual variability in interpretations has been observed between experts and 

laypeople (Gregory et al., 2012). The two groups make different decisions when presented with 

numerical range information: laypeople typically selected the option with the most favourable best 

estimate, but lowest confidence, whereas experts more often selected the ‘compromise’ option. This 

pattern of results might reflect experts’ focus on the width of the range as an indicator of the 

uncertainty in the estimate, with laypeople focusing on the best/worst case scenario. Such a 

difference could also explain why laypeople indicated that decision-making was harder and more 

effortful with the range format (versus an evaluative label e.g., ‘high’ or ‘excellent’) (Gregory et al., 

2012). 

Finally, it is important to consider the language one uses when presenting outcome ranges. 

For example, the outcome range ‘0.5–2.5 mg’ may also be described using expressions such as ‘more 

than 0.5mg’/‘above 0.5mg’ (lower bounds) or ‘less than 2.5mg’/‘below 2.5mg’ (upper bounds), with 

the former expressions more frequently used (Halberg & Teigen, 2009). Whilst one might presume 

these to be similar ways of framing the same estimate, the bounds act as reference points (Halberg & 
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Teigen, 2009), conveying additional pragmatic information suggesting how the magnitude should be 

interpreted or evaluated. For instance, the expressions may be used by the speaker to convey 

attitudes or expectations, or to encourage a certain course of action. The expressions are directional, 

in that they guide one’s attention to either the occurrence (lower), or non-occurrence (upper) of an 

event (Hohle & Teigen, 2018). Studies with laypeople have shown that these expressions also indicate 

a communicator’s belief about whether the trend will increase or decrease (Hohle & Teigen, 2018). 

Generally, lower (upper) bounds are perceived as indicating large, increasing (small, decreasing) 

quantities (Teigen, 2008). Clearly, single bound range estimates are not synonyms for full numerical 

ranges, and should not be treated as such in risk assessments. 

Implications and recommendations. 

The evidence regarding qualitative expressions demonstrates that interpretations of evaluative labels 

and VPEs are highly variable. Much of this research was in relation to laypeople’s understanding of 

such expressions. However, the ambiguity of such expressions means that even experts will show 

considerable variability in interpretations, and thus their use by risk assessors has clear potential to 

influence risk management decisions (Hubbard, 2015). We therefore suggest that risk assessors and 

risk managers should use such terms to characterise food risks with caution; a sentiment voiced by 

EFSA (Benford et al., 2018). When characterising a risk, wherever possible, use of VPEs (e.g., ‘unlikely’) 

and evaluative labels (e.g., ‘low risk’) should be avoided. If they are used, Dieckmann et al. (2012) 

recommend making the processes by which labels are given to certain levels, and the thresholds for 

each category, explicit. Relatedly, risk assessors should be mindful of how they phrase outcomes. Risk 

managers might be more inclined to take action, and make more precautionary decisions, if outcomes 

are phrased as having ‘X% certainty’ versus having an ‘X% probability’.   

 The research relating to quantitative expressions suggests clear advantages over qualitative 

expressions. However, although quantitative expressions are more precise, they are not infallible – 

their use is not enough to guarantee accurate or consistent interpretation (Dieckmann et al., 2015). 

Increased precision of a communication (e.g., point vs. range) does not always equate to greater 

understanding. Rather, the precision of the communication should correspond to the level of certainty 

which can be expected. Risk assessors (and managers) may therefore choose to use a range estimate, 

which can better reflect the associated uncertainties. If a numerical range is used, risk analysts should 

provide detailed descriptions as to how it should be interpreted, for instance what type of distribution 

(e.g., uniform or normal) it refers to. Relatedly, ranges may be better understood when accompanied 

by a ‘best estimate’ (Dieckmann et al., 2015).  
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Implications 

As food technology and production processes continue to evolve, new risks will arise, which must be 

assessed and managed. The aim of this review was to consider factors which could influence how risks 

are assessed and characterised. Whilst our focus was ostensibly on the risk assessment stage of risk 

analysis, these factors have downstream consequences for risk management and communication 

efforts. Moreover, because of the interactive nature of the relationship between the three stages 

(WHO/FAO, 2006, 2009), the reviewed research is relevant to all three components of risk analysis.  

Drawing on insights from the psychological literature, we make some initial practical 

recommendations to standardise approaches at the exposure assessment and risk characterisation 

stages. When providing an exposure assessment, the proportion of the population exposed or the 

time frame for the effects of the hazard should be expressed consistently, using the same format (e.g., 

as a percentage) or the same units (e.g., in terms of days). When characterising risks, assessors should, 

wherever possible, try to avoid use of qualitative expressions such as evaluative labels or VPEs, given 

the variability in their interpretation (a recommendation currently shared by EFSA, Benford et al., 

2018). If they are to be used, then assessors should keep the directionality of VPEs consistent. When 

using quantitative expressions, the precision of a communication should match the level of certainty 

which can be expected. If ranges are used, then clarification should be given as to the type of 

distribution it refers to. Provision of a ‘best estimate’ may also improve understanding.  

Additionally, this review has highlighted a number of factors which could be used as a basis 

for improving the efficacy of the wider risk analysis process. Knowledge of the factors which influence 

levels of perceived risk and concern for a hazard means that risk management and communication 

efforts could be tailored accordingly. For instance, if a hazard is perceived as lacking in benefits, then 

a risk communication might seek to highlight benefits for consumers.   

Overall, this review has challenged the ‘objective’ view of risk traditionally implicit within 

technical risk assessment. Acknowledging the psychological processing of risk within risk assessment 

is the first step towards developing and testing complementary risk assessment strategies. Risk 

analysis must acknowledge and work with the subjectivity of risk if experts and the public are to be 

well equipped to make informed and effective decisions. 
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Table 1. Summary of Review.  

Stage of Risk 
Assessment  

 
Factor  Summary 

     

Hazard 
Identification 

 

Origin: 
natural/technological 

 • Technological (man-made) hazards include use of hormones, pesticides, antibiotics and genetic modification. 
Natural hazards include those related to food hygiene and diet. 

• Higher risk perceptions, increased concern levels and lower acceptance ratings are seen for man-made, 
technological hazards. 

 
 

 
  

Hazard 
Characterisation 

 

Dread 

 • Assessment of dread relates to: likelihood of harm, seriousness of harm, seriousness for future 
generations/vulnerable groups, potential for disastrous consequences, delayed effects and severity. 

• Hazards scoring highly on dread include microbiological contamination (e.g., salmonella, botulism), produce 
containing pesticide or hormone residue, GM/irradiation technology and BSE. 

• Key component of risk judgements. Increased risk perceptions, levels of concern and worry are seen for 
hazards scoring highly on dread. 

 
  

Unknown 

 • Unknown factor relates to level of scientific knowledge, accuracy of assessments, the extent to which people 
know if the food contains the risk, and level of control over the risk. 

• Hazards scoring highly on unknown dimension include GM technology and food irradiation. Lower scores are 
given to dietary, nutritional and microbiological hazards. 

• Key component of food risk judgements. Increased risk perceptions and levels of concern are seen for 
hazards perceived as unknown. 

 
 

Benefits 

 • Typically, risk and benefit perceptions are negatively correlated – hazards that are high in benefit are 
perceived as low in risk and vice versa. 

• Herbicides, pesticides, GM technology and food irradiation are perceived as high in risk and low in benefit. 
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Exposure 
Assessment 

 
 
 

 

Population identity 

 • Hazards which specifically affect children, threaten future generations or affect vulnerable groups (e.g., the 
elderly) are associated with increased levels of worry and concern.  

• Examples include GM technology, food irradiation and pesticides. 

    
 

Proportion of 
population exposed 

 • ‘Number of people exposed’ contributes to perceived dread or severity, and thus risk perceptions. 

• Hazards perceived to affect large amounts of people include environmental contaminants, BSE, pesticide 
residue, salmonella, listeria and botulism. 

• Format used to express proportion of population exposed can influence interpretations – higher risk 
perceptions when a frequency format is used (e.g., affects 10 out of 100) versus a percentage format (e.g., 
10%). 

 

 

Time frame 

 • Problematic that typically more is known about the acute (rather than chronic) effects of a hazard – feeds 
into ‘unknown’ factor, which explains increased concern for long-term effects of pesticide use, GM 
technology, and chemical contaminants.  

• Events with immediate consequences are perceived as more serious than those that are delayed.  

• Units used to express time influences risk perception – increased likelihood perceptions when expressed in 
terms of days versus years. 

 

 

Involuntary nature of 
exposure 

 • Involuntary risks are those which one is exposed to without prior consent or knowledge, and, as such, are 
uncontrollable. Associated with dread factor. 

• Involuntary food risks include eating GM food, or food containing food colouring. 

• Increased risk perceptions and levels of concern, and lower levels of acceptability are seen for risks perceived 
as involuntary. 

  

Risk 
Characterisation 

 

Qualitative 
 

 • Evaluative labels (e.g., ‘low’, ‘medium’ or ‘high’) are associated with highly variable interpretations, which can 
influence risk perceptions, levels of worry and behavioural intentions.    

• Verbal probability expressions (e.g., ‘likely’, ‘unlikely’) are also associated with highly variable interpretations, 
which can influence risk perceptions, lead to overestimations of risk, and risk management decisions. 

 
 

Quantitative 
 • Point estimates can relate to outcomes (e.g., an ADI of 1 mg) or probability (e.g., 1% likelihood).  

• They are overly simplistic, and portray a false sense of precision, which people may try to correct for. 
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• Range estimates can also relate to outcomes (e.g., an ADI of 0.5 – 1 mg) or probability (e.g.,10 – 30% 
likelihood). 

• Interpretation of outcome ranges (i.e., reflecting uniform/normal distribution) can vary, though this is 
lessened with provision of a best estimate. 

• Caution should be used if presenting ranges using expressions such as ‘more than/above x’ as they convey 
additional pragmatic information, directing attention to how the number should be interpreted.  


