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 This paper presents a methodology for Age-Invariant Face Recognition 

(AIFR), based on the optimization of deep learning features. The proposed 

method extracts deep learning features using transfer deep learning, extracted 

from the unprocessed face images. To optimize the extracted features,  

a Genetic Algorithm (GA) procedure is designed in order to select the most 

relevant features to the problem of identifying a person based on his/her 

facial images over different ages. For classification, K-Nearest Neighbor 

(KNN) classifiers with different distance metrics are investigated, i.e., 

Correlation, Euclidian, Cosine, and Manhattan distance metrics. 

Experimental results using a Manhattan distance KNN classifier achieve 

the best Rank-1 recognition rates of 86.2% and 96% on the standard FGNET 

and MORPH datasets, respectively. Compared to the state-of-the-art 

methods, our proposed method needs no preprocessing stages. In addition, 

the experiments show its privilege over other related methods. 
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1. INTRODUCTION 

Identification of a person based on his face images over different ages is mandatory for security and 

forensic applications, e.g., identification of criminals and missing persons. However, this problem is very 

challenging due to the rapid change in face images with age, especially when images from different  

age-stages are considered, e.g., newborn, toddler, teenage, and adult face images. In addition, the facial 

changes are very specific for each person based on his genes, lifestyle. For these reasons, developing  

a reliable, accurate method for AIFR is necessary 

In the literature, many research groups have presented different methods to identify person based on 

facial age images. These methods can be categorized into three categories: (i) generative methods,  

(ii) discriminative methods, and (iii) deep learning methods. Generative methods construct a personal face 

model based on the collected facial-age images. For example, shape and intensity features are used by Lanitis 

et al. [1] to build a 3D age model, which achieves 68.5% recognition accuracy on a private aging data. Pose 

correction is added, by Park at. al [2], to a 3D shape- and texture-based face model to achieve an accuracy of 

37.4% and 79.8% on the two popular online standard databases for AIFR, i.e., FGNET [3] and MORPH-II 

[4] databases, respectively. The main drawback of these methods is the need for unrealistic parametric 

assumptions [5]. 

On the other hand, discriminative methods do not rely on face modeling. They extract direct facial 

features for classification, such as Gradient Orientation Pyramid (GOP), Scale-Invariant Feature Transform  

(SIFT) [6], and Multi-Scale Local Binary Pattern (MLBP) [7, 8]. For example, Ling et al. [9] used GOP 
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features to describe faces. Then, the extracted features were input to a Support Vector Machine (SVM) for 

personal identification. Li et al. [10] used SIFT and MLBP features as local descriptors for face recognition 

achieving recognition rates of 47.5% and 83.9% for FGNET and MORPH-II datasets, respectively. Gong et 

al [11] applied a Maximum Entropy Feature Descriptor (MEFD) that encoded the microstructure of facial 

images into a set of discrete codes in terms of maximum entropy. For matching faces, they further applied an 

Identity Factor Analysis (IFA) to achieve recognition rates of 76.2% for FGNET dataset and 92.3% for 

MORPH-II dataset. Li et al. [12] applied a Modified Hidden Factor Analysis (MHFA) to a set of 

discriminative features, achieving recognition rates of 72.8% and 87.9% on FGNET and MORPH-II datasets, 

respectively. Although these methods achieved success in face recognition, their generalization to recognize 

age-invariant faces is still under investigation [5]. 

To investigate more general features for AIFR, the third category of face recognition methods use 

deep learning. These methods usually use different Convolutional Neural Network (CNN) architectures to 

extract compact face features. CNN architectures, composed of convolutional layers, pooling layers, and 

fully connected layers, had achieved a remarkable success in AIFR. Y. Li et al. [13] used a CNN architecture 

composed of seven layers that can learn face features, distance between faces, and discriminating thresholds 

simultaneously to achieve an accuracy of 93.6% on MORPH-II dataset. Parkhi et al. [14], a group in Oxford 

University, namely, Visual Geometry Group (VGG), have built a deep learning architecture for face 

recognition named as VGG-Face CNN model. The model has been trained using more than 2.6 million face 

images achieving high face recognition rate. Later on, this model has been repeatedly invoked by other 

research teams, using transfer learning, for age estimation [15, 16] and for AIFR [17]. ElKhiyari and 

Wechsler [17] used this model with an Ensemble of Subspace Discriminant (ESD) classifiers to achieve an 

accuracy of 80.6% for FGNET dataset and 92.2% for MORPH-II dataset. In this paper, we employed 

the VGG-face CNN model, with two major contributions: 

 The proposed method involves no preprocessing steps, i.e., images are only resized to the standard size 

of VGG-model input without any form of registration. Registration steps, usually used in the literature 

[13, 17-19], may not only involve alignment errors [20, 21], but also make the method less robust, time 

consuming, and sensitive to the success of the registration step. 

 The extracted features using the transfer learning VGG-model are further optimized using a sophisticated 

GA in order to select the most relevant features to AIFR. In addition, GA performs feature selection, 

which significantly reduces the feature space and improves the recognition speed. 

This paper is organized as follows: Section 2 illustrates the details of the proposed methodology for 

face recognition. Section 3 outlines the results with detailed discussions, and finally, section 4 concludes 

the paper and the future work. 

 

 

2. METHODS 

The proposed method for AIFR consists of two main steps, as shown in Figure 1. First, the VGG- 

face model is used to extract compact face features from of the input raw images. The activations of the fully 

connected layer FC6, of length  =4096, the first fully connected layer, is used as the face features for 

the proposed system. Second, feature selection is applied by the aid of an offline smart Genetic Algorithm 

(GA) optimization. Using a training database, the GA iteratively evolves to the best chromosome that 

represents the most revenant FC6 features of length  <  for the problem of AIFR. Finally, a classification 

step is applied to perform the face identification. The details of each of these steps are illustrated in 

this section. 

 

2.1.  Feature extraction 

The proposed method applies transfer learning [22, 23] using the VGG-Face model [14] to extract 

compact face features for face recognition. The model is composed of 12 convolutional layers and three fully 

connected layers trained using 2.6 million face images collected from 2,622 persons [14]. Since the utilized 

age invariant face databases, i.e., FGNET and MORPH-II, are of much smaller sizes, transfer learning is 

preferred to avoid over-fitting [22, 23]. Applying transfer learning, the trained convolutional layers’ 

parameters are transferred to the proposed model, whereas the fully connected layers are trained using  

the utilized age invariant face databases, i.e., FGNET and MORPH datasets. In addition, transfer learning 

involves replacing the classification layer (the last fully connected layer) with the proposed system 

classifier [24]; in this manuscript, a KNN classifier is used. In the proposed system, the activations of  

the first fully connected layer, FC6, of length  =4096 are used as the compact face features. 
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Figure 1. Diagram of the proposed method for AIFR. Input raw image is processed by the VGG-Face model. 

The activations of the fully connected layer, FC6, of length  =4096, is used as a feature descriptor. Feature 

selection is applied offline using a GA, which selects the most relevant features for AIFR of length   <  . 

Finally, classification is performed for face identification 

 

 

2.2.  Genetic algorithm 

To select the most relevant features to the problem of AIFR, a smart GA is trained offline, using  

the activations of the fully connected layer FC6 of size  =4096. The proposed GA block diagram is 

illustrated in Figure 2. Initially, a random population of size    is generated from   logical vectors of length 

 =4096, where   is the total number of images (total data size). A logic one indicates that the feature is 

selected, whereas a logic zero indicates that the feature is not selected. The cost function (  ) of each 

chromosome in the population is estimated as the inverse of the recognition rate (  ) as follows: 

 

   
 

  
   

                          

               
 

 

 

 
 

Figure 2. Diagram of the proposed smart GA optimization performed offline at the training phase of  

the proposed method. The initial population is randomly generated from logic vectors of length  =4096, 

where a logic one indicates that the feature is selected and a logic zero indicates that the feature is notthe best 

chromosome of the selected most relevant features to AIFR of length M < N 
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The GA runs through a number of generations NG to minimize the cost function, i.e., maximize 

the    through performing GA operations (selection, cross over and mutation). The chromosome of 

the minimum    (maximum   ) represents the selected features of size   <   as shown in Figure 2. 

The proposed GA uses the following setting: tournament selection [25], with a tournament size of two, 

blending crossover [26], and adaptive feasible mutation [27]. The best population size    and best number of 

generations    for the proposed GA are investigated throughout experimentations. 

 

2.3.  Classification 

The proposed method investigates using different distance metrics (Euclidian, Manhattan, 

Correlation, and Cosine) for the K-Nearest Neighbor (KNN) [28] classifier to perform face recognition using 

the selected GA features of length   <  . The Rank-1 KNN classifier is selected in the proposed system for 

three reasons: (i) its simplicity and efficient time performance and computations, (ii) to investigate the quality 

of the selected GA features by applying a simple classifier, and (iii) KNN classifier does not need training; 

since it performs recognition by simply selecting the database image of feature vector   that has 

the minimum distance to the test image feature vector  . Let   be length of the GA feature vector. Let   be 

the index of a feature point in a vector;   *      +. The following distance metrics are investigated for 

the proposed system: 

 

Euclidian distance: 

 

  (   )  √∑ (     )
  

  (1) 

 

Manhattan (Cityblock) distance: 
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Cosine distance: 
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3. EXPERIMENTAL RESULTS AND DISCUSSIONS 

This section describes in details the utilized aging databases, experimental setup, experimental results, 

as well as the comparative results to other state-of-the-art methods. 

 

3.1.  Datasets 

Two well-known aging databases are used to test the performance of the proposed method, namely, 

FGNET [3] and MORPH-II (available online for academic research) [4]. Table 1 describes the details of 

these data. As shown in the Table, MORPH contains more than 55 thousand images from 13 thousand 

subjects, ranging from 16 to 77 years old. On the other hand, FGNET contains 1002 images from 82 persons, 

ranging from 0 to 69 years old. Samples for a span of one subject aging images for each dataset are 

exemplified in Figure 3 and Figure 4. The biometric recognition of faces in these databases is very 

challenging due to the limited number of images per subject across the different ages, making the training 

process training harder. In addition, the images are of different poses, blurring, illumination, and camera 

distances as shown in Figure 3 and Figure 4. Moreover, at lower ages, i.e., between 0 and 2 as in FGNET, 

the personal face attributes are still developing and it is difficult to relate the image to the corresponding 

subject, even visually, see the first row in Figure 3. 
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Table 1. FGNET and MORPH (album-II) database description 
Data # Subjects # Images # Images/Subj. Age Range Age Gap 

FGNET 82 1002 5-13 0-69 0-45 

MORPH 13,617 55,134 2-5 16-77 0-5 

 

 

 
 

Figure 3. A sample of an image span of one subject over age for FGNET database. The subject age is 

provided below each image 
 

 

 
 

Figure 4. A sample of an image span of one subject over age for MORPH database. 

The subject age is provided below each image 

 

 

3.2.  Experimental setup 

The raw images, as shown in Figure 3 and Figure 4, are input to the proposed method without any 

preprocessing steps. The proposed system processes the raw images using the VGG-Face model for features 

extraction, offline GA for feature selection, and KNN for classification as shown Figure 1. To select the best 

parameters of the proposed GA, i.e., different values for the number of generations    and the population 

size    are investigated, i.e.,   =60, 80, and 100 and   =30 and 40, respectively. In order to train the GA, 

data is divided into train and test datasets using Leave-One-Person-Out (LOPO) scheme. For a database of 

size  , LOPO runs a number of   experiments, on each uses     images for training and only one image 

for testing. The LOPO scheme, used for AIFR throughout literature (e.g., in [10, 19, 29]), is usually used in 

forensic applications and missed person identification, where one image of the person at a certain age is 

available and it is required to retrieve the correct person identity from the aging database. KNN classifier [28] 

is used for matching with    .  

 

3.3.  Results of VGG-face model 

The activations of the fully connected layer, FC6, of the VGG-Face model are used as the features 

for recognition, achieving the best recognition rates    of 80.7% and 92.8% on FGNET and MORPH 

databases, respectively, as shown in Table 2. The visual results, represented in Figure 5, and the quantitative 

results, reported in Table 2, indicate that FC6 can represent a good initial feature vector for AIFR. 
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Table 2. Comparison between using all VGG-model’s FC6 features ( =4096) and the optimized GA feature 

vector of length   in terms of the Rank=1    for FGNET and MORPH-II datasets with different KNN 

distance metrics (i.e., Manhattan, Euclidean, Correlation, and Cosine) using population size of    =30 and 

number of generations of   =60 
 FGNET MORPH 

VGG, FC6 GA VGG, FC6 GA 

Distance N RR% M RR% N RR M RR% 

Euclidean 4096 80.7 2022 85.7 4096 92.8 2010 95.7 

Correlation 4096 80.7 2022 84.0 4096 92.8 2085 94.0 

Cosine 4096 80.7 2022 85.5 4096 92.8 2049 95.4 

Manhattan 4096 80.7 2021 85.8 4096 92.8 2005 96.0 

 

 

 
(a)  (b)  

 

Figure 5. Visual system recognition for (a) three samples from FGNET and (b) three samples from MORPH 

(album-II) datasets using LOPO scheme and KNN classifier with Manhattan distance. For each dataset,  

the first column is the test image. Columns 2 and 3 represent visual results of using individual FC6 layer and 

of using FC6 layer after being optimized by the GA (with    =30 and   =60), respectively. A large red 

rectangular frame indicates failed recognition, whereas a small green rectangular frame indicates correct 

recognition 

 

 

3.4.  Results of GA optimization of VGG-face model 

To improve the accuracy of the VGG-Face model, the proposed GA is used offline for feature 

selection. To select the best distance for the KNN classifier, recognition rates are calculated using each 

distance, keeping the GA parameters fixed (   =30 and   =60). As reported in Table 2, the GA optimization, 

using a Manhattan distance KNN classifier, is able to improve the    for FGNET dataset from   =80.7% 

using the whole 4096 FC6 features to   =85.8% using the optimal feature set of length   = 2021. 

For MORPH-II dataset, GA optimization successfully improves the    from   =92.2% to   =96.0% using 

an optimal feature set of length   =2005. In additional to the quantitative results, visual results, represented 

in Figure 5, support the efficiency of the proposed GA optimization to improve the performance. To further 

investigate the best parameter setting of the GA, different numbers of population sizes of    =30 and 40 and 

different number of generations of   =60, 80, and 100 are investigated using the best KNN distance metric, 

i.e., the Manhattan distance. As shown in Figure 6,    values are slightly varying for the FGNET dataset 

using different parameters, between 85% and 86.2%, with the best setting   =60 and    =40, achieving 

  =86.2%, with a feature vector of length  =2014. In contrast, changing the parameters for MORPH do not 

change the    and is kept fixed at 96.0%, using a fixed feature vector of length   = 2005. These results 

support the fact that the FGNET dataset is more challenging than the MORPH dataset, and therefore requires 

more effort to reach the optimal performance. Figure 7 summarizes the improvement of the proposed GA 

optimization on the achieved    values. 
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Figure 6. Comparison between    for FGNET dataset using different GA parameter setting 

(  =60, 80, or 100 and     =30 or 40), and a Manhattan distance KNN classifier 

 

 

 
 

Figure 7. For FGNET, the Rank-1    improves from 80.7% (using all FC6 features,  =4096) to 86% after 

GA feature selection, achieved using a Manhattan distance KNN classifier. For MORPH, the Rank-1    

improves from 92.8% (using all FC6 features,  =4096) to 96% after GA feature selection, achieved using 

a Manhattan distance KNN classifier 

 

 

3.5.  Comparing with state-of-the-art algorithms 

To highlight the contribution of the proposed method, Table 3 compares the performance of 

the proposed method with the state-of-the-art techniques, in terms of the    on two standard biometric 

datasets, i.e. FGNET and MORPH. As reported in the Table, the proposed GA optimization shows an ability 

to achieve a superior performance, evidenced by the highest   . Note that some of the state-of-the-art 

algorithms can’t be compared to the proposed method since they either use a subset of the data (not the whole 

dataset, as the proposed method do with the FGNET dataset) and/or using different training scheme 

(e.g., 5-fold cross-validation instead of leave-one-out as the proposed method does). The elapsed times for  

the proposed method for feature extraction and classification are 0.792 sec and 0.0139 sec, respectively. 

Therefore, the overall time of the complete proposed framework is 0.806 sec. 

 

 

Table 3. Comparative results in terms of the Rank-1    between the proposed method and the state-of 

the-art methods for AIFR on FGNET and MPROP-II datasets 
Method preprocessing FGNET MORPH 

Generative Model [28] YES 37.4% 79.8% 

Discriminative Model [9] YES 47.5% 83.9% 

Hidden Factor Analysis [5] YES 69% 86.8% 

Maximum Entropy model [11] YES 76.2% 92.3% 

Deep Joint Learning approach [13] YES NA 93.6% 

FR across time lapse using CNN [17] YES 80.6% 92.2% 

Modified Hidden Factor Analysis [12] YES 76.8% 88% 

AIFR-CNN model [19] YES 76.5% 92.5% 

Proposed System NO 86.2% 96.0% 
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3.6.  Limitations 

As expected, experiments on MORPH database achieve significantly better results than FGNET. 

This is due to the fact that the FGNET is being more challenging since it includes higher age gaps than 

MORPH (maximum age gap between images of MORPH subjects is 4 year). Figure 8 shows some samples 

of failed recognized images using the proposed method. Figure 8 (b) indicates that image properties like 

illumination and distance from the camera may degrade the result of MORPH dataset. Experimental result on 

FGNET dataset shows a very high similarity among children in age gap (0-3 years old), so most incorrect 

matching occurs in this age gap, as shown in Figure 8 (a). However, in the teenage gap the face features 

appear to be unstable in this stage and this is clearly obvious in the mismatching images. More stability in 

features occurs in adult stage that leads to improving the recognition rates. 

 

 

 
(a)  (b)  

 

Figure 8. Visual system of failed image retrieval (a) three samples of FGNET and (b) three samples from 

MORPH (album-II) datasets. The first row is the test image. The second row shows Failed Retrieved (FR) 

images using our system. The last row is the ground truth (GT), determined as the recognized person image 

of the nearest age 

 

 

4. CONCLUSION 

A deep learning method for AIFR is proposed. The proposed method involves no registration steps, 

where raw face data are input directly to a VGG-Face deep learning model to extract face features, avoiding 

time-consuming, unreliable preprocessing steps. The extracted face features are further optimized using  

a smart GA that performs feature selection and reduction, resulting on the most relevant features to  

the problem of AIFR. In addition, the proposed GA optimization shows an ability to improve the recognition 

accuracy from 80.7% and 92.8% to 86.2% and 96% on two publicly available databases, i.e., FGNET and 

MORPH, respectively. Comparing to the state-of-the-art method, the proposed method has shown promising 

results. 
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